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Abstract. We are interested in the degenerate problem: b(v)−divA(v,∇g(v)) = f in Ω with the
boundary condition v = a , where a : ∂Ω→ R is measurable such that g(a) = 0 . We suppose
that the vector field A satisfies the Leray-Lions conditions, that b,g are continuous, nondecreas-
ing with lim

r→±∞ |b + g|(r) < +∞ , that g hat a flat region [A1,A2] and is strictly increasing on

R \ [A1,A2] for some A1 � 0 � A2 . Using monotonicity methods, we prove the existence and
uniqueness of a renormalized entropy solution (with possibly infinite values).

1. Introduction

In this paper, we study a class of partially degenerate elliptic problems of the type:

Pb,g( f ,a)

⎧⎨
⎩

b(v)− div A(v,∇g(v)) = f in Ω,

v = a on Γ := ∂Ω,
(1.1)

where Ω is a bounded open subset of R
N with regular boundary if N > 1, f ∈ L1(Ω) ,

a : Γ → R is measurable with g(a) = 0 a.e. on Γ , b,g : R → R are nondecreasing,
continuous such that b(0) = g(0) = 0 and lim

r→±∞ |b + g|(r) < +∞. The vector field

A : R×R
N → R

N is continuous and satisfies the following conditions:

• the growth condition: there exists p > 1 such that

|A(r,ξ )−A(r,0)|� C(|r|)|ξ |p−1 for all (r,ξ ) ∈ R×R
N , (1.2)

r �→ |A(r,0)| is bounded, (1.3)

where C : R
+ → R

+ is non-decreasing such that

∫ +∞

−∞
(C(|r|)) p

p−1 d g(r) < ∞, (1.4)
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• the coerciveness condition:

(A(r,ξ )−A(r,0)) ·ξ � λ |ξ |p for all r ∈ R, ξ ∈ R
N (1.5)

for some λ > 0.

The function g is locally Lipschitz and has a flat region on which it keeps a constant
value i.e. there exists A1 � A2 ∈ R such that g is constant in [A1,A2] and strictly
increasing in R \ [A1,A2] . For simplicity, we assume A1 � 0 � A2 and that g ≡ 0 on
[A1,A2] . Conditions (1.2) and (1.5) are rather classical in the theory of elliptic problems
and assure the boundedness and the coerciveness of the operator v → − div A(v,∇v) .
Remark that in our framework, the problem Pb,g( f ,a) is not uniformly elliptic and the
classical theory of Leray-Lions is not available even in the variational setting. A model
example is the problem b(v)− divφ(v)+Δg(v) = f where φ : R→R

N is a continuous
vector field and b,g : R →R are nondecreasing, continuous such that b(0) = g(0) = 0.
In the case where b and g verify the range condition R(b + g) = R , existence and
uniqueness results of a renormalized entropy solution with a.e. finite values are already
proved in [3] for the corresponding evolution problem. Here, we also cover the case
where the operator v → − div A(v,∇g(v)) strongly degenerates when |v| → ∞ . This
means that the solutions (at least those obtained by approximation methods) may reach
the values +∞ or −∞ .

Let us consider the simple case where b ≡ 0,φ ≡ 0 and g is increasing with
lim

r→±∞g(r) < ∞ : For f ∈ L2(Ω) , we try to solve the problem

−Δg(v) = f in Ω, g(v) = 0 on Γ, (1.6)

or equivalently to find v such that g(v) ∈ W 1,2
0 (Ω) and g(v) is equal to the unique

solution of −Δu = f in Ω , u = 0 on Γ . As u is in general not in the range of g , it
is clear that even in the variational setting, the problem has not usually a weak solution
with a.e. finite values.

On the other hand, as g is only assumed to be nondecreasing (which means that the
diffusion term can partially degenerate), it is well known that the problem is ill-posed in
the variational setting. Indeed, the weak solution in the usual distributional sense is not
suitable in order to assure uniqueness results (see [13], [18] and [19]). Furthermore, the
condition on the boundary can not be assumed pointwise but has to be understood as an
entropy condition on the boundary (see [4], [13], [22], and the bibliography therein).
Remark that by our assumptions on g , it follows that |a| � d := max(−A1,A2) a.e. on
Γ and that A(a) ∈ L∞(Γ) , where A : R× ∂Ω→ R is defined by

A(s) := sup{|A(r,0) ·�η(x)|, r ∈ [−s−,s+]}.

Here, we denote by �η(x) the unit outer normal to ∂Ω in x .
In order to prove the “partial” uniqueness result, we assume that A verifies the

additional condition

(A(r,ξ )−A(s,η)) · (ξ −η) � (B(g(r))−B(g(s)))(1+ |ξ |p + |η |p), (1.7)
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for all r,s ∈ R , ξ ,η ∈ R
N , for some function B : R → R which is locally Lipschitz

continuous on R .
Hypothesis (1.7) implies in particular that

(A(r,ξ )−A(r,η)) · (ξ −η) � 0 for all r ∈ R.

An other difficulty is related to the nonregularity of our data f which is only
supposed to be in L1(Ω) . To overcome this problem, we use the notion of renormalized
entropy solution introduced in [8] which only involves the truncations of the solution
in the entropy inequalities.

More results on non uniformly coercive problems can be found in among other
manuscripts [10], [11] and the bibliography therein. The reader interested in degenerate
diffusion problems is referred to [5], [13], [20], [23].

The outline of the paper is as follows: In the following section, after a short intro-
duction of our notations, we give our concept of renormalized entropy solution with a
few comments and we present the main results. Section 3 is devoted to the proof of the
partial uniqueness result. Finally, in Section 4, we establish the existence result.

2. Notations, definitions and main results

In this section, we give our definition of renormalized entropy solution with a few
comments, then we present our main results. Let us first set some notations. We denote
by M (Ω) the set of Radon measures on Ω and by M(Γ) the set of measurable on
Γ with values in R . For any measurable function v : Ω→ R := R∪{+∞}∪ {−∞} ,
for any s ∈ R , we denote by χ{v<s} (resp, χ{v>s} , χ{v=s} ) the characteristic function
of the set {x ∈ Ω; v(x) < s} (resp, {x ∈ Ω; v(x) > s} , {x ∈ Ω; v(x) = s} ). For any
k � 0, the functions Tk , hk and Hk are defined on R by Tk(r) = max(−k,min(k,r)) ,
hk(r) = 1− |Tk+1(r)−Tk(r)| and Hk(r) := min( r+

k ,1) . The operators sign+ and H0

are defined by: sign+(r) = 0 if r < 0, = [0,1] if r = 0 and = 1 if r > 0 and

H0(s) =
{

1 if s > 0,
0 if s � 0.

Moreover, for r,k ∈ R , we set r∨ k = max(r,k) , r∧ k = min(r,k) , r∨+∞ = +∞, r∧
+∞= r = r∨−∞, r∧−∞ = −∞ .

By T 1,T 1,2 and T 2 , we denote the truncation functions defined successively by

T 1(r) = r∧A1, T 1,2(r) = A1∨ r∧A2 and T 2(r) = r∨A2

and for k, l ∈ R , for a.e. x ∈ Γ , we define

ω+(x,k, l) := max
k�r,s�l∨k

|(A(r,0)−A(s,0)) ·�η(x)|,

ω−(x,k, l) := max
l∧k�r,s�k

|(A(r,0)−A(s,0)) ·�η(x)|.
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Finally, we denote

E := {r ∈ R(g)/(g−1)0 is discontinuous at r}. (2.1)

Throughout the paper we suppose that conditions (1.2)-(1.7) are satisfied.

DEFINITION 2.1. Let f ∈ L1(Ω) and a ∈ M(Γ) with g(a) = 0 a. e. on Γ . A
measurable function v : Ω → R is said to be a renormalized entropy solution of the
problem Pb,g( f ,a) if

g(Tkv) = Tg(k)g(v) ∈W 1,p
0 (Ω), ∀k > 0, (2.2)

A(v,Dg(v))χ{|v|<∞} ∈ (Lp′(Ω))N (2.3)

and there exist two families (μl)l and (νl)l of bounded measures on Ω such that:

μl,νl ∈ (W−1,p′(Ω)+L1(Ω)+L1(Γ))∩M (Ω), (2.4)

μl({v � l}) = 0, νl({v � l}) = 0, (2.5)

lim
l→∞

∫
Ω
ξ dμl(v) = 0 for all ξ ∈ D+(RN) with supp(∇ξ ) ⊂ {v < +∞}, (2.6)

lim
l→∞

∫
Ω
ξ dνl(v) = 0 for all ξ ∈ D+(RN) with supp(∇ξ ) ⊂ {v > −∞}, (2.7)

and the following inequalities are satisfied: for all l � k ∈ R , for all ξ ∈ W 1,p(Ω)∩
L∞(Ω) such that ξ � 0 and sign+(g(a∧ l)−g(k))ξ = 0 a.e. on Γ ,

−
∫
Ω

b(v∧ l)χ{v∧l>k}ξ −
∫
Ω
χ{v∧l>k}(A(v∧ l,∇g(v∧ l))−A(k,0)) ·∇ξ

+
∫
Ω
χ{v∧l>k} fξ � −

∫
Γ
ω+(x,k,a∧ l)ξ +

∫
Ω
ξ dμl(v) (2.8)

and for all l � k ∈ R , for all ξ ∈W 1,p(Ω)∩L∞(Ω) such that ξ � 0 and sign+(g(k)−
g(a∨ l))ξ = 0 a.e. on Γ ,

∫
Ω

b(v∨ l)χ{k>v∨l}ξ +
∫
Ω
χ{k>v∨l}(A(v∨ l,∇g(v∨ l))−A(k,0)) ·∇ξ

−
∫
Ω
χ{k>v∨l} fξ � −

∫
Γ
ω−(x,k,a∨ l)ξ +

∫
Ω
ξ dνl(v). (2.9)

Here, we set −∞∧ l = −∞ , +∞∨ l = +∞ , +∞∧ l = −∞∨ l = l and we extend the
truncation function Tk to R∪{+∞}∪{−∞} by setting Tk(+∞)= k and Tk(−∞) =−k.

REMARK 2.2. 1. As in [9], we denote by χ{|v|<∞}A(v,Dg(v)) (in (2.3)), the mea-
surable field on Ω satisfying

χ{|v|<k}χ{|v|<∞}A(v,Dg(v)) = A(v,∇g(Tkv)) for all k > 0.

It makes sense thanks to condition (2.2) on v .
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2. A simple computation shows that if v is a renormalized solution of Pb,g( f ,a) then
−v is a renormalized entropy solution of

P̃b̃,g̃(− f ,−a)

⎧⎨
⎩

b̃(v)− div Ã(v,∇g̃(v)) = − f in Ω

v = −a on Γ := ∂Ω,

with g̃(r) = −g(−r) , b̃(r) = −b(−r) and Ã(r,ξ ) = −A(−r,−ξ ) .

3. Condition (2.3) is not satisfied if we not assume (1.4). Indeed, in the case where
b ≡ 0, g(r) = r and A(r,ξ ) = ξ , it is well known that the entropy solution of the
problem −Δu = f , f ∈ L1(Ω) is not usually in W 1,p(Ω) (see [9]).

4. As g is increasing on R \ [A1,A2] , it follows from the definition that for all k > 0
and L > d := max(|A1|, |A2|) , the function Tk+Lv−TLv ∈W 1,p

0 (Ω) .

5. Taking ξ = ϕ ∈ D+(Ω) with ∇ϕ = 0 a.e. on v = +∞ as test function in (2.8),
letting l → +∞ , taking into account (2.6), we find

∫
Ω
χ{k<v<∞}

[
b(v)ϕ+(A(v,Dg(v))−A(k,0)) ·∇ϕ− fϕ

]

�
∫
{v=+∞}

fϕ−b(+∞)
∫
{v=+∞}

ϕ . (2.10)

Similarly, taking ξ = ϕ ∈ D+(Ω) with ∇ϕ = 0 a.e. on v = −∞ as test function in
(2.9), letting l →−∞ , taking into account (2.7), we find

−
∫
Ω
χ{k>v>−∞}

[
b(v)ϕ+(A(v,Dg(v))−A(k,0)) ·∇ϕ− fϕ

]

� −
∫
{v=−∞}

fϕ +b(−∞)
∫
{v=−∞}

ϕ . (2.11)

6. In particular, it follows from (2.10) that
∫
Ω
χ{k�v<∞}

[
b(v)ϕ+(A(v,Dg(v))−A(k,0)) ·∇ϕ− fϕ

]

�
∫
{v=+∞}∪{v=k}

fϕ−b(+∞)
∫
{v=+∞}

ϕ+b(k)
∫
{v=k}

ϕ . (2.12)

Similarly, it follows from (2.11) that

−
∫
Ω
χ{k�v>−∞}

[
b(v)ϕ+(A(v,Dg(v))−A(k,0)) ·∇ϕ− fϕ

]

� −
∫
{v=−∞}∪{v=k}

fϕ +b(−∞)
∫
{v=−∞}

ϕ−b(k)
∫
{v=k}

ϕ . (2.13)

In the framework of example (1.6), with the same hypothesis described in the introduc-
tion, letting k →−∞ in (2.12) and k → +∞ in (2.13), combining the two inequalities,
we find ∫

Ω
χ{|v|<∞}

[
b(v)ϕ+(A(v,Dg(v))−A(k,0)) ·∇ϕ− fϕ

]
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=
∫
{v=+∞}

fϕ −
∫
{v=−∞}

fϕ −b(+∞)
∫
{v=+∞}

ϕ +b(−∞)
∫
{v=−∞}

ϕ , (2.14)

which is the definition of renormalized solution proposed in [10].

7. Now, under the same assumption as in (6), taking ξ = ϕ(1− hp(v+)) with ϕ ∈
D+(Ω) and ∇ϕ = 0 a.e. on v = +∞ as test function in (2.12), letting p → +∞ , we
find the energie estimate

∫
{v=+∞}

fϕ−b(+∞)
∫
{v=+∞}

ϕ

= lim
p→+∞

∫
{p�v�p+1}

A(Tp+1v,∇g(Tp+1v)) ·∇(Tp+1v)ϕ . (2.15)

Similarly, taking ξ = ϕ(1− hp(−v−)) with ∇ϕ = 0 a.e. on v = −∞ as test function
in (2.13), letting p → +∞ , we find

−
∫
{v=−∞}

fϕ +b(−∞)
∫
{v=−∞}

ϕ

= lim
p→+∞

∫
{−p−1�v�−p}

A(Tp+1v,∇g(Tp+1v)) ·∇(Tp+1v)ϕ . (2.16)

Here, we denote r+ = r∨0 and r− = (−r)∨0.

8. We have considered in this paper the case where g+b is bounded on R but we can
also deal with functions b,g such that lim

r→+∞
(b+g)(r)= +∞ and lim

r→−∞(b+g)(r) 
=−∞
or lim

r→+∞
(b+g)(r) 
= +∞ and lim

r→−∞(b+g)(r) =−∞ . In the first case, (as shown in [2])

v < +∞ a.e. on Ω and (2.6) holds true for every test function ξ ∈ D+(RN) without
any extra condition on supp(ξ ). Similarly, in the second case, v > −∞ a.e. on Ω and
(2.7) holds true for every test function ξ ∈ D+(RN) .

9. We can also consider the case where the function g has a finite number of flat regions
not necessarily arround 0.

The main results are the following.

THEOREM 2.3. For all f ∈ L1(Ω) and a ∈ M(Γ) with g(a) = 0 a.e. on Γ , there
exists v :Ω→ R such that v is a renormalized entropy solution of Pb,g( f ,a) .

We also prove the following comparison result.

THEOREM 2.4. Let (a1, f1) ∈ C(Γ)× L1(Ω) , (a2, f2) ∈ M(Γ)× L1(Ω) with a2

satisfying g(a1)= g(a2)= 0 a.e. on Γ . Let v1 be a renormalized entropy solution of the
problem Pb,g(a1, f1) , v2 be a renormalized entropy solution of the problem Pb,g(a2, f2) .
Then, for any l < 0 , there exists κ ∈ L∞(Ω) with κ ∈ sign+(Tlv1−Tlv2) a.e. in Ω such
that, for any ξ ∈ D+(RN) ,

∫
Ω
(b(Tlv1)−b(Tlv2))+ξ
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+
∫
Ω
(A(Tlv1,∇g(Tlv1))−A(Tlv2,∇g(Tlv2))) ·∇ξχ{Tlv1>Tlv2}

�
∫
Ω
κ( f1 − f2)ξ −2

∫
Ω
ξ d(μl(v1)+ν−l(v2))+

∫
Γ
ω−(x,Tla1,Tla2)ξ . (2.17)

As a consequence, we deduce the following ”partial uniqueness” result.

THEOREM 2.5. Let f ∈ L1(Ω) and a : Γ→ R with g(a) = 0 a.e. on Γ . Let vi ,
i = 1,2 be two renormalized entropy solutions of Pb,g( f ,a) with {v1 = +∞} = {v2 =
+∞} and {v1 = −∞} = {v2 = −∞}. Then, b(v1) = b(v2) a.e. in Ω .

Theorem 2.5 makes sense only in the case where b is not completely degenerate. If b
is strictly increasing, (under the assumptions of Theorem 2.5), it follows that v1 = v2

a.e. on Ω . In the case where b ≡ 0, we need some extra conditions on the field A in
order to deduce a partial uniqueness result in g(v) .

3. Proofs of the comparison and uniqueness results

The following Lemma plays a crucial role in the proof of the comparison result.

LEMMA 3.1. Let f ∈ L1(Ω) , a ∈ M(Γ) with g(a) = 0 a.e. on Γ and v be a
renormalized entropy solution of Pb,g(a, f ) . Then, for every l > 0 , there exists a positive
constant C depending only on ‖ f ‖L1(Ω) and l such that for any δ > 0 ,

∫
Ω∩{0�g(Tlv)�δ}

|∇g(Tlv)|p � δC, (3.1)

∫
Ω∩{0�−g(Tlv)�δ}

|∇g(Tlv)|p � δC. (3.2)

Proof. We use ξ := Tδ (g(Tlv)+ ∈ W 1,p
0 (Ω) as test function in (2.8). Then, by

the Green-Gauss formula and the growth condition (1.2), we obtain (3.1). The second
estimation (3.2) can be proved in a similar way.

LEMMA 3.2. Let (a, f ) ∈ M(Γ)× L1(Ω) with g(a) = 0 a.e. on Γ and v be a
renormalized entropy solution of Pb,g(a, f ) . Then

∫
Ω
χ{v∧l>k}{−b(v∧ l)ξ + fξ − (A(v∧ l,∇g(v∧ l))−A(k,0)) ·∇ξ}

� lim
δ→0

∫
Ω
(A(v,∇g(v∧ l))−A(v∧ l,0)) ·∇g(v∧ l)H ′

δ(g(v∧ l)−g(k))ξ

+
∫
Ω
ξ dμl(v) (3.3)

for any (k,ξ ) ∈ R×D(RN) , ξ � 0 such that g(k) /∈ E and (g(a∧ l)− g(k))+ξ = 0
a.e. on Γ .



196 KAOUTHER AMMAR

Moreover,
∫
Ω
χ{v∨l<k}{b(v∨ l)ξ − fξ +(A(v∨ l,∇g(v∨ l))−A(k,0)) ·∇ξ}

� lim
δ→0

∫
Ω
(A(v∨ l,∇g(v∨ l))−A(v∨ l,0)) ·∇g(v∨ l)H ′

δ(g(v∨ l)−g(k))ξ

+
∫
Ω
ξ dνl(v) (3.4)

for any (k,ξ ) ∈ R×D(RN) , ξ � 0 such that g(k) /∈ E and (g(k)− g(a∨ l))+ξ = 0
a.e. on Γ .

Proof. We choose Hδ (g(v∧ l)− g(k))+ξ as test function in (2.8). By the diver-
gence theorem, proceeding as in the proof of Lemma 1 in [13], letting δ → 0, we get
inequality (3.3). Inequality (3.4) can be proved in a similar way.

PROOF OF THEOREM 2.4. The main idea of our proof is to compare locally v1 and
v2 on a sufficiently small ball B(x,r) such that B(x,r)∩Γ 
= /0 and maxΓ∩B(x,r) a−
minΓ∩B(x,r) a � ε . As usual we use Kruzhkov’s technique of doubling variables (cf.
[18], [19]): We choose two variables x and y and consider v1 as a function of y ∈ Ω
and v2 as a function of x ∈ Ω . For arbitrary α > 0, let (Bα

i )i=0...mα be a covering
of Ω satisfying Bα

0 ∩ ∂Ω = /0 , and such that, for each i � 1, Bα
i is a ball of diameter

� α , contained in some larger ball B̃α
i with B̃α

i ∩ ∂Ω is part of the graph of a Lips-
chitz function. Let (φαi )i=0...mα denote a partition of unity subordinate to the covering
(Bα

i )i . Now, let i ∈ {1, . . . ,mα} be fixed in the following. For simplicity, we omit the
dependence on α and i and simply set φ = φαi , B = Bα

i . As in [13], we choose a
sequence of mollifiers (ρn)n in R

N such that x �→ ρn(x− y) ∈ D+(Ω) , for all y ∈ B ,
σn(x) =

∫
Ωρn(x− y)dy is an increasing sequence for all x ∈ B , and σn(x) = 1 for all

x ∈ B with d(x,RN\Ω) > c/n for some c = c(i,α) depending on B = Bα
i . Define the

test function
ζn(x,y) = ξ (x)φ(x)ρn(x− y)

with ξ ∈ D+(RN) with supp(ξ )⊂ {|v2| < ∞} . Note that, for n sufficiently large,

y �→ ζn(x,y) ∈ D(RN) for any x ∈Ω,

x �→ ζn(x,y) ∈ D(Ω) for any y ∈Ω.

Moreover, the function

ζ̂n(x) =
∫
Ω
ζn(x,y)dy = ξ (x)φ(x)

∫
Ω
ρn(x− y)dy

= ξ (x)φ(x)σn(x) (3.5)

satisfies ζ̂n ∈ D(Ω) , 0 � ζ̂n � ξ , ∀n .
Let Ω1 := {y ∈Ω/v1(y) ∈ E} and Ω2 := {x ∈Ω/v2(x) ∈ E}. Then, ∇yg(Tlv1) =

0 a. e. in Ω1 and ∇xg(Tlv2) = 0 a. e. in Ω2 for all l > 0. Moreover, H0(Tlv1−Tlv2) =
H0(g(Tlv1)−g(Tlv2)) a.e in (Ω\Ω1)×Ω∪Ω× (Ω\Ω2) .
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First inequality. From now on, we denote by Ã : R×R
N → R

N the vector field
defined by:

Ã(r,ξ ) = A(r,ξ )−A(r,0). (3.6)

Let kαi := max
{B(x,r)∩Γ}

a1 and l > 0 such that kαi ∈ (−l, l) . We first prove the following

inequality:∫
Ω
ξφd(μl +ν−l) � −

∫
Ω
(b(Tlv1∨ kαi )−b(Tlv2∨ kαi ))+ξφ

−
∫
Ω
χ{Tlv1∨kαi >Tlv2∨kαi }

(
A
(
Tlv1∨ kαi ,∇g(Tlv1∨ kαi )

)

−A
(
Tlv2∨ kαi ,∇g(Tlv2∨ kαi )

)) ·∇x(ξφ)

+
∫
Ω
κ1χ{Tlv1>kαi }( f1 − χ{Tlv2�kαi } f2)ξφ + lim

n→∞
< Mkαi ,−l(v2),ξφσn >, (3.7)

where κ1 ∈ L∞(Ω), κ1 ∈ sign+(Tlv1−Tlv2∨kαi ) and Mkαi
is a distribution which will

be defined later (see (3.18)).
As v1 is a renormalized entropy solution of Pb,g(a1, f1) , choosing k = v2∧ l ∨ kαi

and ξ (y) = ζn(x,y) in (2.8) and (3.3), integrating (2.8) in x over Ω2 and (3.3) over
Ω\Ω2 , combining the two inequalities, we find

lim
δ→0

∫
{Ω\Ω1}×{Ω\Ω2}

Ã(v1 ∧ l,∇yg(v1∧ l)) ·∇yg(v1∧ l)H ′
δ (g(v1∧ l)−g(v2∧ l∨ kαi ))ζn

+
∫
Ω×Ω

ζn dμl(v1)

= lim
δ→0

∫
Ω×{Ω\Ω2}

Ã(v1 ∧ l,∇yg(v1∧ l)) ·∇yg(v1∧ l)H ′
δ (g(v1∧ l)−g(v2∧ l∨ kαi ))ζn

+
∫
Ω×Ω

ζn dμl(v1)

� −
∫
Ω×Ω

χ{v1∧l>v2∨kαi }b(v1∧ l)ζn +
∫
Ω
χ{v1∧l>v2∧l∨kαi } f1ζn

−
∫
Ω×Ω

χ{v1∧l>v2∨kαi }(A(v1∧ l∨ kαi ,0)−A(v2∧ l∨ kαi ,0)) ·∇yζn

−
∫
Ω×Ω

χ{v1∧l∨kαi >v2∧l∨kαi }Ã(v1∧ l∨ kαi ,∇yg(v1∧ l∨ kαi )) ·∇yζn. (3.8)

Now, as : x �→ ζn(x,y)Hδ (g(v1∧ l∨kαi )−g(v2∧ l∨kαi )) ∈W 1,p
0 (Ω) for a.e. y ∈Ω, we

have ∫
Ω×Ω

Ã(v1 ∧ l,∇yg(v1∧ l∨ kαi )) ·∇x(Hδ (g(v1∧ l)−g(v2∨ kαi ))ζn) = 0. (3.9)

Therefore, going to the limit on δ , we get

lim
δ→0

∫
{Ω\Ω1}×{Ω\Ω2}

Ã(v1∧ l∨ kαi ,∇yg(v1∧ l∨ kαi )) ·∇xg(v2∧ l∨ kαi )
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H ′
δ (g(v1∧ l∨ kαi )−g(v2∧ l∨ kαi ))ζn

=
∫
Ω×Ω

χ{g(v1∧l∨kαi )>g(v2∧l∨kαi )}Ã(v1∧ l∨ kαi ,∇yg(v1∧ l∨ kαi )) ·∇xζn

=
∫
Ω×Ω

χ{v1∧l∨kαi >v2∧l∨kαi }Ã(v1∧ l,∇yg(v1∧ l∨ kαi )) ·∇xζn. (3.10)

This allows to write inequality (3.8) as follows:∫
Ω×Ω

−Ã(v1∧ l∨ kαi ,∇yg(v1∧ l∨ kαi )) ·∇x+yζnχ{v1∧l∨kαi >v2∧l∨kαi }

−
∫
Ω×Ω

{(A(v1∧ l∨ kαi ),0)−A(v2∧ l∨ kαi ),0)) ·∇yζn

−b(v1∧ l∨ kαi )ζn + f1ζn}χ{v1∧l∨kαi >v2∧l∨kαi }

� lim
δ→0

∫
{Ω\Ω1}×{Ω\Ω2}

{Ã(v1∧ l∨ kαi ,∇yg(v1∧ l∨ kαi )) ·∇yg(v1∧ l∨ kαi )

− Ã(v1∧ l∨ kαi ,∇yg(v1∧ l∨ kαi )) ·∇xg(v2∧ l∨ kαi )

H ′
δ (g(v1∧ l∨ kαi )−g(v2∧ l∨ kαi ))ζn}+

∫
Ω×Ω

ζn dμl(v1)

with ∇x+y(·) := ∇x(·)+∇y(·) .
Now, as v2 is an entropy solution of Pb,g(a2, f2) , choosing −l instead of l , k =

(v1(y)∧ l)∨kαi and ξ (x) = ζn(x,y) in (2.9) and (3.4), integrating (2.8) in y over Ω and
(3.4) in y over Ω\Ω1 , summing up, we find

lim
δ→0

∫
(Ω\Ω1)×Ω

Ã(v2 ∨ (−l),∇xg(v2∨ (−l))) ·∇xg(v2∨ (−l))H ′
δ
(
g(v1∧ l∨ kαi )

−g(v2∨ (−l))
)
ζn +

∫
Ω×Ω

ζn dν−l(v2)

= lim
δ→0

∫
(Ω\Ω1)×(Ω\Ω2)

Ã(v2 ∨ (−l),∇xg(v2∨ (−l))) ·∇xg(v2∨ (−l))H ′
δ
(
g(v1∧ l∨ kαi )

−g(v2∨ (−l))
)
ζn +

∫
Ω×Ω

ζn dν−l(v2)dy

�
∫
Ω×Ω

b(v2∨ (−l))χ{v1∧l∨kαi >v2∨(−l)}ζn−
∫
Ω×Ω

χ{v1∧l∨kαi >v2∨(−l)} f2ζn

−
∫
Ω×Ω

χ{v1∧l∨kαi >v2∨(−l)}
(
A(v1∧ l∨ kαi ,0)

−A(v2∨ (−l),∇xg(v2∨ (−l)))
) ·∇xζn. (3.11)

Arguing as in (3), we get∫
{Ω\Ω1}×{Ω\Ω2}

Ã(v2∨ (−l),∇xg(v2∨ (−l))) ·∇xg(v2∨ (−l))H ′
δ
(
g(v1∧ l∨ kαi )

−g(v2∨ (−l))
)
ζn

=
∫
{Ω\Ω1}×{Ω\Ω2}

Ã(Tlv2∨ kαi ,∇xg(Tlv2∨ kαi )) ·∇xg(Tlv2∨ kαi )H ′
δ
(
g(v1∧ l∨ kαi )
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−g(Tlv2∨ kαi ))ζn

+
∫
{Ω\Ω1}×{Ω\Ω2}

Ã(Tlv2∧ kαi ,∇xg(Tlv2∧ kαi )) ·∇xg(Tlv2∧ kαi )H ′
δ
(
g(v1∧ l∨ kαi )

−g(Tlv2∧ kαi ))ζn (3.12)

and that the second term in the right hand side of (3.12) converges to 0 with δ → 0.
Moreover, the right hand side of (3.11) is equal to∫

Ω×Ω
b(Tlv2∨ kαi )χ{v1∧l∨kαi >Tlv2∨kαi }ζn

−
∫
Ω×Ω

χ{v1∧l∨kαi >v2∨(−l)∨kαi }χ{Tlv2�kαi } f2ζn

+
∫
Ω×Ω

χ{v1∧l∨kαi >Tlv2∨kαi }Ã(Tlv2∨ kαi ,∇xg(Tlv2∨ kαi )) ·∇xζn

−
∫
Ω×Ω

χ{v1∧l∨kαi >Tlv2∨kαi }(A(v1 ∧ l∨ kαi ),0)−A(Tlv2 ∨ kαi ),0)) ·∇xζn

−
∫
Ω×Ω

(b(kαi )−b(v2∨ (−l)))+ζn−
∫
Ω×Ω

χ{kαi >v2∨(−l)} f2ζn

−
∫
Ω×Ω

χ{kαi >v2∨(−l)}(A(kαi ,0)−A(v2∨ (−l),∇xg(v2∨ (−l)))) ·∇xζn. (3.13)

Since y �→ ζn(x,y)Hδ (g(v1 ∧ l ∨ kαi )− g(v2 ∧ l ∨ kαi ))) ∈ W 1,p
0 (Ω) for a.e. x ∈ Ω , we

have∫
Ω×Ω

Ã(Tlv2∨ kαi ,∇xg(Tlv2∨ kαi )) ·∇y(Hδ (g(v1∧ l∨ kαi )−g(Tlv2∨ kαi ))ζn) = 0.

(3.14)
Therefore,

− lim
δ→0

∫
{Ω\Ω1}×{Ω\Ω2}

Ã(Tlv2∨ kαi ,∇xg(Tlv2∨ kαi ))) ·∇yg(v1∧ l∨ kαi )

H ′
δ (g(v1∧ l∨ kαi )−g(Tlv2∨ kαi ))ζn

=
∫
Ω×Ω

χ{(g(v1∧l∨kαi )>g(Tlv2∨kαi )}Ã(Tlv2 ∨ kαi ,∇xg(Tlv2∨ kαi ))∇yζn. (3.15)

Consequently, inequality (3.11) can be equivalently written as follows:∫
Ω×Ω

(b(v2∧ l∨ kαi )− f2)χ{v1∧l∨kαi >Tlv2∨kαi }ζn

−
∫
Ω×Ω

χ{v1∧l∨kαi −Tlv2∨kαi }Ã(Tlv2 ∨ kαi ,∇xg(Tlv2∨ kαi )) ·∇x+yζn

+
∫
Ω×Ω

(A(v1∧ l∨ kαi ,0)−A(Tlv2∨ kαi ,0)) ·∇xζnχ{(v1∧l∨kαi −Tlv2∨kαi }

−
∫
Ω×Ω

(b(kαi )−b(v2∨ (−l)))+ζn − χ{kαi >v2∨(−l)} f2ζn

−
∫
Ω×Ω

χ{kαi >v2∨(−l)}(A(kαi ,0)−A(v2∨ (−l),∇xg(v2∨ (−l)))) ·∇xζn
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� lim
δ→0

∫
{Ω\Ω1}×{Ω\Ω2}

Ã(Tlv2∨ kαi ,∇xg(Tlv2 ∨ kαi )) · (∇xg(Tlv2 ∨ kαi )−∇yg(v1∧ l∨ kαi ))

H ′
δ (g(v1∧ l∨ kαi )−g(Tlv2∨ kαi ))ζn +

∫
Ω×Ω

ζn d(ν−l(v2)). (3.16)

Summing up inequalities (3.11) and (3.16), we get

lim
δ→0

∫
(Ω\Ω1)×(Ω\Ω2)

(Ã(Tlv1 ∨ kαi ,∇yg(Tlv1∨ kαi )− Ã(Tlv2∨ kαi ,∇xg(Tlv2 ∨ kαi )))

· (∇yg(Tlv1∨ kαi )−∇xg(Tlv2 ∨ kαi ))H ′
δ (g(Tlv1 ∨ kαi )−g(Tlv2∨ kαi ))ζn

+
∫
Ω×Ω

ζn d(μl(v1)+ν−l(v2))

�
∫
Ω×Ω

−(b(Tlv1∨ kαi )−b(Tlv2∨ kαi ))+ζn

+
∫
Ω×Ω

χ{v1∧l∨kαi >v2∨kαi }χ{v1∧l>kαi }( f1 − χ{v2�kαi } f2)ζn

−
∫
Ω×Ω

(A(v1∧ l∨ kαi ,∇yg(v1∧ l∨ kαi ))−A(v2∧ l∨ kαi ,∇xg(v2∧ l∨ kαi )))·
(∇x+yζn)χ{v1∧l∨kαi −v2∧l∨kαi }+ < Mkαi ,−l(v2),ζn >, (3.17)

where, for k ∈ R , ξ ∈ D(Ω) ,

< Mk,−l(v2),ξ >= −
∫
Ω
(b(k)−b(v2∨ (−l)))+ξ −

∫
Ω
χ{k>v2∨(−l)} f2ξ

−
∫
Ω
χ{k>v2∨(−l)}(A(k,0)−A(v2∨ (−l),∇xg(v2∨ (−l)))) ·∇xξ . (3.18)

Denote the integrals on the right hand side of (3.17) by I1, . . . , I4 successively. Using
similar estimations as in [4] and [5], going to the limit with n → ∞ , one get

lim
n→∞

I1 = −
∫
Ω
(b(Tlv1 ∨ kαi )−b(Tlv2 ∨ kαi ))+ξ (x)φ(x),

limsup
n→∞

I2 �
∫
Ω
κ1χ{v1∧l>kαi }( f1 − χ{v2�kαi } f2)ξ (x)φ(x)

for some
κ1 ∈ L∞(Ω) with κ1 ∈ sign+(v1∧ l− v2∨ kαi ) a.e. in Ω, (3.19)

limsup
n→+∞

I3 = −
∫
Ω
χ{v1∧l∨kαi −v2∧l∨kαi }

(
A(v1∧ l,∇g(v1 ∧ l∨ kαi ))

−A(v2,∇g(v2∧ l∨ kαi ))
) ·∇(ξφ).

By a simple computation, we prove that

< Mkαi ,−l(v2),ξ >=< M̃kαi
(v2),ξ > − < M̃−l(v2),ξ >
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−
∫
Ω
χ{v2<−l}( f2 +b(−l))ξ −

∫
Ω

b(k)χ{v2∨(−l)}ξ ,

where, for k ∈ R and ξ ∈ D(Ω) ,

< M̃k(v2),ξ > =
∫
Ω

b(v2)ξ χ{k>v2} − χ{k>v2} f2ξ

−
∫
Ω
χ{k>v2}(A(k,0)−A(v2,∇xg(v2))) ·∇xξ . (3.20)

Taking into account (2.11), for every k ∈ R and for all ξ ∈ D(Ω) with supp (ξ ) ⊂
{|v| < ∞} , < M̃k(v2),ξ >� 0 and by (3.20), it follows that

< Mkαi ,−l(v2),ξ >�< M̃kαi
(v2),ξ > −

∫
Ω
χ{v2<−l} f2ξ −

∫
Ω
χ{v2<−l}b(k)ξ ,

for all ξ ∈ D+(Ω) . Since (ζ̂ )n = (ξσnφ)n ⊂ D(Ω) is an increasing sequence satis-
fying 0 � ξσnφ � ξφ , the sequence (< Mkαi

(v2),ξσnφ >)n is a bounded increasing
sequence such that ∇(ξσnφ) = 0 on {|v2| = +∞} and thus converges as n → ∞ . This
in turn implies that (< Mkαi ,−l(v2),ξσnφ >)n converges with n → +∞ .

In order to estimate the term in the left hand side of (3.17), we use our asumptions
on the diffusion function g : As Ã(r,0) = 0, for small δ > 0, we have:
∫

(Ω\Ω1)×(Ω\Ω2)
(Ã(Tlv1∨ kαi ,∇yg(Tlv1∨ kαi ))− Ã(Tlv2∨ kαi ,∇xg(Tlv2∨ kαi )))

· [∇yg(Tlv1 ∨ kαi )−∇xg(Tlv2 ∨ kαi )
]
H ′
δ (g(Tlv1∨ kαi )−g(Tlv2∨ kαi ))ζn

=
1
δ

∫
Ω×Ω

(Ã(Tlv1∨ kαi ,∇yg(T 2(Tlv1∨ kαi )))− Ã(Tlv2∨ kαi ,∇xg(T 2(Tlv2∨ kαi ))))

· [∇yg(T 2(Tlv1 ∨ kαi ))

−∇xg(T 2(Tlv2∨ kαi ))
]
ζnχ{Tlv1∨kαi ,Tlv2∨kαi ∈(A2,+∞),0<g(Tlv1∨kαi )−g(Tlv2∨kαi )�δ}

+
1
δ

∫
Ω×Ω

(Ã(Tlv1 ∨ kαi ,∇yg(T 2(Tlv1 ∨ kαi ))))− Ã(Tlv2 ∨ kαi ,∇xg(T 1(Tlv2∨ kαi ))))

· [∇yg(T 2(Tlv1 ∨ kαi ))

−∇xg(T 1(Tlv2∨ kαi ))
]
ζnχ{Tlv1∨kαi ∈(A2 ,+∞),Tlv2∨kαi ∈(−∞,A1),0<g(Tl v1∨kαi )−g(Tlv2∨kαi )�δ}

:= S1 +S2.

We first estimate S2 and split this term into

S2 =
1
δ

∫
Ω×Ω

Ã(T 2(Tlv1∨ kαi ),∇yg(T 2(Tlv1∨ kαi )))

·∇yg(T 2(Tlv1∨ kαi ))χ{0<g(Tlv1∨kαi )−g(Tlv2∨kαi ))�δ}χ{Tlv2∨kαi ∈(−∞,A1)}ζn

− 1
δ

∫
Ω×Ω

Ã(T 2(Tlv1∨ kαi ),∇yg(T 2(Tlv1∨ kαi )))

·∇xg(T 1(Tlv2 ∨ kαi ))χ{0<g(Tlv1∨kαi )−g(Tlv2∨kαi )�δ}ζn
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+
1
δ

∫
Ω×Ω

(Ã(T 1(Tlv2∨ kαi )),∇xg(T 1(Tlv2 ∨ kαi ))

·∇xg(T 1(Tlv2 ∨ kαi ))χ{0<g(Tlv1∨kαi )−g(Tlv2∨kαi )�δ}χ{Tlv1∨kαi ∈(A2,+∞)}ζn

− 1
δ

∫
Ω×Ω

(Ã(T 1(Tlv2∨ kαi ),∇xg(T 1(Tlv2∨ kαi )))

·∇yg(T 2(Tlv1∨ kαi ))χ{0<g(Tlv1∨kαi )−g(Tlv2∨kαi )�δ}ζn

= S 1
2 +S 2

2 +S 3
2 +S 4

2 .

By the weak coerciveness condition (1.5),

S 1
2 � 1

δ

∫
Ω×Ω

ζnÃ(T 2(Tlv1∨ kαi ),∇yg(T 2(Tlv1∨ kαi )))

·∇yTδ (g(T 2(Tlv1∨ kαi ))+ζnχ{0<(−g(Tlv2∨kαi )�δ}

� 1
δ

∫
Ω×Ω

ζnÃ(T 2v1,∇yg(T 2v1))

·∇yTδ (g(T 2v1))+ζnχ{0<(−g(v2)�δ}

� 1
δ
δC(‖ f1 ‖L1(Ω),d)

∫
Ω
χ{0<(−g(v2)�δ},

where in the last inequality we use the estimations (3.1) and (3.2). Hence lim
δ→0

S 1
2 = 0

and S i
2 , i = 2,3,4 can be estimated in the same way. Dealing with S1 , we use the

additional hypothesis (1.7) on the vector field A , to get

S1 � − 1
δ

∫
Ω×Ω

χ{Tlv1∨kαi ,Tlv2∨kαi ∈(A2,+∞),0<g(Tlv1∨kαi )−g(Tlv2∨η)�δ}ζn

×−(B(g(T2(Tlv1∨ kαi ))−B(g(T 2(Tlv2∨ kαi ))))

× (1+ |∇yg(T 2(Tlv1 ∨ kαi )))|p + |∇xg(T 2(Tlv2∨ kαi ))|p)
− 1
δ

∫
Ω×Ω

(A(T 2(Tlv1∨ kαi )),0)−A(T 2(Tlv2∨ kαi )),0))

·∇yg(T 2(Tlv1∨ kαi ))χ{Tlv1∨kαi ,Tlv2∨kαi ∈(A2,+∞),0<g(Tlv1∨kαi )−g(Tlv2∨kαi )�δ}ζn

− 1
δ

∫
Ω×Ω

(A(T 2(Tlv1∨ kαi ),0))−A(T 2(Tlv2∨ kαi )),0)))

·∇xg(T 2(Tlv2∨ kαi ))χ{Tlv1∨kαi ,Tlv2∨kαi ∈(A2,+∞),0<g(Tlv1∨kαi )−g(Tlv2∨kαi )�δ}ζn

= S 1
1 +S 2

1 +S 3
1 .

Applying the divergence theorem, we get

S 2
1 = − 1

δ

∫
Ω×Ω

(∫ γ(Tl v1 ,Tlv2)

0

(Ag(g(T 2(Tlv2∨ kαi ))+ δ r,0)

−Ag(g(T 2(Tlv2∨ kαi )),0))dr
)
∇yζn (3.21)
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and

S 3
1 = − 1

δ

∫
Ω×Ω

(∫ γ(Tl v1,Tl v2)

0

(Ag(g(T 2(v1∨ kαi )),0)

−Ag(g(T 2(v1 ∨ kαi ))− δ r,0))dr
)
∇xζn, (3.22)

where
Ag(r,ξ ) = A(g−1(r),ξ ), r ∈ (A2,+∞),

γ(Tlv1,Tlv2) := inf (g(T 2(Tlv1∨ kαi ))−g(T 2(Tlv2 ∨ kαi )))+/δ ,1).

Due to the continuity of Ag(r,ξ ) in r ∈ (A2,+∞) , it follows that

lim
δ→0

S 2
1 = lim

δ→0
S 3

1 = 0. (3.23)

Finally, as B is locally Lipschitz,

lim
δ→0

S 1
1 � c lim

δ→0

∫
Ω×Ω

χ{Tlv1∨kαi ,Tlv2∨kαi ∈(A2,+∞),0<g(Tlv1∨kαi )−g(Tlv2∨η)�δ}ζn

×(1+ |∇yg(T 2(Tlv1 ∨ kαi )))|p + |∇xg(T 2(Tlv2∨ kαi ))|p) = 0

for some constant c depending independing on δ . Combining all estimates, we get

+
∫
Ω
ξφ d(μl(v1)+ν−l(v2))

� −
∫
Ω
(b(Tlv1∨ kαi )−b(Tlv2 ∨ kαi ))+ξφ

−
∫
Ω

[
A(Tlv1 ∨ kαi ,∇xg(Tlv1∨ kαi ))

−A(Tlv2∨ kαi ,∇g(Tlv2∨ kαi ))
] ·∇x(ξφ)χ{Tlv1∨kαi >Tlv2∨kαi }

+
∫
Ω
κ1χ{Tlv1>kαi }( f1 − χ{Tlv2�kαi } f2)ξφ + lim

n→∞
< Mkαi ,−l(v2),ξφσn > . (3.24)

Second inequality. We are going to prove the following:
∫
Ω
ξφ d(μl(v1)+ν−l(v2))−

∫
∂Ω∩B

ω−(x,kαi ,a2)ξ

�
∫
Ω
−(b(Tlv1∧ kαi )−b(Tlv2∧ kαi ))+ξφ

−
∫
Ω
χ{Tlv1∧kαi �Tlv2}

[
A(Tlv1 ∧ kαi ,∇xg(Tlv1∧ kαi ))

−A(Tlv2 ∧ kαi ,∇xg(Tlv2∧ kαi ))
] ·∇x(ξφ)

+
∫
Ω
κ2χ{v2∨(−l)<kαi }(χ{v1∧l�kαi } f1 − f2)ξφ + lim

n→∞
< Lkαi ,l(v1),ξφσn > (3.25)

for some κ2 ∈ sign+(v1 ∧ l ∧ kαi − v2 ∨ (−l)) , where Lkαi ,l(v1) is a linear functional
which will be defined later (see (3.26)). Then, summing up (3.7) and (3.25), we find in
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the final step the desired comparison result. To this aim, we choose ζn := ζ i
n : (x,y) �→

φi(y)ξ (y)ρn(y− x) as test function. Then, for n sufficiently large,

y �→ ζ i
n(x,y) ∈ D(Ω), for any x ∈Ω,

x �→ ζ i
n(x,y) ∈ D(RN), for any y ∈Ω,

and suppx(ζ
i
n(y, .)) ⊂ Bi, for any y ∈ supp(φi).

As v1 = v1(y) satisfies (2.8), choosing k = v2(x)∨ (−l)∧ kαi and ξ = ζn(x, ·) in (2.8)
and (3.3), integration (2.8) in x over Ω and (3.3) over Ω\Ω2 , (note that, with the new
test function, this choice is admissible), for a.e. x ∈Ω , we get

lim
δ→0

∫
(Ω\Ω1)\(Ω\Ω2)

Ã(v1∧ l,∇yg(v1∧ l)) ·∇yg(v1∧ l)H ′
δ (g(v1 ∧ l)−g(v2∨ (−l)∧ kαi ))ζn

+
∫
Ω×Ω

(ζn dμl(v1))

� −
∫
Ω×Ω

b(v1∧ l)χ{v1∧l>v2∨(−l)∧kαi }ζn

−
∫
Ω×Ω

(A(v1 ∧ l,0)−A(v2∧ kαi ,0)) ·∇yζnχ{v1∧l>v2∧kαi }

−
∫
Ω×Ω

χ{v1∧l>v2∧kαi }Ã(v1 ∧ l,∇yg(v1∧ l) ·∇yζn

= −
∫
Ω×Ω

b(v1∧ l∧ kαi )χ{v1∧l>v2∧kαi }ζn

−
∫
Ω×Ω

(A(v1 ∧ l∧ kαi ,0)−A(v2∧ kαi ,0)) ·∇yζnχ{v1∧l∧kαi >v2∧kαi }

+
∫
Ω×Ω

χ{v1∧l∧kαi >v2∧kαi }χ{v1∧l�kαi } f1ζn

+[−
∫
Ω×Ω

(b(v1∧ l)−b(kαi ))+ζn + χ{v1∧l>kαi } f1ζn

−
∫
Ω×Ω

χ{v1∧l>kαi }{(A(v1∧ l,∇yg(v1∧ l))−A(kαi ,0)) ·∇yζn}]
:=< Lkαi ,l(v1),ζn >, (3.26)

where for the last equality we have used the fact that:

(r− s∧ k)+ = (r∧ k− s∧ k)+ +(r− k)+,

χ{r>s∧k} = χ{r∧k>s∧k}χ{r�k} + χ{r>k}, for all r,s,k ∈ R.

As v2 = v2(x) is an entropy solution, choosing k = v1(y)∧ kαi , ξ = ζn in (2.9)
and (3.4) (this choice is admissible because g(kαi ) = 0), integrating (2.9) in y over Ω1

and (3.4) over Ω\Ω1 , we get

− lim
δ→0

∫
(Ω\Ω1)\(Ω\Ω2)

[
A(v2∨ (−l),∇g(v2 ∨ (−l)))
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−A(v2∨ (−l),0)) ·∇g(v2)H ′
δ (g(v1 ∧ kαi )−g(v2∨ (−l))

]
−

∫
Ω

∫
Γ
ω−(x,v1(y)∧ kαi ,a2∨ (−l))ζn +

∫
Ω×Ω

ζn dν−l(v2))

� −
∫
Ω×Ω

(b(v1 ∧ kαi )−b(v2∨ (−l)))+ζn

+
∫
Ω×Ω

χ{v1∧kαi >v2}
{
(A(v1∧ kαi ,0)−A(v2∨ (−l),∇xg(v2∨ (−l))) ·∇xζn

−
∫
Ω×Ω

f2ζn
}
.

Remark that

−
∫
Ω

∫
Γ
ω−(x,v1∧ kαi ,a2 ∨ (−l))ζn � −

∫
Ω

∫
Γ
ω−(x,kαi ,a2∨ (−l))ζn.

Moreover, obviously, (r ∧ k − s)+ = (r ∧ k− s∧ k)+ for all r,s,k ∈ R . Therefore,
integrating the preceding inequalities in x resp. y over Ω , summing up, using the same
arguments as above, passing to the limit with n→∞ successively, for some κ2 ∈ L∞(Ω)
with κ2 ∈ sign+(v1 ∧ kαi − v2∨ (−l)) , we obtain

−
∫
Γ
ω−(x,kαi ,a2 ∨ (−l))ξφi +

∫
Ω
ξφi d(μl(v1)+ν−l(v2))

� −
∫
Ω
(b(Tlv1∧ kαi )−b(Tlv2∧ kαi ))+ξφi

−
∫
Ω
χ{Tlv1∧kαi �Tlv2∧kαi }

(
A(Tlv1∧ kαi ,∇g(Tlv1∧ kαi ))

−A(Tlv2∧ kαi ,∇g(Tlv2 ∧ kαi ))
) ·∇x(ξφi)

+
∫
Ω
κ2χ{Tlv2<kαi }(χ{Tlv1�kαi } f1 − f2)ξφi + lim

n→∞
< Lkαi ,l(v1),ξσnφi > . (3.27)

Using the same arguments as before, we can prove that (< Lkαi ,l(v1),(ξσnφi) >) con-
verges with n → ∞ . Note also that (r∨k− s∨k)+ +(r∧k− s∧k)+ = (r− s)+ , for all
r,s,k ∈ R . Moreover, if we define

κ := κ1χ{v1>kαi } +κ2χ{v2<kαi }χ{v1�kαi },

then
κ = κ1χ{v2�kαi }χ{v1>kαi } +κ2χ{v2<kαi } ∈ sign+(v1 − v2).

Therefore, summation of (3.24) and (3.27) yields

−
∫
Γ
ω−(x,kαi ,a2∨ (−l))ξφi +2

∫
Ω
ξφi d(μl(v1)+ν−l(v2))

� −
∫
Ω
(b(Tlv1)−b(Tlv2))+ξφi +

∫
Ω
κ( f1− f2)ξφi

−
∫
Ω
χ{Tlv1�Tlv2}(A(Tlv1,∇g(Tlv1))−A(Tlv2,∇g(Tlv2))) ·∇x(ξφi)
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+ lim
n→∞

< Lkαi ,l(v1),ξφiσn > + lim
n→∞

< Mkαi ,−l(v2),ξφiσn > (3.28)

for any ξ ∈ D(RN) , ξ � 0, for all i ∈ {1, . . . ,mα} .

REMARK 3.3. For ξ ∈ D([0,T )×Ω) , the method of doubling variables allows
to prove the following local comparison result:

there exists κ ∈ L∞(Ω) with κ ∈ sign+(Tlv1 −Tlv2) a.e. in Ω such that, for any
ζ ∈ D(Ω) , ζ � 0,

2
∫
Ω
ξφi d(μl(v1)+ν−l(v2))

� −
∫
Ω
(b(Tlv1)−b(Tlv2))+ζ +

∫
Ω
κ( f1 − f2)ζ

−
∫
Ω
χ{Tlv1>Tlv2}(A(Tlv1,∇g(Tlv1))−A(Tlv2,∇g(Tlv2)) ·∇ζ . (3.29)

The proof in this case is easier than the global comparison result. Indeed, as ξ = 0 on
Γ , we can choose k = v2(x) (resp k = v1(x)) in (2.8) (resp in 2.9) and we have only to
add the obtained inequalities, then to go to the limit on n in order to get (3.29).

As ξ = ξ (1−σn)+ ξσn and ξσn ∈ D(Ω) for n sufficiently large, applying the
local comparison principle (3.29) with ζ = ξσn , the global estimate (3.28) with ξ (1−
σn) , we obtain

−
∫
Ω
(b(Tlv1)−b(Tlv2))+ξφi− χ{Tlv1�Tlv2}

(
A(Tlv1,∇g(Tlv1))

−A(Tlv2,∇g(Tlv2))) ·∇x(ξφi)

+
∫
Ω
κ( f1 − f2)ξφi−2

∫
Ω
ξφi d(μl(v1)+ν−l(v2))

� −
∫
Ω
(b(Tlv1)−b(Tlv2))+(ξ (1−σ))φi

−
∫
Ω
χ{Tlv1�Tlv2}(A(Tlv1,∇g(Tlv1))−A(Tlv2,∇g(Tlv2))) ·∇x(ξ (1−σ)φi)

+
∫
Ω
κ( f1 − f2)ξ (1−σ)φi

� −
∫
Γ
ω−(x,kαi ,a2∨ (−l))ξφi(1−σ)+ lim

n→∞
< Lkαi ,l(v1),(ξφi(1−σ)σn) >

+ lim
n→∞

< Mkα1 ,−l(v2),(ξφi(1−σ)σn) >

= −
∫
Γ
ω−(x,kαi ,a2∨ (−l))ξφi + lim

n→∞
< Lkαi ,l(v1),(ξφi(σn −σnσ) >

+ lim
n→∞

< Mkα1 ,−l(v2),(ξφi(σn −σnσ) > .

Note that φiσnσ = φiσ for n sufficiently large. Therefore,

lim
m→∞

lim
n→∞

< Lkαi ,l(v1),(ξφi(σn −σσn)) >
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= lim
m→∞

lim
n→∞

< Mkαi ,−l(v2),(ξφi(σn−σσn)) >= 0,

and thus, passing to the limit with m → ∞ in the preceding inequality yields

−
∫
Ω
(b(Tlv1)−b(Tlv2))+ξφi − χ{Tlv1�Tlv2}

(
A(Tlv1,∇g(Tlv1))

−A(Tlv2,∇g(Tlv2))) ·∇x(ξφi)

+
∫
Ω
κ( f1− f2)ξφi

� −
∫
Γ
ω−(x,kαi ,a2∨ (−l))ξφi +2

∫
Ω
ξφi d(μl(v1)+ν−l(v2))

for all i = 1, . . . ,mα . Summing up over i = 0, . . . ,mα , we find

−
∫
Ω
(b(Tlv1)−b(Tlv2))+ξ − χ{Tlv1�Tlv2}

(
A(Tlv1,∇g(Tlv1))

−A(Tlv2,∇g(Tlv2))
) ·∇x(ξ )

+
∫
Ω
κ( f1 − f2)ξ −2

∫
Ω
ξ d(μl(v1)+ν−l(v2))

� −
mα

∑
i=1

∫
Γ
ω−(x,kαi ,a2∨ (−l))ξφi

� −
mα

∑
i=1

∫
Γ
ω−(x,Tla1 +

ε
2
,Tla2)ξφi

= −
mα

∑
i=1

∫
Γ∩∂Bi

ω−(x,Tla1 +
ε
2
,Tla2)ξ .

By continuity of ω , letting ε → 0 and after summation over i , we get (2.17) for all ξ ∈
D+(RN) with supp(ξ )⊂ {|v1|<∞} = {|v2|< ∞} . As Tlv1 = Tlv2 = l on {v1 = +∞}
= {v2 = +∞} and Tlv1 = Tlv2 = −l on {v1 = −∞} = {v2 = −∞} , it follows that

∫
Ω
(b(Tlv1)−b(Tlv2))+ξ �

∫
Ω
κ( f1− f2)ξ

−
∫
Ω
χ{Tlv1�Tlv2}(A(Tlv1,∇g(Tlv1))−A(Tlv2,∇g(Tlv2))) ·∇xξ

+
∫
Γ
ω−(x,a1,a2∨ (−l))ξ

for all ξ ∈ R
N . �

4. Existence of a renormalized entropy solution

The proof of existence consists in two steps: in the first step, we consider the
problem

Pbα ,g( f ,a)

⎧⎨
⎩

bα(v)− div A(v,∇g(v)) = f in Ω,

g(v) = g(a) on Γ,
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with f ∈ L∞(Ω) , a ∈ L∞(Γ) g(a) = 0 and with bα(r) = b(r)+αr , α > 0. Existence
and uniqueness results for this problem are already proved in the non stationary case
(see [3]) by means of weak entropy solutions. The same results remain true for the
stationary problem. The definition of the weak entropy solution in this case is given in
Proposition 4.1 below.

In the second step, proceeding by approximation, we pass to the limit with α → 0
and solve the problem Pb,g( f ,a) in the L1 -setting.

4.1. First step

PROPOSITION 4.1. Let f ∈ L∞(Ω) and a ∈ L∞(Γ) such that g(a) = 0 a.e on
Γ . Then, there exists a unique v ∈ L∞(Ω) entropy solution of Pbα ,g( f ,a) i.e. g(v) ∈
W 1,p

0 (Ω) and v satisfies the following entropy inequalities:
For all k ∈ R , for all ξ ∈ D(RN) such that ξ � 0 and sign+(−g(k))ξ = 0 a.e.

on Γ ,

−
∫
Γ
ω+(x,k,a)ξ +

∫
Ω

bα(v)χ{v>k}ξ

�
∫
Ω
χ{v>k}

[
fξ − (A(v,∇g(v))−A(k,0)) ·∇ξ ]

(4.1)

and for all k ∈ R , for all ξ ∈ D(RN) such that ξ � 0 and sign+(g(k))ξ = 0 a.e. on
Γ ,

−
∫
Γ
ω−(x,k,a)ξ −

∫
Ω

bα(v)χ{k>v}ξ

� −
∫
Ω
χ{k>v}

[
fξ − (A(v,∇g(v))−A(k,0)) ·∇ξ ]

. (4.2)

Moreover, the following comparison principle holds true.

THEOREM 4.2. For i = 1,2 , let fi ∈ L∞(Ω) and ai ∈ L∞(Γ) such that g(ai) = 0
i = 1,2 a.e. on Γ . Let vi ∈ L∞(Ω) be a weak entropy solution of Pbα ,g(ai, fi) . Then
there exist κ ∈ L∞(Ω) with κ ∈ sign+(v1−v2) a.e. in Ω such that, for any ξ ∈D(RN) ,
ξ � 0 ,

∫
Ω
(b(v1)−b(v2))+ξ +

∫
Ω
χ{v1>v2}(A(v1,∇g(v1))−A(v2,∇g(v2))) ·∇ξ

�
∫
Ω
κ( f1− f2)ξ +

∫
Γ
ω−(x,a1,a2)ξ . (4.3)

For the proof of the above results, we refer to Theorem 2.3 and Remark 2.2 (ii) in [3].
Remark that the range condition R(bα + g) = R is satisfied here because bα : R → R

is bijective.
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4.2. Second step

The comparison principle is the main tool in this second step. Let f ∈ L1(Ω)
and a ∈ M(Γ) with g(a) = 0 a.e. on Γ . For m,n ∈ IN , let fm,n = f ∧m∨ (−n) , and
define bm,n : r �→ b(r)+ 1

mr+ − 1
nr−. Denote by vm,n the unique weak entropy solution

of Pbm,n,g( fm,n,a) (which exists by the result of the first step ). Then,

−
∫
Γ
ω+(x,k,a)ξ �

∫
Ω
−χ{vm,n>k}{(A(vm,n,∇g(vm,n))−A(k,0)) ·∇ξ

− fm,nξ +bm,n(vm,n)}ξ (4.4)

for any ξ ∈ D(RN) , ξ � 0, for all k ∈ R such that sign+(g(a)−g(k))ξ = 0 on Γ and

−
∫
Γ
ω−(x,k,a)ξ �

∫
Ω
χ{k>vm,n}{(A(vm,n,∇g(vm,n))−A(k,0)) ·∇ξ

− fm,nξ +bm,n(vm,n)ξ} (4.5)

for any ξ ∈ D(RN) , ξ � 0, for all k ∈ R such that sign+(g(k)− g(a))ξ = 0 on Γ .
Recall that vm,n is a weak solution of b(v)− div A(v,∇g(v)) = f i.e.,

∫
Ω

b(vm,n)ξ +
∫
Ω

A(vm,n,∇g(vm,n)) ·∇ξ =
∫
Ω

fξ (4.6)

for all ξ ∈ D(Ω) . By Theorem 4.2, there exists κm1,m2 ∈ L∞(Ω) and κ̃n1,n2 ∈ L∞(Ω)
with κm1,m2 ∈ sign+(vm1,n− vm2,n) , κ̃n1,n2 ∈ sign+(vm,n1 − vm,n2) such that, for all ξ ∈
D+(RN) , ξ � 0,

∫
Ω
(

1
m2

(v+
m1,n)−

1
m2

(v+
m2,n))

+ξ +
1
n
(−v−m1,n + v−m2,n)

+ξ

+
∫
Ω
(b(vm1,n)−b(vm2,n))

+ξ

� −
∫
Ω
χ{vm1,n>vm2,n}(A(vm1,n,∇g(vm1,n))−A(vm2,n,∇g(vm2,n))) ·∇ξ

+
∫
Ω
κm1,m2(

1
m2

− 1
m1

)v+
m1,nξ +

∫
Ω
κm1,m2( fm1,n − fm2,n)ξ (4.7)

and
∫
Ω
(

1
n2

v−m,n1

1
n2

v−m,n2
)+ξ +

1
m

(v+
m,n1

− v+
m,n2

)+ξ

+
∫
Ω
(b(vm,n1)−b(vm,n2))

+ξ

�
∫
Ω
χ{vm,n1>vm,n2}(A(vm,n1 ,∇g(vm,n1))−A(vm,n2 ,∇g(vm,n2))) ·∇ξ

−
∫
Ω
κ̃n1,n2(

1
n2

− 1
n1

)v−m,n1
+

∫
Ω
κ̃n1,n2( fm,n1 − fm,n2)ξ . (4.8)
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This yields that vm1,n � vm2,n for m1 � m2 and vm,n1 � vm,n2 for n1 � n2 . i.e. (vm,n)m

is increasing in m and (vm,n)n is decreasing in n .
In the case where R(b + g) = R , we can proceed as in [2] to prove the conver-

gence (up to a subsequence) of (vm,n) a.e. to a function v : Ω→ R with the following
properties:

i) v is finite a.e. in Ω ,

ii) b(v) ∈ L1(Ω) ,

iii) Tkg(v) ∈W 1,p
0 (Ω), for all k > 0,

iv) v satisfies the entropy inequalities (2.8) and (2.9).

We are interested here in the case where

lim
r→+∞

(b+g)(r) < +∞ and lim
r→−∞(b+g)(r) > −∞.

Suppose first that lim
r→+∞

(b+g)(r) < +∞ . We choose

(g(vm,n)−Tg(L)g(vm,n))+ ∈W 1,p
0 (Ω)

with L > d and k > 0 as test function in (4.6) to find
∫
{g(vm,n)>g(L)}

A(vm,n,∇g(vm,n)) ·∇g(vm,n) � C

with C > 0 independant of m and n and k . By (1.5), it follows that

λ
∫
{g(vm,n)>g(L)}

|∇g(vm,n)|p � C

for some positive constant C . This implies that

(g(vm,n)−Tg(L)g(vm,n))+ is bounded in W 1,p(Ω) (4.9)

and passing to a subsequence if necessary, we can suppose that

(g(vm,n)−Tg(L)g(vm,n))+ converges weakly in W 1,p(Ω) to V ∈W 1,p(Ω), (4.10)

(g(vm,n)−Tg(L)g(vm,n))+ converges strongly in Lp(Ω) and a.e. to V, (4.11)

with V � 0 a.e. on Ω . As g is increasing in R\ [−A1,A2] , it follows that

(vm,n ∨L) converges a.e. to vL (4.12)

where vL : Ω → R is nonnegative, measurable with g(vL) = V + g(L) a.e. in {V <
+∞} . Now, as vm,n is increasing in m and decreasing in n , by classical arguments, we
can extract a diagonal subsequence (vm,n(m)) such that

v+
m,n(m)∧L is convergent a.e. to some measurable function vL : Ω→ R

+. (4.13)
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For simplicity, we will omit the second index and simply denote vm,n(m) = vm and
fm,n(m) = fm . Combining (4.12) and (4.13), we deduce that v+

m is convergent a.e. to
some v+ with v+∨L = vL and v+∧L = vL .

Using similar arguments as above, we can prove the a.e. convergence of v−m to
some measurable function v− :Ω→ R∪{+∞} . Defining v = v+−v− , we deduce that

(vm)m converges (again up to a subsequence) a.e. in Ω to v. (4.14)

Moreover, from (4.7) und (4.8), it follows that

b(vm)χ{|v|<∞} → b(v)χ{|v|<∞} in L1(Ω). (4.15)

It remains only to prove the inequalities (2.8) and (2.9).
To this end, let us first verify that vm satisfies (2.8) and (2.9) for all m ∈ N . For

all k ∈ IR , for all l � k , for any ξ ∈ D(RN) , ξ � 0 with (g(a∧ l)− g(k))+ξ = 0 on
Γ , we have

∫
Ω
χ{vm∧l>k}{−bm(vm ∧ l)ξ + fmξ

− (A(vm∧ l,∇g(vm ∧ l))−A(k,0)) ·∇ξ}+
∫
Γ
ω+(x,k,a∧ l)ξ

=
∫
Ω
χ{vm>k}{−(bm(vm)− fm)ξ

− (A(vm,∇g(vm))−A(k,0)) ·∇ξ}+
∫
Γ
ω+(x,k,a)ξ

+
∫
Ω
χ{vm>l}{(bm(vm)−bm(l))ξ

+(A(vm,∇g(vm))−A(l,0)) ·∇ξ}−
∫
Γ
ω+(x, l,a)ξ

+
∫
Γ
ω+(x,k,a∧ l)−

∫
Γ
ω+(x,k,a)ξ +

∫
Γ
ω+(x,a, l)ξ

� [
∫
Ω
χ{vm>l}{(bm(vm)−bm(l))ξ +(A(vm,∇g(vm))−A(l,0)) ·∇ξ}

−
∫
Γ
ω+(x, l,a)ξ ]

=:< μl(vm),ξ > (4.16)

We split the right hand side of inequality (4.16) into

< μl(vm),ξ > =
[∫

Ω
χ{vm>l}{(bm(vm)− fm)ξ +(A(vm,∇g(vm))−A(l,0)) ·∇ξ}

−
∫
Γ
ω+(x, l,a)ξ

]
+

∫
Ω
χ{vm>l} fmξ −

∫
Ω
χ{vm>l}ξbm(l)ξ

:=
∫
Ω
ξ dμ̃l +

∫
Ω
χ{vm>l} fmξ −

∫
Ω
χ{vm>l}bm(l)ξ .
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Thus, μl(vm) is the sum of the negative measure μ̃l and the operator ξ �→ ∫
Ω χ{vm>l} fmξ−∫

Ω χ{vm>l}bm(l)ξ . In particular, μl(vm) ≡ 0 for l �‖ vm ‖L∞(Ω) +d. Moreover, for any
ξ ∈ D(RN) , 0 � ξ � 1,

∫
Ω
ξd(μl(vm))+ �

∫
Ω
χ{vm>l} f +

m ξ +
∫
Ω
χ{vm>l}ξ |bm(l)|ξ

and ∫
Ω
ξd(μ̃l(vm))− �

∫
Ω
χ{vm>l} f +

m ξ +
∫
Γ
ω+(x, l,a)ξ .

This in turn applies that
∫
Ω
ξd(μl(vm))− �

∫
Ω
χ{vm>l}(| fm|+bm(l))ξ +

∫
Γ
ω+(x, l,a)ξ .

Thus, (μl(vm))m is uniformly bounded with respect to m . Therefore, we can ex-
tract a subsequence still denoted by (μl(vm))m which is convergent with respect to
the weak−∗ topology on C(Ω) to some Radon measure μl(v) . We are going to prove
that for ξ ∈ D(RN) with ∇ξ = 0 on {v = +∞} ,

lim
l→∞

< μl(v),ξ >= 0. (4.17)

Indeed, for l > d , ω+(x, l,a) = 0 a.e. on Γ and as lim
r→∞

b(r) < +∞ and b(v) ∈ L1(Ω) ,

lim
l→+∞

lim
m→∞

∫
Ω
(bm(vm)−bm(l))+ξ � lim

l→+∞
lim
m→∞

∫
Ω
(b(vm)−b(l))+ξ = 0.

Moreover, for all m ∈ N ,

lim
m→+∞

∫
Ω
χ{vm>l}(A(vm,∇xg(vm))−A(l,0)) ·∇xξ

= lim
m→+∞

∫
Ω
χ{vm>l}Ã(vm,∇xg(vm)) ·∇xξ

+ lim
m→+∞

∫
Ω
χ{vm>l}(A(vm,0)−A(l,0)) ·∇xξ

= T1 +T2.

In order to estimate T1 , we use hypothesis (1.4). For m ∈ N , let

wm :=
∫ vm∨d

d
(C(r))

p
p−1 dg(r).

Using wm as test function in (4.6), applying the divergence theorem, we get
∫
Ω

Ã(vm,∇xg(vm)) ·∇x(wm)

=
∫
Ω
χ{vm>d}A(vm,∇xg(vm)) ·∇x(g(vm))(C(vm))

p
p−1
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=
∫
Ω
(−b(vm)+ fm)wm

� (
∫ +∞

0
(C(r))

p
p−1 dg(r))(‖ f ‖L1(Ω) +sup

r∈R

|b(r)|). (4.18)

Hence, by (1.5), it follows that
∫
Ω
χ{vm>d}λ (vm)|∇xg(vm)|p(C(vm))

p
p−1

� (
∫ +∞

0
(C(r))

p
p−1 dg(r))(‖ f ‖L1(Ω) +sup

r∈R

|b(r)|)

and by (1.2), we deduce that
∫
Ω
|Ã(vm,∇g(vm))|p′χ{vm>d} � C with

1
p

+
1
p′

= 1, (4.19)

and with C > 0 depending only on the following:
∫ +∞

0
(C(r))

p
p−1 dg(r), ‖ f ‖L1(Ω) and λ .

Therefore, for every l > d ,

(Ã(vm,∇g(vm))χ{vm>l})m converges weakly in Lp′(Ω) to some Xl (4.20)

and by (4.10)-(4.14) and the classical pseudo-monotonicity argument, it follows that
Xl = Ã(v,∇g(v))χ{v>l} a.e. on χ{|v|<+∞} . By assumption (1.4) and (4.20), we now
deduce that

lim
l→+∞

lim
m→+∞

∫
Ω
χ{vm>l}Ã(vm,∇xg(vm)) ·∇xξ = lim

l→+∞

∫
{v>l}

Ã(v,∇g(v)) ·∇ξ = 0

(because ∇ξ = 0 a.e. in {v = +∞}) . Now, by assumption (1.3),

lim
l→+∞

lim
m→+∞

∫
Ω χ{vm>l}(A(vm,0)−A(l,0)) ·∇xξ

= lim
l→+∞

lim
m→+∞

∫
Ω χ{v<∞}χ{vm>l}(A(vm,0)−A(l,0)) ·∇xξ

= lim
l→+∞

∫
Ω χ{v<∞}χ{v>l}(A(v,0)−A(l,0)) ·∇xξ = 0.

Thus,

lim
l→+∞

∫
Ω
χ{v>l}(A(v,∇xg(v))−A(l,0)) ·∇xξ = 0

for all ξ ∈ D(RN) with ∇ξ = 0 a.e. on {v = +∞}. Therefore, we can pass to the
limit with m → ∞ in inequality (4.16) to obtain (2.8). Working on the second entropy
inequality, we construct a family of bounded measures (νl(vm))l on Ω such that

< νl(vm),ξ > := −
∫
Ω
χ{l>vm}{(b(vm)−b(l))ξ +(A(vm,∇g(vm))−A(l,0)) ·∇ξ}
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−
∫
Γ
ω−(x, l,a)ξ ,

and
∫
Ω
χ{k>vm∨l}{bm(vm ∨ l)ξ − fmξ +(A(vm∨ l,∇g(vm ∨ l))−A(l,0)) ·∇ξ}

� − < νl(vm),ξ > −
∫
Γ
ω−(x,k,a∨ l)ξ

for all ξ ∈ D+(R) and k ∈ R such that (g(k)−g(a∨ l))+ξ = 0 on Γ . Moreover, we
can extract a subsequence still denoted by (νl(vm))m which is convergent with respect
to the weak−∗ topology on C(Ω) to some measure νl(v) such that for all ξ ∈ D(Ω)
with supp (∇ξ ) ⊂ {v > −∞} ,

lim
l→+∞

∫
Ω
ξ dνl(v) = 0.

This yields to (2.9). �

REMARK 4.3. In a forthcoming paper, we study the evolution problem

b(v)t − div a(v,∇g(v)) = f , v = a on the boundary,

with the same assumptions on the vector field A and the functions b,g .
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