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Abstract. We study the second order nonlinear differential equation:

(E) y′′ +h(t) f (y) = 0, 0 < t < 1, h(t) ∈ L1(0,1), f (y) ∈C(R,R+)

subject to multi-point boundary conditions:

(i) y(0) =
m
∑
i=1

αiy(ξi), y(1) =
m
∑
i=1

βiy(ξi),

(ii) y′(0) =
m
∑
i=1

αiy′(ξi), y(1) =
m
∑
i=1

βiy(ξi),

(iii) y(0) =
m
∑
i=1

αiy(ξi), y′(1) =
m
∑
i=1

βiy′(ξi),

where 0 < ξ1 < · · · < ξm < 1,αi � 0,βi � 0, i = 1,2, · · · ,m . We also assume that h(t) is non-
negative and can be singular at t = 0 or t = 1 or both and α1 + · · ·+αm < 1 , β1 + · · ·+βm < 1 .
We prove existence theorems for positive solutions of (E) (i), (E) (ii) and (E) (iii) when the limit
f (y)/y as y → 0 and y→ ∞ do not necessarily exist. Our results extend recent results of Zhang
and Sun [18] for the boundary value problem (E)(i) when αi ≡ 0 for all i = 1, . . . ,m .

1. Introduction

We are interested in the existence of positive solutions to the second order differ-
ential equation

y′′ +h(t) f (y) = 0, 0 < t < 1, (1.1)

where h(t) ∈ L1(0,1) and f (y) ∈ C
(
R,R+

)
are non-negative functions subject to

multi-point boundary condition of the following kind:

y(0) =
m

∑
i=1

αiy(ξi) = 〈α,y(ξ )〉; y(1) =
m

∑
i=1

βiy(ξi) = 〈β ,y(ξ )〉, (1.2)

where 0 < ξ1 < ξ2 < · · ·< ξm < 1 and αi,βi are non-negative real numbers. Here α,β
denote m-vectors α = (α1, · · · ,αm) ,β = (β1, · · · ,βm) and 〈α,β 〉 = α1β1 + · · ·+αmβm

denotes the usual scalar product between 2 m-vectors. Likewise, y(ξ ) is a m-vector
given by (y(ξ1), · · · ,y(ξm)) where the components y(ξi) is the value of y(t) at t = ξi .
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In addition to the m-point boundary condition (1.2), we also consider following 2
types of multi-point boundary conditions:

y′(0) =
m

∑
i=1

αiy
′(ξi) = 〈α,y′(ξ )〉; y(1) =

m

∑
i=1

βiy(ξi) = 〈β ,y(ξ )〉, (1.3)

y(0) =
m

∑
i=1

αiy(ξi) = 〈α,y(ξ )〉; y′(1) =
m

∑
i=1

βiy
′(ξi) = 〈β ,y′(ξ )〉. (1.4)

We refer to (1.1), (1.2); (1.1), (1.3); (1.1), (1.4) as (BVP1), (BVP2), (BVP3) respec-
tively. Furthermore, we denote

α =
m

∑
i=1

αi = 〈α,1〉 and β =
m

∑
i=1

βi = 〈β ,1〉

for short and assume throughout this paper:

(H0) αi,βi � 0 for i = 1,2, · · · ,m , 0 � α < 1 and 0 � β < 1.

In an earlier paper with Kong [12], we present existence theorems for at least
one positive solutions for (BVP j) , j = 1,2,3, in terms of the behavior of the nonlinear
function f (y) near y = 0 and y = ∞ when compared with the smallest eigenvalue of the
associated linear problem, i.e. when f (y) ≡ y in (1.1), subject to multi-point boundary
conditions (1.2), (1.3) and (1.4). More specifically, we prove

THEOREM A. (Kong and Wong [12]) Assume either f∞ < λ j < f0 or f0 < λ j <
f∞, j = 1,2,3, where

f0 = lim
y→0

f (y)/y, f∞ = lim
y→∞

f (y)/y, (1.5)

and λ j is the smallest positive eigenvalue of

u′′ + λh(t)u = 0, (1.6)

subject to boundary conditions (BC) j( j = 1,2,3) below:

(BC)1 u(0) = 〈α,u(ξ )〉, u(1) = 〈β ,u(ξ )〉;
(BC)2 u′(0) = 〈α,u′(ξ )〉, u(1) = 〈β ,u(ξ )〉;
(BC)3 u(0) = 〈α,u(ξ )〉, u′(1) = 〈β ,u′(ξ )〉.

Then (BVP1), (BVP2), (BVP3) have at least one positive solution. �

Assumptions f∞ < λ j < f0 and f0 < λ j < f∞ are referred to as sublinear and
superlinear conditions motivated by the Emden-Fowler equation

y′′ +h(t)|y|γ−1y = 0,γ > 0. (1.7)

We refer the reader to [5], [6], [7], [10] on earlier results on the two-point boundary
value problems related to (1.7), which are special cases of Theorem A.
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We are interested in proving similar results for (BVP j) , j = 1,2,3, when the
limits f0 , f∞ do not necessarily exist. Given any h(t)∈ L1(0,1) , which can be singular
at t = 0, t = 1, or both, we provide upper and lower bounds on the nonlinear function
f (y) over certain specified finite intervals in y ∈ R+ so that boundary value problems
(BVP j ), j = 1,2,3, have at least one positive solution. A special case of such results
for BVP1 is the following theorem:

THEOREM B. (Zhang and Sun [18]) Assume that (H0) holds and that α = 0 in
(1.2). Let τ ∈ (

0, 1
2

)
and r,R be positive real numbers, 0 < r < R , satisfying one of the

following conditions:

(a) r � τ2(1− τ)2R and{
f (u) � σ−1

1 h−1
0 r for u � τ−1(1− τ)−1r,

f (u) � σ2h−1
τ R for τ(1− τ)R � u � R; or

(b) R � σ1σ2h0h−1
τ r and{

f (u) � σ−1
1 h−1

0 R for u � τ−1(1− τ)−1R,

f (u) � σ2h−1
τ r for τ(1− τ)r � u � r,

where

σ1 =
1
4

+
δ

1− δ
, δ = β < 1, σ2 = τ−2(1− τ)−1,

h0 =
∫ 1

0
h(t)dt and hτ =

∫ 1−τ

τ
h(t)dt.

Then the boundary value problem (BVP1), i.e. (1.1),(1.2) with αi = 0, i = 1, · · · ,m ,
has at least one positive solution. �

This paper is organized as follows. In section 2, we present abstract fixed point
theorems due to Zhang and Sun [18] and Avery, Henderson, O’Regan [5]. Using these
generalizedKrasnoselskii’s cone fixed point theorems, we prove generalizations of The-
orem B for (BVP j), j = 1,2,3. In section 3, we introduce Hammerstein integral oper-
ators associated with (BVP1), (BVP2), (BVP3) whose fixed points correspond to pos-
itive solutions of these three boundary value problems. We establish upper and lower
bounds for the kernels of these three Hammerstein integral operators. In section 4, we
present extensions of Theorem B for (BVP1), followed by similar results for (BVP2),
(BVP3) in section 5. In section 6, we discuss a right focal two-point problem studied in
Avery, Henderson and O’Regan [2] [3] by different methods and show how our theorem
related to (BVP3) can be applied to obtain improved results. Finally, in sections 7 and
8, we discuss examples of (BVP1), (BVP2), (BVP3).

2. Generalized Krasnoselskii Cone Fixed Point Theorems

In this section, we summarize the abstract results on generalized Krasnoselskii
Cone Fixed Point Theorem proved by Zhang and Sun [18] and Avery, Henderson,
O’Regan [4].
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Let X be a real Banach space, P ⊆ X is an ordered cone with θ ∈ P the zero
element, Ω ⊆ X a bounded open subset, and A : P∩Ω → P is a completely continuous
operator. A continuous functional p : P → [0,∞) is called convex if

p
(
tx+(1− t)y

)
� t p(x)+ (1− t)p(y), 0 � t � 1 (2.1)

for all x,y ∈ P . Likewise a continuous functional ϕ : P → [0,∞) is called concave if

ϕ
(
tx+(1− t)y

)
� tϕ(x)+ (1− t)ϕ(y), 0 � t � 1 (2.2)

for all x,y ∈ P .

LEMMA 1. ([18; p.582, Theorem 2.3). Suppose that A : P∩Ω → P is a completely
continuous operator and p : P→ [0,∞) is a non-negative convex functionalwith p(θ ) =
0 and p(x) > 0 for x 
= θ . If p(Ax) � p(x) and Ax 
= x for all x ∈ P∩ ∂Ω , then the
fixed point index i(A,P∩Ω,P) = 1.

LEMMA 2. ([18; p.581, Theorem 2.2]). Suppose that A : P∩Ω→P is a completely
continuous operator and ϕ : P → [0,∞) is a non-negative uniformly continuous convex
functional with ϕ(θ ) = 0, ϕ(x) > 0 for x 
= θ , and inf

x∈P∩∂Ω
ϕ(x) > 0. If ϕ(Ax) � ϕ(x)

and Ax 
= x for all x ∈ P∩∂Ω , then the fixed point index i(A,P∩Ω,P) = 0.

LEMMA 3. ([4; p.4-5]). Suppose that A : P∩ Ω → P is a completely continu-
ous operator and ψ : P → [0,∞) is a non-negative concave functional satisfying (i)
sup
x∈p

ψ(x) = ∞ , (ii) if ψ(Ax) � ψ(x) for all x ∈ P∩ ∂Ω , with x 
= Ax , then the fixed

point index i(A;P∩Ω,P) = 0.

LEMMA 4. ([4; p.6 Theorem 3.5]). Let Ω1,Ω2 be two bounded open subsets
in X such that θ ∈ Ω1,Ω1 ⊆ Ω2 and P is an ordered cone in X . Suppose that
A : P∩ (

Ω2\Ω1
) → P is a completely continuous operator satisfying Ax 
= x for x ∈

P∩∂
(
Ω2\Ω1

)
and

(a) i(A,P∩Ω1,P) = 1, i(A,P∩Ω2,P) = 0; or

(b) i(A,P∩Ω2,P) = 1, i(A,P∩Ω1,P) = 0

then i(A,P∩ (Ω2\Ω1),P) = 1.

Proof. Note that Ax 
= x for x ∈ P∩ [
Ω2\(Ω1∪ (Ω2\Ω1))

]
implies by the addi-

tivity of the fixed point index ([4; p.3 (G2)])

i(A,P∩Ω2,P) = i(A,P∩ (Ω2\Ω1),P)+ i(A,P∩Ω1,P).

Using assumptions (a) and (b) of this Lemma, we conclude i(A,P∩ (Ω2\Ω1),P),P) =
±1, proving that the operator A has a fixed point in P∩ (Ω2\Ω1) . �

We first state for completeness the original Krasnoselskii fixed point theorem:

THEOREM I (Krasnoselskii - Guo [9]) If either

(a) (Expansion)

‖Au‖ � ‖u‖ for all u ∈ P∩∂Ω1 , and ‖Au‖ � ‖u‖ for all u ∈ P∩∂Ω2 ; or
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(b) (Compression)

‖Au‖ � ‖u‖ for all u ∈ P∩∂Ω1 , and ‖Au‖ � ‖u‖ for all u ∈ P∩∂Ω2 ;

then A has a fixed point in P∩Ω2\Ω1 . �

Authors Zhang and Sun [18] showed that the norm can be replaced by the weaker
assumption of convex functional in the following generalized Krasnoselskii fixed point
theorem:

THEOREM C (Zhang-Sun [18]) Let p1, p2 be two non-negative uniformly contin-
uous convex functionals on P satisfying p j(θ ) = 0 and p j(x) > 0 if x 
= θ , j = 1,2.
If any one of the following conditions is satisfied: either

(a) (Expansion). p1(Ax) � p1(x) for all x∈P∩∂Ω1 and inf {p2(x) : x∈P∩∂Ω2}> 0,
p2(Ax) � p2(x) for all x ∈ P∩∂Ω2 ; or

(b) (Compression). inf{p1(x) : x∈ P∩∂Ω1}> 0, p1(Ax) � p1(x) for x ∈ P∩∂Ω1 and
p2(Ax) � p2(x) for all x ∈ P∩∂Ω2 ;

then the operator A has a fixed point in P∩ (Ω2\Ω1
)
. �

REMARK 2.1. The original result of Zhang-Sun [18] used only one functional,
i.e. p1 ≡ p2 in Theorem C above. However, we can apply Lemma 1 and Lemma 2 to
p1 and p2 separately and combine with Lemma 4 on additivity of fixed point indices
to complete the proof of Theorem C. �

In [4; Theorem 3.5, p.6], Avery, Henderson and O’Regan showed that Zhang-Sun
Fixed Point Theorem has the following variant in which one of the functional is convex
and the other concave. The proof is again based upon Lemmas 1-4.

THEOREM D (Avery, Henderson, O’Regan [4]) Let P be a cone in a real Banach
space X and Ω1,Ω2 be two bounded open sets in X such that θ ∈ Ω1,Ω1 ⊆ Ω2 . Sup-
pose that A : P∩ (

Ω2\Ω1
) → P is a completely continuous operator, p : P → [0,∞)

is a convex continuous functional, p(θ ) = 0 and p(x) > 0 for x 
= θ and ϕ is a con-
cave continuous functional, ϕ(θ ) = 0, ϕ(x) > 0 for x 
= θ . If either one of the two
conditions:

(a) (Expansion) p(Ax) � p(x) for all x ∈ P∩∂Ω1 and ϕ the concave functional satis-
fies ϕ(Ax) � ϕ(x) for all x ∈ P∩∂Ω2 and sup {ϕ(x) : x ∈ P} = ∞ ; or

(b) (Compression) ϕ(Ax) � ϕ(x) for all x ∈ P∩ ∂Ω1 and p the convex functional
satisfies p(Ax) � p(x) for all x∈ P∩∂Ω2 and in addition inf {p(x) : x∈ P∩∂Ω2}> 0.

Then A has at least one fixed point in P∩ (Ω2\Ω1
)
. �

REMARK 2.2. The norm ‖ . ‖ of a Banach space is a convex but not a concave
functional, so Avery, Henderson, O’Regan fixed point theorem is not a generalization
of the original Krasnoselskii theorem. �
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3. Hammerstein integral operators

Let X = C[0,1] be the Banach space with sup norm. In [12], we show that solu-
tions of (BVP1), (BVP2), (BVP3) can be represented as fixed points of the following
Hammerstein integral operators on X :

Ajy(t) =
∫ 1

0
Kj(t,s)h(s) f

(
y(s)

)
ds, j = 1,2,3. (3.1)

Here the kernels Kj(t,s) incorporating multi-point boundary conditions (1.2), (1.3),
(1.4) are given by:

K1(t,s) = g1(t,s)+
t


{
(1−α)〈β ,g1(ξ ,s)〉− (1−β)〈α,g1(ξ ,s)〉}

+
1


{(

1−〈β ,ξ 〉)〈α,g1(ξ ,s)〉+ 〈α,ξ 〉〈β ,g1(ξ s)〉}, (3.2)

K2(t,s) = g2(t,s)+
1
D

{
(1−α)〈β ,g2(ξ ,s)〉

+ 〈α,χ[0,ξ ](s)〉
[(

1−〈β ,ξ 〉)− (1−β)t
]}

, (3.3)

K3(t,s) = g3(t,s)+
1
D

{
(1−β)〈α,g3(ξ ,s)〉

+ 〈β ,χ[ξ ,1](s)〉 [〈α,ξ 〉+(1−α)t]
}
, (3.4)

where 
 = (1−α)(1−〈β ,ξ 〉)+ (1−β)〈α,ξ 〉, D = (1−α)(1−β) and

g1(t,s) =

{
t(1− s), 0 � t � s � 1,

s(1− t), 0 � s � t � 1,
(3.5)

g2(t,s) =

{
1− s, 0 � t � s � 1,

1− t, 0 � s � t � 1,
(3.6)

g3(t,s) =

{
t, 0 � t � s � 1,

s, 0 � s � t � 1.
(3.7)

Also, χI(s) denotes the characteristic function of I ⊆ [0,1] , i.e. χI(s) = 1 if s ∈ I and
χI(s) = 0 if s 
∈ I . We also denote

χ[0,ξ ](s) =
(
χ[0,ξ1](s), · · · ,χ[0,ξm](s)

)
,

χ[ξ ,1](s) =
(
χ[ξ1,1](s), · · · ,χ[ξm,1](s)

)
,

g j(ξ ,s) = (g j(ξ1,s),g j(ξ2,s), · · · ,g j(ξm,s)) , j = 1,2,3,

for short.
In [16], Webb and Lan gave a frame work for proving existence of fixed points of

Hammerstein integral operators Aj, j = 1,2,3 as given by (3.1) in terms of the kernel
functions Kj(t,s) , j = 1,2,3, namely
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(C1) Kj(t,s) � 0 for 0 � t � s � 1 is a measurable function on [0,1]× [0,1] satisfying
for each τ ∈ [0,1] ,

lim
t→τ

∣∣Kj(t,s)−Kj(τ,s)
∣∣ = 0, a.e. in s ∈ [0,1] ,

where a.e. means almost everywhere.

(C2) There exist bounded measurable functions Φ j(s),s ∈ [0,1], j = 1,2,3, such that
for all t,s ∈ [0,1] ,

Φ j(t)Φ j(s) � g j(t,s) � Kj(t,s) � ν jΦ j(s), (3.8)

where:

(a)

{
Φ1(s) = g1(s,s) = s(1− s), D = (1−α)(1−β);
ν1 = 1



{
1−〈β ,ξ 〉+ 〈α,ξ 〉+max

(
β −α,0

)}
,

(3.9)

(b) Φ2(s) = g2(s,s) = (1− s); ν2 = {D(1− ξm)}−1 , (3.10)

(c) Φ3(s) = g3(s,s) = s;ν3 = {Dξ1}−1 . (3.11)

It is easy to see that (C1) is satisfied by Kj(t,s), j = 1,2,3 as given by (3.2), (3.3),
(3.4). The inequalities (3.8)-(3.11) for Kj(t,s), j = 1,2,3 in (C2) are proved in [12]. It
therefore follows that Hammerstein integral operators Aj, j = 1,2,3, defined by (3.1)
are completely continuous.

In proving our main results in sections 4 and 5, we also require lower bounds of
the kernels Kj(t,s) , j = 1,2,3, over the following specified subintervals:

I1 = [τ,1− τ],0 < τ <
1
2
, I2 = [0,τ], I3 = [τ,1], 0 < τ < 1. (3.12)

For any given τ , the lower bounds of g j(t,s) given in terms of c j(τ),c j(τ) and g j(s,s)
are:

max
t∈Ij

g j(t,s) � c j(τ)g j(s.s),s ∈ [0,1] (3.13)

and
min
t∈Ij

g j(t,s) � c j(τ)g j(s,s), s ∈ [0,1], (3.14)

where c1(τ) = 1− τ,0 < τ < 1
2 ;c2(τ) = c3(τ) = 1,0 < τ < 1; and c1(τ) = τ,0 < τ <

1
2 ;c2(τ) = 1− τ,0 < τ < 1; c3(τ) = τ,0 < τ < 1.

4. Main results-(BVP1)

We begin with an existence theorem for (BVP1).

THEOREM 4.1. Assume that (H0) holds. Let r,R,τ1,τ2 be positive real numbers
satisfying 0 < r <R,0< τ1 � τ2 < 1

2 . Suppose that the nonlinear function f (y) satisfies
one of the following two set of conditions:
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(I) (Expansion) (i) R � [τ1τ2(1− τ1)(1− τ2)]
−1 r ,

(ii) f (u) � M1r if 0 � u � ν1τ−1
1 (1− τ1)−1r , and

(iii) f (u) � m1(τ2)R if ν−1
1 τ2(1− τ2)R � u � R; or

(II) (Compression) (i) R � m1(τ2)M−1
1 r ,

(ii) f (u) � M1R if 0 � u � ν1τ−1
1 (1− τ1)−1R and

(iii) f (u) � m1(τ2)r if ν−1
1 τ2(1− τ2)r � u � r ,

where M1 = ν−1
1 h−1

1 ,h1 =
∫ 1
0 s(1− s)h(s)ds and

m1(τ) =
{

(1− τ)
∫ 1−τ

τ
s(1− s)h(s)ds

}−1

. (4.1)

Then the multi-point boundary value problem (BVP1) has a positive solution.

Proof. Denote

P1 = {u ∈C[0,1] : u concave and non-negative, u(t) � ν−1
1 t(1− t)‖u‖,∀t ∈ [0,1]}.

We claim A1 : P1 → P1 . Let y ∈ P1 , by (3.1), (3.8) we note that for t,t0 ∈ [0,1] ,

A1y(t) =
∫ 1

0
K1(t,s)h(s) f

(
y(s)

)
ds

� t(1− t)
∫ 1

0
g1(s,s)h(s) f

(
y(s)

)
ds

� ν−1
1 t(1− t)

∫ 1

0
K1(t0,s)h(s) f

(
y(s)

)
ds

= ν−1
1 t(1− t)A1y(t0),

which implies A1y(t) � ν−1
1 t(1− t)‖A1y‖ , proving A1(P1) ⊆ P1 .

Define the convex continuous functional p1(x) on P1 and an open subset Ωr of
C[0,1] by

p1(u) = max
τ1�t�1−τ1

u(t), Ωr = {u : u � 0, p1(u) < r} .

We show p1(Ay) � p1(y) for y∈ P1∩∂Ωr where ∂Ωr = {y : p1(y) = r} . Note that for
y ∈ P1∩∂Ωr there exists t1 ∈ [τ1,1− τ1] such that y(t1) = p1(y) = r . Note that y ∈ P1

implies
y(s) � ‖y‖ � t−1

1 (1− t1)−1ν1 y(t1) � τ−1
1 (1− τ1)−1ν1r (4.2)

for s ∈ [0,1] . Using (4.2) and (I) (ii), we obtain from (3.1) and M1 = ν−1
1 h−1

1 ,

p1(Ay) � ν1M1r
∫ 1

0
g1(s,s)h(s)ds = r = p1(y), (4.3)

so p1(A1y) � p1(y) for y ∈ P1 ∩ ∂Ωr . Suppose that A1y 
= y for y ∈ P1 ∩ ∂Ωr for
otherwise A1 has a non-zero fixed point which is a positive solution of (BVP1). Next
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we apply Lemma 1. Using (4.3) we deduce that the fixed index of A1 is given by
i(A1,P1∩Ωr,P1) = 1.

Next define p2(y) on P1 another convex continuous functional by

p2(y) = max
τ2�t�1−τ2

y(t),

which is non-negative, p2(y) > 0 if y 
= θ . Let y∈ P1∩∂ΩR , where ΩR = {y : p2(y) <
R} , then inf

y∈P1∩∂ΩR

p2(y) = R > 0. Again suppose A1y 
= y for all y ∈ P1∩∂ΩR .

We note for any y ∈ P1∩∂ΩR , there exists t2 ∈ [τ2,1− τ2] so that

R = p2(y) = max
τ2�t�1−τ2

y(t) = y(t2) � ν−1
1 t2(1− t2)‖y‖

� ν−1
1 τ2(1− τ2)‖y‖ � ν−1

1 τ2(1− τ2)R. (4.4)

From (4.4) and (I) (iii), we have by (3.12), (3.13)

p2(A1y) �
∫ 1−τ2

τ2

max
τ2�t�1−τ2

K1(t,s)h(s) f
(
y(s)

)
ds

� (1− τ2)
(∫ 1−τ2

τ2

s(1− s)h(s)ds

)
m1(τ2)R = p2(y), (4.5)

using the definition of m1(τ) given by (4.1). Now apply Lemma 2 to A1 with p2 as the
convex functional p satisfying (4.5) we obtain the fixed point index i(A1,P1∩ΩR,P1) =
0. Using Lemmas 1, 2 and 4 concerning the additivity property of fixed point index, we
conclude i(A1,P1∩ (ΩR\Ωr),P1) = 1. This establishes the existence of a fixed point of
A1 in P1∩ (ΩR\Ωr) , which is a positive solution of (BVP1).

The proof of part (II) Compression is similar and we omit the details.
We now give a corollary to Theorem 4.1 for the special case of (BVP1) when

α = 0 which improves upon Theorem B of Zhang-Sun cited in section 1.

COROLLARY 4.1. Assume that (H0) holds. Let r,R,τ be positive real numbers
satisfying 0 < r < R, 0 < τ < 1

2 . Suppose that the nonlinear function f (y) satisfies
one of the following two assumptions:

(I) (Expansion) Let R � τ−2(1− τ)−2r ,

(i) f (u) � M1r if 0 � u � τ−1(1− τ)−1r , and

(ii) f (u) � m1(τ)R if τ(1− τ)R � u � R; or

(II) (Compression) Let R � m1(τ)M−1
1 r ,

(i) f (u) � M1R if 0 � u � τ−1(1− τ)−1R, and

(ii) f (u) � m1(τ)r if τ(1− τ)r � u � r ,
where M1,m1(τ) are defined as in Theorem 4.1. Then the (BVP1) with α = 0 has a
positive solution.

Proof. When αi = 0, i = 1, · · · ,m, the kernel K1(t,s) satisfies for any t0 ∈ [0,1] :

K1(t,s) = g1(t,s)+ t (1−〈β ,ξ 〉)−1 〈β ,g1(ξ ,s)〉
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� g1(t0,s)t(1− t)+ t(1− t)t0(1−〈β ,ξ 〉)−1 〈β ,g1(ξ ,s)〉
� t(1− t)K1(t0,s) for all t,s ∈ [0,1]. (4.6)

Using (4.6), we can show A1 : P0 → P0 where P0 = {u ∈ C[0,1] : u(t) � 0 and con-
cave, u(t) � t(1− t)‖u‖} . The proof is similar to that given for Theorem 4.1 with P0

replacing P1 with ν1 = 1. We again omit the details.

REMARK 4.1. We show how Corollary 4.1 improves upon Theorem B. Part (a) of
r Theorem B requires

(i) f (u) � σ−1
1 h−1

0 r for 0 � u � τ−1(1−τ)−1r , where σ1 = 1
4 + β

1−β
, h0 =

∫ 1
0 h(s)ds ,

(ii) f (u) � σ2h−1
τ R for τ(1− τ)R � u � R .

Part (I) of Corollary 4.1 requires f (u) � M1r for 0 � u � τ−1(1− τ)−1r , where M1 =

ν−1
1 h−1

1 ,ν1 = 1+ β
1−〈β ,ξ 〉 . Note that h1 � 1

4h0 , so

ν1 = 1+
β

1−〈β ,ξ 〉 < 1+
4β

1−β
= 4

(1
4

+
β

1−β

)
= 4σ1

hence σ−1
2 h−1

0 < 4ν−1
1 h−1

0 � ν−1
1 h−1

1 = M1 . Also, the lower bound required by Corol-
lary 4.1 is f (y) � m1(τ)R . We observe

m1(τ) =
(

(1− τ)
∫ 1−τ

τ
s(1− s)h(s)ds

)−1

� τ−1(1− τ)−2
(∫ 1−τ

τ
h(s)ds

)−1

< σ2h
−1
τ .

As to part (b) of Theorem B, we only need to show that R � σ1σ2h0h−1
τ r implies

R � m1(τ)M−1
1 r which is clear from (4.1) and M1 = ν−1

1 h−1
1 . This show that Corollary

4.1 implies Theorem B.

Similar to the proof of Theorem 4.1 based upon the fixed point result in Theorem
C , we now use Theorem D , the fixed point theorem of Avery, Henderson and O’Regan
[4], to prove the following result:

THEOREM 4.2. Assume that (H0) holds. Let r,R,τ1,τ2 be positive real numbers
satisfying 0 < r <R,0< τ1 � τ2 < 1

2 . Suppose that the nonlinear function f (y) satisfies
one of the following two sets of conditions:

(I) (Expansion) (i) R � τ−1
1 τ−1

2 (1− τ1)−1(1− τ2)−1r ,

(ii) f (u) � M1r if 0 � u � ν1τ−1
1 (1− τ1)−1r , and

(iii) f (u) � m̂1(τ2)R if ν−1
1 τ2(1− τ2)R � u � R; or

(II) (Compression) (i) R � m̂1(τ2)M−1
1 r ,

(i) f (u) � M1R if 0 � u � ν1τ−1
1 (1− τ1)−1R, and

(iii) f (u) � m̂1(τ2)r if r � u � ν1τ−1
2 (1− τ2)−1r ,
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where M1 = ν−1
1 h−1

1 , h1 is given in Theorem 4.1, and

m̂1(τ) =
{

τ
∫ 1−τ

τ
s(1− s)h(s)ds

}−1

. (4.7)

Then the boundary value problem (1.1), (1.2) has a positive solution.

Proof. Let P1 = {u∈C[0,1] : u(t) � 0, concave, u(t)� ν−1
1 t(1−t)‖u‖,∀t ∈ [0,1]}

as defined in Theorem 4.1. We have proved A1(P1) ⊆ P1 in Theorem 4.1. Introduce
continuous functionals p,ϕ on C[0,1] as follows: for y ∈ [0,1] ,

p(y) = max
τ1�t�1−τ1

y(t);ϕ(y) = min
τ2�t�1−τ2

y(t).

Note that p and ϕ are non-negative continuous functionals on P1 , p is convex and ϕ
is concave.

We now prove part (II) Compression and omit the proof of part (I) Expansion
which is similar to that of Theorem 4.1. Define open subsets ΩR,Ur of C[0,1] as
follows:

ΩR = {y ∈C[0,1] : p(y) < R},Ur = {y ∈C[0,1] : ϕ(y) < r}.
Let y ∈ P1 ∩ ∂ΩR so there exists t3 ∈ [τ1,1− τ1] such that p(y) = y(t3) = r . For
y ∈ P1∩∂ΩR , we have

y(s) � ‖y‖ � t−1
3 (1− t3)−1ν1y(t3) � τ−1

1 (1− τ1)−1ν1r. (4.8)

Using (4.3) and assumption (III) (ii) in (3.1), we note

p(A1y) � ν1M1R
∫ 1

0
g1(s,s)h(s)ds = R = p(y) (4.9)

since M1 = ν−1
1 h−1

1 . Suppose that A1y 
= y for y ∈ P1 ∩ ∂ΩR , for otherwise A1 has a
fixed point in ∂ΩR which by (3.1) is a positive solution of (BVP1). Now apply (4.9)
using Lemma 1, we obtain i(A1,P1∩∂ΩR,P1) = 1.

Note that ϕ satisfies sup{ϕ(y) : y ∈ P1} = ∞ . Let y ∈ P1∩∂Ur , then there exists
t4 ∈ [τ2,1− τ2] such that y(t4) = ϕ(y) = r . For s ∈ [τ2,1− τ2] , we have

r � y(s) � ‖y‖ � ν1t
−1
4 (1− t4)

−1 y(t4) � ντ−1
2 (1− τ2)

−1 r. (4.10)

Using (4.10) in assumption (II) (iii) and (3.1), we have

ϕ(A1y) � min
τ2�t�1−τ2

∫ 1−τ2

τ2

K1(t,s)h(s) f
(
y(s)

)
ds

�
∫ 1−τ2

τ2

m̂1(τ2)rs(1− s)h(s)ds = r = ϕ(y), (4.11)

from the definition of m̂1(τ2) in (4.7). Suppose further y 
= A1y , otherwise the fixed
point of A1 with ϕ(y) = r gives a positive solution of (BVP1) by (3.1). We now use
(4.11) in Lemma 3 and obtain i(A,P1 ∩∂Ur,P1) = 0. Combining (4.9) and (4.11) and
using Lemmas 1,3 and 4, we conclude i(A,P1∩(ΩR\Ur),P1)= 1, proving that A1 has a
fixed point in ΩR\Ur in P1 . This provides a positive solution to (BVP1) and completes
the proof.
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5. Main results-(BVP2), (BVP3)

In this section, we present existence theorems for (BVP2), (BVP3) following the
same approach as Theorems 4.1 and 4.2 for (BVP1) in the previous section.

THEOREM 5.1. Let r,R,τ1,τ2 be positive real numbers, 0 < r < R,0 < τ1 � τ2 <
1 . Assume that (H0) holds. If the nonlinear function f (y) satisfies one of the following
two sets of assumptions ( j = 2,3):

(I) (Expansion) (i) R � δ−1
j γ−1

j r ,

(i) f (u) � Mjr for 0 � u � γ−1
j r , and

(ii) f (u) � mj(τ2)R for δ jR � u � R; or

(II) (Compression) (i) R � mj(τ2)M−1
j r ,

(ii) f (u) � MjR for 0 � u � γ−1
j R , and

(iii) f (u) � mj(τ2)r for δ jr � u � r ;

where γ2 = 1− τ1,γ3 = τ1;δ2 = 1− τ2,δ3 = τ2,Mj = ν−1
j h−1

j (ν j given by (3.10),

(3.11) for j = 1,2 ) and h2 =
∫ 1
0 (1− s)h(s)ds,h3 =

∫ 1
0 sh(s)ds. Moreover,

m2(τ) =
{∫ τ

0
(1− s)h(s)ds

}−1

, m3(τ) =
{∫ 1

τ
sh(s)ds

}−1

.

Then the boundary value problem (BVP j ), j = 2,3 , has a positive solution.

Proof. We define

P2 = {u ∈C[0,1],u(t) non-negative and concave, u(t) � (1− t)‖u‖ for 0 � t � 1}.

We show A2 : P2 → P2 , where the operator A2 is defined by (3.1). Note from (3.3) that

K2(t,s)g2(t,s) = C2(s)(1− t)+D2(s),

where

C2(s) = (1−α)〈β ,g2(ξ ,s)〉/D, D = (1−α)(1−β),

D2(s) =
[
(1−β)(1− t)+ β −〈β ,ξ 〉

]
〈α,χ[0,ξ ](s)〉/D,

with C2(s),D2(s) � 0 for all s ∈ [0,1] by hypothesis (H0) . For any t0 ∈ [0,1] , we then
have

K2(t,s) � C2(s)(1− t0)(1− t)+D2(s)(1− t) = (1− t)K2(t0,s),

from which it follows A2y(t) � (1− t)A2y(t0) , for all t0 ∈ [0,1] . Hence A2y(t) �
(1− t)‖A2y‖ , proving A2(P2) ⊆ P2 .

Likewise, let P3 = {u ∈ C[0,1],u(t) non-negative and concave, u(t) � t‖u‖ for
0 � t � 1.}



SECOND ORDER MULTI-POINT BOUNDARY VALUE PROBLEMS 209

We first prove A3 : P3 → P3 . Note from (3.4) that

K3(t,s) = g3(t,s)+C3(s)t +D3(s),

where

C3(s) = (1−α)〈β ,χ[ξ ,1](s)〉/D, D = (1−α)(1−β),

D3(s) = (1−β)〈α,g3(ξ ,s)〉+ 〈α,ξ 〉〈β ,χ[ξ ,1](s)〉/D,

with C3(s),D3(s) � 0 for s ∈ [0,1] by hypothesis (H0) . For any t0 ∈ [0,1] , we have
by g3(t,s) � tg3(s,s) = ts

K3(t,s) � t {g3(t0,s)+C3(s)t0 +D3(s)} = tK3(t0,s)

from which it follows A3y(t) � tA3y(t0) for t0 ∈ [0,1] . This proves A3(P3) ⊆ P3 .
We only prove Part (I) Expansion for j = 2 and also Part (II) Compression for

j = 3. The other two parts are similar to that of the proof of Theorem 4.1 and we omit
the details.

PROOF OF THEOREM 5.1. We introduce non-negative continuous functionals
pi : C[0,1]→ R+ defined by

pi(y) = max
0�t�τi

y(t), i = 1,2.

It is easy to see that both p1 and p2 are convex functionals on P2 . Denote by

Ω(i)
r = {u ∈C[0,1] : pi(u) < r}, i = 1,2,

Ω(i)
R = {u ∈C[0,1] : pi(u) < R}, i = 1,2,

open subsets in C[0,1] .
Let y ∈ P2∩∂Ω(1)

r so p1(y) = r . Then there exists t5 ∈ [0,τ1] such that y(t5) = r .
Note that for s ∈ [0,1] ,

y(s)�‖y‖ � (1− t5)−1y(t5) � (1− τ1)−1r,

hence from (I) (ii) f
(
y(s)

)
� M2r . Using this in (3.1), we obtain

p1(A2y) = max
0�t�τ1

∫ 1

0
K2(t,s)h(s) f

(
y(s)

)
ds

� M2rν2

∫ 1

0
g2(s,s)h(s)ds = r = p1(y) (5.1)

since M2 = ν−1
2 h−1

2 . Next let y ∈ P2∩∂Ω(2)
R so p2(y) = R Note that for s ∈ [0,τ2] , we

have R � y(s) � (1− s)‖y‖� (1− τ2)R . From (3.8), (3.10), (3.13), we obtain

p2(A2y) = max
0�t�τ2

∫ 1

0
K2(t,s)h(s) f

(
y(s)

)
ds
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�
∫ 1

0
g2(s,s)h(s) f

(
y(s)

)
ds �

∫ τ2

0
(1− s)h(s) f

(
y(s)

)
ds

� m2(τ2)R
∫ τ2

0
(1− s)h(s)ds = R = p2(y), (5.2)

by definition of m2(τ2) . Using (5.1), (5.2) in Theorem C, the fixed point theorem of
Zhang and Sun [18], we conclude that (BVP2) has a positive solution.

To prove the Compression part (II) of Theorem 5.1 for j = 3, we require R �
m3(τ2)M−1

3 r , and introduce non-negative continuous functionals ϕi : C[0,1]→ R+ de-
fined by ϕi(y) = max

τi�t�1
y(t), i = 1,2, which are both convex functionals on P3 . Denote

Λ(i)
r = {u ∈ C[0,1] : ϕi(u) < r} and Λ(i)

R = {u ∈ C[0,1] : ϕi(u) < R}, i = 1,2, open
subsets of C[0,1] .

Let y ∈ P3∩∂Λ(1)
R , so ϕ1(y) = R , then there exists t6 ∈ [τ1,1] such that y(t6) = R .

Now for s ∈ [0,1] , we have

y(s) � ‖y‖ � t−1
6 y(t6) � τ−1

1 R,

which together with (II)(ii) yield

ϕ1(A3y) = max
τ1�t�1

∫ 1

0
K3(t,s)h(s) f

(
y(s)

)
ds

� ν3M3R
∫ 1

0
sh(s)ds = R = ϕ1(y) (5.3)

since M3 = ν−1
3 h−1

3 . Next let y ∈ P3 ∩ ∂Ω(2)
r so ϕ2(y) = r and r � y(s) � s‖y‖ �

τ1ϕ2(y) = τ1r for s ∈ [τ2,1] . Using assumption (II) (iii), we note by (3.12),

ϕ2(A3y) �
∫ 1

τ3

g3(s,s)h(s) f
(
y(s)

)
ds

� m3(τ2)r
∫ 1

τ3

sh(s)ds = r = ϕ2(y). (5.4)

We apply Lemmas 1, 2 to operator A3 with (5.3), (5.4) and conclude by the additivity
Lemma 4 that A3 has a fixed point in P3∩

(
ΛR\Λr

)
which gives a positive solution of

(BVP3).
We now apply Theorem D, the Avery, Henderson O’Regan Fixed Point Theorem,

as in the case of Theorem 4.2 for (BVP1), to prove the following result for (BVP2) and
(BVP3).

THEOREM 5.2. Let r,R,τ1,τ2 be positive real numbers, 0 < r < R,0 < τ1 � τ2 <
1 . Assume that (H0) holds. If the nonlinear function f (y) satisfies one of the following
two sets of assumptions (where j = 2,3 ):

(I) (Expansion) (i) R � γ−1
j r ,

(ii) f (u) � Mjr for 0 � u � γ−1
j r , and
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(iii) f (u) � m̂ j(τ2)R for R � u � δ−1
j R; or

(II) (Compression) (i) R � m̂ j(τ2)M−1
j r ,

(ii) f (u) � MjR for 0 � u � γ−1
j R , and

(iii) f (u) � m̂ j(τ2)r for r � u � δ−1
j r ;

where γ j,δ j, j = 2,3 , are same as given in Theorem 5.1. Then the boundary value
problem (BVPj), j = 2,3 , has a positive solution.

Proof. We prove the Expansion Part (I) for j = 3 and Compression Part (II) for
j = 2. From the proof of Theorem 5.1, we know Aj(Pj) ⊆ Pj, j = 2,3.

For (BVP3), introduce non-negative continuous functionals p,ψ : C[0,1] → R+
defined by

p(y) = max
τ1�t�1

y(t),ψ(y) = min
τ2�t�1

y(t),0 < τ1,τ2 < 1,

which are convex and concave functionals respectively on P3 . Denote open subsets in
C[0,1] by

Ωr = {u : p(u) < r} and UR = {u : ψ(u) < R}.
Let y ∈ P3 ∩ δΩr so p(y) = r and let t7 ∈ [τ1,1] such that y(t7) = r . Note that for
s ∈ [0,1] , we have

y(s) � ‖y‖ � t−1
7 y(t7) � τ−1

1 r,

hence from (I) (ii), f
(
y(s)

)
� M3r . Similar to the proof of (5.1), we conclude p(A3y) �

p(y) .
Next let y ∈ P3 ∩∂UR so ψ(y) = R and let t8 ∈ [τ2,1] such that y(t8) = R . Note

that for s ∈ [τ1,1] ,

R = ψ(y) � y(s) � ‖y‖ � t−1
8 y(t8) � τ−1

2 R,

hence from (I) (iii) f
(
y(s)

)
� m3(τ2)R . Again following the same proof of (5.2), we

observe from (3.8), (3.14),

ψ(A3y) = min
τ2�t�1

∫ 1

0
K3(t,s)h(s) f

(
y(s)

)
ds

� τ2

(∫ 1

τ1

g3(s,s)h(s)ds

)
m̂3(τ2)R = R = ψ(y). (5.5)

Now use p(A3y) � p(y) and ψ(A3y) � ψ(y) in Lemmas 1, 3 and 4 together with
Theorem D we conclude that A3 has a fixed point in P3∩

(
UR\Ωr

)
which is a positive

solution of (BVP3), proving Expansion part (I) for (BVP3).
Turning to the Compression part (II) for (BVP2), we have R � m̂2(τ2)M−1

2 r .
Introduce the following non-negative continuous functionals p̂, ψ̂ : C[0,1] → R+ de-
fined by

p̂(y) = max
0�t�τ1

y(t), ψ̂(y) = min
0�t�τ2

y(t),0 < τ1,τ2 < 1,

where p̂ is convex and ψ̂ is concave on P2 . Denote that open subsets in C[0,1] by

Ω̂R = {u : p̂(u) < R} and D̂r = {u : ψ̂(u) < r} .
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Let y ∈ P2 ∩ ∂Ω̂R so p̂(y) = R and let t9 ∈ [0,τ1] such that y(t9) = R . Note that for
s ∈ [0,1] , we have

y(s) � ‖y‖(1− t9)
−1 y(t9) � (1− τ1)

−1 R,

which implies by assumption (II) (ii) f
(
y(s)

)
� M2R . Following a similar argument

leading to (5.1), we can conclude p̂(A2y) � p̂(y) .
Next let y∈ P2∩∂ D̂r so ψ̂(y) = r and let t10 ∈ [0,τ1] such that y(t10) = ψ̂(y) = r .

Note that for s ∈ [0,τ1] , we have

r = ψ̂(y) � y(s) � ‖y‖ � (1− t10)
−1 y(t10) � (1− τ1)−1r,

which implies by (II) (iii), f
(
y(s)

)
� m̂2(τ2)r . Again by a similar argument as that of

proving (5.5), we conclude that ψ̂(A2y) � ψ̂(y) . Now by an application of Theorem
D, the fixed point theorem by Avery, Henderson and O’Regan [4], we conclude that A2

has a fixed in P2∩
(
ΩR\Dr

)
which gives a positive solution of (BVP2).

6. A right focal two-point BVP

We consider the following right focal two-point boundary value problem discussed
in Avery, Henderson, O’Regan [2], [3], which is a special case of (BVP3), i.e. (1.1),
(1.4) with h(t) ≡ 1,αi = βi = 0, i = 1,2, · · · ,m :

y′′(t)+ f
(
y(t)

)
= 0, 0 < t < 1, (6.1)

y(0) = y′(1) = 0. (6.2)

In [2], the authors proved a dual fixed point theorem to Theorem C by Zhang and Sun
[18] where the role of convex and concave functionals were exchanged and used it to
prove the following result for (6.1), (6.2):

THEOREM E ([2; p.8, Theorem 6.1]) Suppose that there exist positive numbers r
and R with 0 < 103

25 r < R and f (y) is an increasing, concave function such that

16
3

r � f (u) � 32
15

R, u ∈
[
r,

4R
3

]
(6.3)

then the BVP (6.1), (6.2) has at least one positive solution. �

We apply Theorem 5.2 (II) Compression to (6.1), (6.2) using assumption (ii), (iii)
which require:

(i) R � m̂3(τ2)M−1
3 r , and

(ii) f (u) � M3R,0 � u � τ−1
1 R where M3 = ν−1

3 h−1
3 ,

(iii) f (u) � m̂3(τ2)r for r � u � τ−1
2 r .
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In the case of (6.1), (6.2), ν3 = 1,h3 = 1
2 so M3 = 2. Let τ2 = 1

2 , so m̂3( 1
2 ) = 16/3.

Next let τ1 = 4/5, then Theorem 5.1 requires⎧⎪⎨⎪⎩
(1) R � 16/3 · 1

2 r = 8/3r,

(2) f (u) � 2R for 0 � u � 5
4R,

(3) f (u) � 16/3r for r � u � 2r.

(6.4)

Let R = 15
16R , so (6.3) becomes

16
3

r � f (u) � 2R, r � u � 5/4R. (6.5)

Clearly, 15/16R � 103/25r implies R � 8
3 r . Since f (u) is required to be increasing,

so (6.5) implies (2), (3) of (6.4). This shows that Theorem E can be deduced from
Theorem 5.2 (II) Compression.

In [3], the same authors also proved a Four functionals fixed point theorem and
used it to prove an existence result for the BVP (6.1), (6.2), namely.

THEOREM F ([3; p.1087, Theorem 10]) Suppose that there exist positive num-
bers r,R,M,B such that

320B
128−131M

� 3R,
16r
3

� Mr+B, r � 3R
128

� 4r (6.6)

and a continuous non-negative function f (y) satisfying{
(a) f (u) � Mu+B 0 � u � 2R,

(b) f (u) � 16
3 r, r � u � 4r,

(6.7)

then the BVP (6.1), (6.2) has a positive solution. �

Again we can apply Theorem 5.2 (II) to show that (6.7) (a) (b) imply (6.4) (1),
(2), (3). Firstly, R > 128/3r in (6.6) implies R > 8/3r in (6.4) (1). Also, (6.7) (b)
implies (6.4)(3) over a smaller interval [r,2r] . Finally, from (6.7) (a) and 320B �
3R(128−131M) in (6.6), we have for 0 � u � 5/4R ,

f (u) � 5
4
MR+

3R
320

(128−131M)

=
384
320

R+
9

320
MR � 393

320
R < 2R

since 128−131M > 0 implies M < 1. Thus (6.7)(a) implies (6.4) (2). This proves that
Theorem F also follows from Theorem 5.2 (II).
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7. The case when h(t) = t−1/2(1− t)−1/2

Zhang and Sun [18; Example 3.1] considered a three point problem with the spe-
cific function h(t) = t−1/2(1− t)−1/2 ∈ L1(0,1) which is singular at both t = 0 and
t = 1, namely

y′′ + t−1/2(1− t)−1/2 f (y) = 0, y(0) = 0, y(1) =
1
2
y(η), (7.1)

where 0 < η < 1. As an illustration of Theorem B, they give the following examples
of f (y) [18; p.585]:

f1(u) =

{
(3/20π)u, u � 16/3,

4
35π (57576u−307065), u > 16/3,

(7.2)

for part (a) Expansion, and

f2(u) =

{
(1024/3π)u, u � 3/16,

(8/7677π)(16u+61413), u > 16/3,
(7.3)

for part (b) Compression with which (7.1) have positive solution. Note that BVP (7.1)
is a special case of (BVP1) with αi = 0, i = 1, · · · ,m and β1 = 1

2 ,βi = 0, i = 2, · · · ,m
and ξ1 = η ,0 < η < 1,ξi = 0, i = 2, · · · ,m . In applying Theorem B(a) Expansion part,
Zhang and Sun [18 ; p.584] required with τ = 1

4 ,

(i) R � τ−2(1− τ)−2r = 256/9r ; and take R = 30 with r = 1;

(ii) f (y) � 4/5π for 0 � u � 16/3;

(iii) f (u) � 1920/π for 90/16 � u � 30.

It is easy to verify that f1(u) given by (7.2) satisfies Theorem B(a) (i), (ii), (iiii) stated
above.

In the Compression part Theorem B (b), it was required with τ = 1
4 that

(i) R � (5/4)(64/3π)(3/π)= 80; so take R = 90 with r = 1;

(ii) f (u) � 72/π for 0 � u � 480;

(iii) f (u) � 64/π for 3/16 � u � 1.

Similarly, example f2(u) given by (7.3) satisfies conditions required by Theorem B(b).
We now attempt to give simpler examples for (7.1) using Corollary 4.1. Here we

note:

M1 = ν−1h−1
1 � 1

2

(∫ 1

0

√
s(1− s)ds

)−1

=
4
π

, (7.4)

m1

(
1
4

)
=
{

3
4

∫ 3/4

1
4

√
s(1− s)ds

}
=

4
3

(
π
24

+
√

3
16

)−1

= 5.5745 (7.5)

and m̂1
( 1

4

)
= 3m1

( 1
4

)
= 16.7236. For the Expansion part of Corollary 4.1, take τ = 1

4
we require
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(i) R � τ−2(1− τ)−2r , so let r = 1 and R = 30;

(ii) f (u) � 4/π for 0 � u � 16/3,
(
from (7.4)

)
;

(iii) f (u) � 540/π � (5.5745)30 for 90/16 � u � 40 (from (7.5)).

We give the following simpler example:

f̃1(u) =

{
3
4π u, 0 � u � 16/3,
1
7π (12864u−68580), u > 16/3.

(7.6)

It is easy to verify that f̃1(u) satisfies conditions required by Corollary 4.1. Note that
f1(u) given by (7.2) also satisfies the conditions required by Corollary 4.1, but f̃1(u)
does not satisfy the conditions required by Theorem B (a) of Zhang and Sun [18].

Turning to the Compression part, Theorem B(b) of Zhang and Sun [18], conditions
required are:

(i) R � σ1σ2h0h
−1
1/4r = 5

4

( 64
3

)
π · 3

π r = 80r , so let R = 90 with r = 1;

(ii) f (u) � 4/5π(90) = 72/π , 0 � u � 480;

(iii) f (u) � 64/π , for 3/16 � u � 1.

It is clear that f2(u) given by (7.3) satisfies (i), (ii), (iii) above. On the other hand,
Corollary 4.1 requires:

(i) R � m1( 1
4 )M−1

1 r which is satisfied with r = 1, and R = 4,

(ii) f (u) � 16
3π R = 64

3π ,0 � u � 4,

(iii) f (u) � 18
π r � (5.5745),3/16 � u � 1.

Consider the following example:

f̃2(u) =
1

183π
(160u+3264), u � 0, (7.7)

which satisfies conditions (i), (ii), (iii) of Corollary 4.1 since f̃2(u) is required to satisfy
upper and lower bounds over much smaller intervals, it is not strictly comparable with
f2(u) given by (7.3). However, if we use R = 27/8 and r = 1, we can choose f (u) =
M1R = m1(1/4)r = 18/π for all u � 0 which is an even simpler example than f̃2(u)
by using Corollary 4.1. In section 8, we shall show that f (u) ≡ m > 0 in fact leads to
a unique positive solution to (BVP j), j = 1,2,3.

We now give an example of (BVP2) to illustrate Theorem 5.2 again with h(t) =
t−1/2(1− t)−1/2 . Consider the four point boundary value problem:{

y′′ +[t(1− t)]−1/2 f (y) = 0, 0 < t < 1

y′(0) = 1
3y′

( 1
4

)
, y(1) = 1

2y( 2
3 ).

(7.8)

This is a special case of (BVP2), where

ξ1 =
1
4

ξ2 = 2/3, α1 = 1/3, α2 = 0, β1 = 0, β2 =
1
2
.



216 JAMES S. W. WONG

Here

D = (1−α)(1−β) =
1
3
,

ν2 = D−1(1− ξ2)−1 = 9, h2 =
∫ 1

0
s−1/2

√
1− sds =

π
2

, so M2 = ν−1
2 h−1

2 =
2
9π

.

Conditions required for the nonlinear function f (y) by the Expansion Part of Theorem
5.2(I) with τ1 = τ2 = 1/2, r = 1 are
(i) R = 4,
(ii) f (u) � 2

9π for 0 � u � 2,

(iii) f (u) � m̂2( 1
2 ) ·4 for 4 � u � 8,

where

m̂2

(1
2

)
=
{

1
2

∫ 1/2

0
s−1/2

√
1−3ds

}−1

= 2
(π

4
+

1
2

)−1
= 1.5559.

Consider the following example:

f3(u) =

{
2
9π u, 0 � u � 2,
1
9π (89u−176), u > 2,

which satisfies conditions (I)(i), (ii), (iii) of Theorem 5.1 (I).

REMARK 7.1. We note that τ = 1
4 is not the best possible choice for the minimum

value of m̂1(τ) . Indeed, the minimum of m̂1(τ) , 0 < τ < 1
2 is attained with τ = 0.2611

and

m̂1(0.2611) = 16.6803 < m̂1(
1
4
) = 16.7258

so τ = 1/4 gives a good approximation.

REMARK 7.2. In the case of example (7.8) for (BVP2), τ = 1
2 is also not the best

choice for m̂2(τ) which attains its minimum at τ0 = 0.305663 with value

m̂2(0.305663) = (0.7266)−1 = 1.37627 < m̂2(
1
2
) = 1.5559.

REMARK 7.3. When h(t) = t−1/2(1− t)−1/2 , the lower bounds for f (y) , m̂2(τ)
and m̂3(τ) in the case of (BVP2) and (BVP3), are related by the equality m̂2(τ) =
m̂3(1− τ), 0 < τ < 1. Using this, one can easily construct examples for (BVP3) fol-
lowing the approach in connection with f3(u) given above for the case of (BVP2).
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8. Further example when f (y) ≡ m > 0

In the previous section, we have not given any example of f (y) for the Compres-
sion part of Theorems 5.1 and 5.2. Unlike the Expansion part of our theorems for which
we give examples in the form of linear functions, we can use f (y) ≡ MjR = m̂ j(τ)r =
m > 0, j = 1,2,3, as examples for the Compression part with any 0 < r < R and
Mj,m̂ j(τ) as given in Theorems 5.1, 5.2. Indeed, when f (y) = m then f0 = ∞ , f∞ = 0
as defined by (1.5) so f∞ < λ j < f0 and f (y) is in the sublinear case, the existence
of at least one positive solution is guaranteed by Theorem A. Here λ j is the smallest
eigenvalue of (1.6) subject to boundary conditions (BC) j, j = 1,2,3, as described in
section 1. In this section, we show that if f (y) = m then (BVP1), (BVP2), (BVP3) has
a unique positive solution which can be explicitly given in terms of h(t) and parameters
involved in the boundary conditions, i.e. ξi,αi,βi, i = 1,2, · · · ,m .

THEOREM 8.1. Let h(t) ∈ L1(0,1) , non-negative and f (y) ≡ m where m is a
positive real number for all y∈R , then for j = 1,2,3 , the (BVP j ) has a unique positive
solution y j(t) given by y j(t) = −mH(t)+ c jt +d j where H(t) =

∫ t
0(t − s)h(s)ds and

c j,d j are given in terms of αi,βi,H(ξi) and H ′(ξi), i = 1, · · · ,m.

Proof. We can express the solutions of y′′ +mh(t) = 0 subject to boundary condi-
tions (1.2), (1.3), (1.4) by

y j(t) = −mH(t)+ c jt +d j, j = 1,2,3, (8.1)

where

c1 =
m
Λ
{
(1−α)(H(1)−〈β ,H(ξ )〉− (1−β)〈α,H(ξ )〉}, (8.2)

d1 =
m
Λ
{〈α,ξ 〉(H(1)−〈β ,H(ξ )〉)+ (1−〈β ,ξ 〉)〈α,H(ξ )〉}, (8.3)

with
Λ = (1−α)(1−〈β ,ξ 〉)+ (1−β)〈α,ξ 〉;

and

c2 = − m
1−α

〈α,H ′(ξ )〉,d2 =
1

1−β
{mH(1)−m〈β ,H(ξ )〉c2 [〈β ,ξ 〉−1]} , (8.4)

c3 = − m

1−β
{
H ′(1)−〈β ,H ′(ξ )〉} ,d3 =

1
1−α

{−m〈α,H(ξ )〉c3〈α,ξ 〉} , (8.5)

with H ′(t) =
∫ t
0 h(s)ds . Note that h(t) � 0 implies

(
t−1H(t)

)′ � 0 so H(t) � tH(1)
for 0 � t � 1. Using H(ξi) � ξiH(1) in (8.2), it is easy to see that d1 � 0 from (7.3).
Now use (8.1), (8.2), we find

y1(t) � −mH(t)+ c1t > (−mH(1)+ c1)t, 0 < t < 1,

and

c1−mH(1) � m
Λ

{
(1−α)(1−〈β ,ξ 〉+(1−β)〈α,ξ 〉−Λ

}
H(1) = 0.
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Turning to y2(t) , we note from (7.4) that c2 < 0, so

y2(t) > [−mH(1)+ c2]t +d2 � −mH(1)+ c2 +d2, (8.6)

and

c2 +d3 � c2 +
1

1−β
{mH(1)(1−〈β ,ξ 〉)+ c2 [〈β ,ξ 〉−1]}

� c2

(
1+

〈β ,ξ 〉−1

1−β

)
+mH(1) � mH(1). (8.7)

Combining (8.6) and (8.7), we obtain y2(t) > 0, 0 < t < 1.
Finally, we note from (8.5), c3 � mH ′(1) which implies

d3 � m
1−α

{−H(1)〈α,ξ 〉+H ′(1)〈α,ξ 〉} > 0.

Thus y3(t) = −mH(t)+ c3t +d3 � −mH(t)+mH ′(1)t > 0. This completes the proof
of the theorem.

REMARK 8.1. In the special case h(t) = t−1/2(1− t)−1/2 considered in section 7,
H(t) has the explicit formula

H(t) = 2t sin−1√t− sin−1√t + t
√

1− t2. (8.8)

Using (8.8) in (8.1) with c j,d j, j = 1,2,3, we obtain explicit solutions to (BVP j ),
j = 1,2,3 when f (t) ≡ m > 0 and h(t) = t−1/2(1− t)−1/2 . �

We close our discussion with additional remarks on related topics:

a) For a discussion on topological nature of Krasnoselskii fixed point theorem, we refer
the reader to [13], [14].
b) It will be of interest to give extensions of results in this paper to higher order equa-
tions see e.g. [8], [11], and that with non-homogeneous boundary conditions e.g. [17].
c) Our results do not provide multiple solutions as results using Leggett-Williams type
fixed point theorem, see e.g. Anderson, Avery, Henderson[1].
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