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Abstract. In this paper, we study the nth-order half-linear dynamic equations

(A @)+ p (1) e (x(g (1)) = 0
on an above-unbounded time scale T, where n > 2,
) C\A
Ay = ri(t) o, {(x[”l]) (t)] ci=1,....n—1, withx = x,
op(u) = \u\ﬁ sgnu, and i, j] := a;--- ;. Criteria are obtained for the asymptotics and oscil-
lation of solutions for both even and odd order cases. This work extends several known results

in the literature on second-order, third-order, and higher-order linear and half-linear dynamic
equations.

1. Introduction

In this paper we consider the asymptotic behavior of solutions of the nth-order
half-linear dynamic equation

(A @)+ p (1) G 1) (g (1)) = 0 (1.1)

on an above-unbounded time scale T, where

(i) n>2 isaninteger, and x1(¢) := r;(¢) b0, [(x[i‘1]>A (t)] ,i=1,2,..,n—1,1€T,
with xl0 = X;
(i) ¢p(u):= |u|ﬁ sgnu for f>0; and
(i) alfi,j]:=o--ojfor 1 <i<j<n—1.
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Without loss of generality we assume 0 € T. For A C T and B C R, we denote by
Cra(A, B) the space of right-dense continuous functions from A to B; and by C,(A,B)
the set of functions in C,4(A, B) with right-dense continuous A-derivatives. Throughout
this paper we make the following assumptions:

@iv) 0o >0,i=1,2,...,n—1, are constants and r; € Cyy ([0,°0),(0,00)) for i =
1,2,...,n—1, such that

/ r V% () As = o0, i=1,2,...n— 1 (1.2)
0

(V) p € Cr([0,%0)1,[0,0)) such that p # 0;
(vi) g € Cy(T,T) is nondecreasing such that g(r) <1 and lim; .. g(¢) = eo.
By a solution of Eq. (1.1) we mean a nontrivial real-valued function
xe Crld([Tx,OO)jr,R) for some T, > 0

such that xl!/ Crld([T,“oo)qLR)7 i=1,2,...,n—1 and x(¢) satisfies Eq. (1.1) on [Ty, o).
Note that if x(¢) is a solution of Eq. (1.1), then ¢x(¢) is also a solution of Eq. (1.1)
for any ¢ € R. Hence Eq. (1.1) is a half-linear equation.

In the last few years, there has been an increasing interest in the oscillation and
nonoscillation of solutions of various dynamic equations. A large number of papers
were devoted to second order linear and nonlinear dynamic equations on time scales.
For example, Agarwal, Bohner, and Saker [1] discussed the linear delay dynamic equa-
tion

X3(e) + p(r)x(g(1)) = 0;
Erbe, Peterson, and Saker [15], Saker [45], Agarwal, Regan, and Saker [2], and Hassan
[33] investigated the pair of half-linear dynamic equations

(F(O) () ™) + p()x* (1) = 0
and

(r() (A (1)) )2 + p()x* (a (1)) = 0;
Erbe, Hassan, Peterson, and Saker [13] and [14] studied the half-linear delay dynamic

equation
(r(r) (2 () ") + p(1)x* (g(r)) = 0
with g(r) <t and

oo

A(r)>0  and g4 (1) p(t)Ar = oo; (1.3)

T

and Hassan [34] extended their results to the half-linear advanced dynamic equation (1)
with g(r) >1¢.
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Erbe, Peterson, and Saker [17, 18] and Yu and Wang [48] also derived oscillation
criteria for the third order dynamic equations

A

(0 (n020)" )+ pt6) =0,

and

S~—
I
=

(rz(f) (v ()™ “Z)A+p<r>x<z

and their work were further extended by Hassan [32] and Erbe, Hassan, and Peterson
[19] to the equation with delay

(n® [ @ 01]") + )27 (20 =0

Also, Han, Li, Sun, and Zhang [3 1] discussed the third order delay dynamic equation

A

(10 (n(020) ")+ plntee) =0,

where g(¢) <t and

oo

M) <0 and g(1)p(1)Ar = oo, (1.4)

T

Higher order dynamic equations have been studied by many authors. For instance,
Grace, Agarwal, and Zafer [27] established oscillation and comparison criteria for the
even order nonlinear dynamic equation

A0 4 p (1) (3 (1)) =0,

and Grace [29] developed oscillation criteria for the even order dynamic equation

[r(t) (XAH (t)) a] )T (1) =0

For more results on higher order dynamic equations, we refer the reader to the papers
[10, 23, 44,27, 46, 41, 29, 22, 28].

The purpose of this paper is to establish the asymptotic and oscillatory behavior
of solutions of the nth order half-linear dynamic equation (1.1) without assuming the
conditions (1.3) and (1.4). The results in this paper extend many results in the literature
on the oscillation for second order, third order, and higher order linear and half-linear
dynamic equations.
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2. Asymptotic behavior
In this section, we discuss the asymptotic behavior of the solutions of Eq. (1.1).

LEMMA 1. Assume Eq. (1.1) has an eventually positive solution x(t). Then there
exists an integer m € {0,...,n— 1} with m+n odd such that

M@y >0 for k=0,1,....m 2.1)

and
(=)™ XK () >0 for k=m+1,m+2,...n (2.2)

eventually.

Proof. Since x(t) is an eventually positive solution of Eq. (1.1), thereis a 7y >0
such that x(g(¢)) > 0 on [tg,e°)7. From (1.1), we have that for ¢ € [fp, )T,

A
(x["71]> (t) =—p(t) Pof1.n—1) (x(g (1)) <O. (2.3)

This implies that i (1), i=1,2,....,n— 1, are eventually monotone and hence are of
one sign. There are two possibilities:

(a) x¥(z) and x*~1(z) have opposite signs eventually for k =1,2,....n;

(b) there exists a largest m € {1,2,...,n— 1} such that x")(£)x!"~1(r) > 0 eventu-
ally.

If (a) holds, then (2.1) and (2.2) hold with m = 0.
Assume (b) holds with x! (t) <0 and xlm=1] (t) <0 forz >1t;, where 1) € [fo,°)T.
Then

t
S lm=2] (1) = xm=2 (,1)+/ ¢(;mlA [x[mfl] (s)} I"r;l/lam—l (5)As
n

!
< x[m72] (tl) + (po;nLI [x[mfl] (tl)} / rr;l/lamfl (S) As.

h

By (1.2) with i =m — 1, lim; .. x""2/(z) = —oo. Hence x"~2(r) < 0 eventually. By

the same reasoning we see that x*l (1) < 0 eventually for k =m—2,m —3...,0. This
contradicts the assumption that x(¢) is eventually positive.

Assume (b) holds with x)(r) > 0 and xI"~'/(r) > 0 eventually. By (2.3) we find
that m 4 n must be an odd number. With a similar argument to the above, we see that
xl¥ (r) > 0 eventually for k =m —2,m—3...,0. Therefore, (2.1) and (2.2) hold with
this m. U

For further discussion, we introduce the following notation: For any 7,5 € T, de-
fine

1

t
Ri(t,s) ::/ i V% (s)As, i=1,2, .- 1 (2.4)
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and for a fixed m € {0,...,n— 1}, define the functions R, ;(s,t),i=1,2...,m, and

pi(t),i=1,...,n, by the following recurrence formulas:
1 1/0;
_ |: (t)me1+1(TS)AT:| ) i=1,....m—1,
Rmﬂ'(t,s) = rzl e 25)
["t(t)] ’ e
and
1 1/0;
pi([) = [mﬁ pi+l(T)AT:| s 1= 1,...,]’1—1, (26)

p(t), i=n;

provided the improper integrals involved are convergent. -
Note that for i = 1,....m, Ry;(t,s) > 0 if s <t,and (—=1)"""1R,;(t,s) > 0 if
s>t.

THEOREM 1. Assume Eq. (1.1) has an eventually positive solution x(t) and m €
{0,...,n— 1} is given in Lemma 1 such that (2.1) and (2.2) hold for t > t; € [0,°0).
Then the following hold for t € (t;,%0)T:

(a) if m>1, then

x[mfl](t) A
< 0; 2.7)
(b) ifm>=2, thenfori=0,1,....m—2

[m—1]
i _ X
x[l](t) > ¢OC[11'+l,m—l] ﬁ / Rm l+l N tl)A . (28)

Proof. (a) From (2.1) and (2.2), we get for 7 € [r], o)
t
x[mfl](t) = x[mfl](tl)—k/ ¢07ml [x[m] (s)} r@l/a’” (s) As
5l
1
> (Z)O?ml [x[m] (t)}/ r@l/a’” (s) As

5l

S {x["ﬂ (t)} Ru(t,11).

Noting that
Rl ) SR
Rulti11) |~ Rut,01)R(0(0):17) [Ru(t,1)05, [¥ ()] ==Y 0]
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we have

x[m—l] (Z) A 0 ;
R(t,11) = ort & (t1,)r.

(b) By (2.1) and the fact that x"~1(¢) /R, (¢,1,) is decreasing on (¢1,0)T, we have
for ¢ € (¢;,00)T

2y 5 ) =) = [ (30 e

5l

_/ x[m 1] S) Rm(s7t1) l/am—lAS
Ocm U Ri(s,1) Fm—1($)

x[m 1] S) _
_/ am 1 Tl) Rm,m—l(S,t])AS

/RmmlStl

This shows that (2.8) holds for i = m —2. Assume (2.8) holds for some i € {1,...,m—

2}. Then for ¢ € (¢1,°0)7
(t) / l/ai
_— R t
l‘71‘1) rl m, z+1 S, 1
f)
t

(7t1)

y ﬂmu
> (Pamfl

tll

[x[ifl](t)}A > d)(;[ll.m 1

mi(t11).

= ¢07[11m 1]

Replacing 7 by s in the above inequality and then integrating it from #; to ¢ € (¢1,°°)T,
we have

x> U () = X @)
x[m 1]()
/¢a[zm 1] l mStl)

[ —
/ Rmﬂ'(s,tl)AS.
5l

I?mﬂ- (s,11)As

-1
_1 _
> Pofim—1) lRm(m)

This shows that (2.8) holds for i — 1. By induction, (2.8) holds for all i =0,1,...,m—
2. O

THEOREM 2. Assume Eq. (1.1) has an eventually positive solution x(t) and m is
given in Lemma 1 such that m € {1,...,n— 1} and (2.1) and (2.2) hold for t > 1, €
[0,00)T. Then the following hold for t € [t;,e°)T:
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(a) fori=m,....n—1, [ pir1(s)As < oo and

(=1 20(0) > gy (g (0] [ pioals 2.9)
(b) fori=0,1,....m—1,

- t ju—
) > ol [x[’“l (t)] /t Rypie1(s.11)As. (2.10)
1

Proof. (a) Note that m € {1,...,n— 1} implies that x!/(r) > 0 and x"*~1(z) > 0
for all ¢ € [t;,o0)r. This implies that x(¢) is strictly increasing on [¢,°0). Replacing
t by 7 in Eq. (1.1), integrating from # > #; to s € [t,e°)1, and using the fact that g is
nondecreasing, we have

() > —xl (s) 21 /p ) 9aiin—1) (*(2 (7)) A
Z Oofln—1] /p 1) AT

—¢’a[1n 1] / (T

Taking limits as s — oo we obtain that

x[nil]( 1) > ¢a[1 n—1] / pu(T
This shows that [ p,(T)AT < e and (2.9) holds for i=n—1. Assume [ p;;1(T)AT <
oo and (2.9) holds for some i € {m+1,...,n—1}. Then
. A 1/e;
(_1)m+t {x[l—l] (l‘)] > ¢’Ot, [(Pa ll ] |:r / p,+1 AT:|

= 0o, [9ap1q (x(g())] pi(
= Pa1,i-1) (x(g (1)) pi(t)

since

B (D1 (x(2 (1)) = Parim1) (x(8 (1)) -
Replacing 7 by 7 in the above inequality and then integrating it from 7 > #; to s €
[t,0)T, we have

(—1)m+i71x[i71](l) ( )m+l( [i— ]( ) x[ifl](t))
> [ bugtiy (e () p(e)AT.

Taking limits as s — oo we obtain that

(1) > [ oy (e ()] pi(maT
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Z Qo1,i-1] / pi(t

This shows that [~ p;(T)AT < e and (2.9) holds for i — 1. Then the conclusion follows
from induction.

(b) By (2.2), x"*1(¢) < 0 and hence x"(¢) is strictly decreasing on [t1,00)T. Let
t € [t1,°0). Then

e :x[m_l](ll)+/t x[’”_”(s)>AAs
— X1y, +/ 00! m] )} /o (5) As
> o [xr] [ r,;l/“m (5) As
= 0! [ )] [ Rt

This shows that (2.10) holds for i =m—1. Assume (2.10) holds for some i € {1,...,m—

1}. Then
) 1/0{,‘
<x[l_l](t)> > ¢a[zm m] |:I" / Rm z+1 s Z‘1 :l

- e £

Replacing ¢ by s in the above inequality and then integrating it for s from #; to ¢ with
t >t, we have

A1) > +/¢a[1m A 5)] R (.00) 8

>¢a[zm /Rmzsﬁ

This shows that (2.10) holds for i — 1. By induction, (2.10) holds forall i =0, 1,...,m—
1. O

3. Oscillation Criteria for Even Order Equations

In this section, we establish oscillation criteria for Eq. (1.1) when n is even. It
follows from Lemma 1 that there exists an odd m € {1,...,n — 1} such that (2.1) and
(2.2) hold eventually. In the following, we denote k; := max{k,0} for any k € R.

The first result is a Fite-Wintner type oscillation criterion.

/pr(t)At = oo, (3.1)

Then every solution of Eq. (1.1) is oscillatory.

THEOREM 3. Assume that
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Proof. Assume Eq. (1.1) has a nonoscillatory solution x(7). Then without loss of
generality, assume there is a #o € [0,0) such that x(g(¢)) > 0 for 7 € [fg,). As
shown above, there exists an odd m € {1,...,n— 1} such that (2.1) and (2.2) hold for
t > 1 € [fy,*)T. Then by Theorem 2, Part (a) we have that

x[nfl]()>¢a1n ) x / Pals

Note from (2.6) that p, () = p(t), this contradicts the assumption (3.1). O

In the following, we assume that p;,i =2,...,n, given by (2.6) are well defined.

THEOREM 4. Assume there exists a p € C;([0,00)7,(0,00)) such that for every
odd number i € {1,...,n—1},

. ! ((pA(w)) )% ri(u)
limsup | p(u)P;(u,T)— (@ ) o) Au = oo (3.2)
Jor sufficiently large T € [0,0)T, where
5(0) ol
P;(t,T) = pi1(t) [/ Rm(s,T)As} RY(t,T). (3.3)
T

Then every solution of Eq. (1.1) is oscillatory.

Proof. Assume Eq. (1.1) has a nonoscillatory solution x(7). Then without loss of
generality, assume there is a 7y € [0,o0)1 such that x(g (7)) > 0 for ¢ € [fg,)7. As
shown above, there exists an odd m € {1,...,n— 1} such that (2.1) and (2.2) hold for
t > 1 € [fy,)T. Then by Theorem 2, Part (a) we have that for i = m+ 1

—xmHl(e) > Dot ms1) X / Pmi2(s
which, together with (2.6), implies that for ¢ € [t],e0)T

—(10)” > butr (8 ()] s (1) G4

(i) Assume m = 1. In this case, by (2.4) and (2.5) we see that

O B

Ri(s(t)n) :/ iV Us)As and Ry () = @),
1

From (3.4) and Theorem 1, Part (a) we have for g (7) € (71,°°)7

= (5110)" > o L N p2l0) = 0y | 5 R G020
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> 0 | s | R .m0

= G [¥(0 [thtl }

= p2(t) 9o, [x(7)] [/[1 Ry (s, fl)Arl/R?'(f»ll)

(ii) Assume m > 3. By Theorem 1, Part (b) with i = 0, we get for 7 € (¢1,0)1

x[m 0

(1) > Oy /Rm1 5,11)A (3.5)

tll

Then by Theorem 1, Part (a) we see that for g (¢) € (f1,)T

x[mfl] (1) _
x(8(0)) > 05ty [wf(t’lﬂ [ Rustsnas

o x[m 1]
> (POC[I,m 1] /; le S tl (3.6)

Substituting (3.6) into (3.4) and noting that @1, @, llm 1 = @, » We obtain that for
g(1) € (11,%0)7

— (x[m] (Z)>A > piit1(t) 0o, | X [ m—1] (t)] [/tg(t)ﬁmJ(s,tl)AS] a[l.’m]/R%m (t,11).

1

Combining cases (i) and (ii) we see that for g (7) € (¢1,°0)7

- (x[’”] (t)>A > Po [x[m_” (t)] Pu(t,11), 1 € [t2,%0)7. G.7)
Define 3 olt )x[’" ©)
(1) = W

By the product rule and the quotient rule, we have

A= —P0__ (w0 (t))A—F

A
p(t) m
[xlm=11 (1)] 7’"] o)

[xlm=1] ()] o

O

0 p) [+ )]

_ x[m]
En)) i Ao K STl I
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(<))
B x"M (¢ PA(I)
=p(t) [xlm=11 (1)] - p(o(r))

o) [0

zn(0 (1))

1A

Cp(e() a1 ()] an(0(0)). (3.8)
From (3.7) we get
pA(1)
B0 <P OB (1) + (0 ()

oA
0 [0
- Pfczt)) H[x[ml] (t)}]"‘m] wn(00)).

By the Potzsche chain rule ([6, Theorem 1.90]) we obtain

(e >)°‘"T
— o / () g (1) (61 (z))A] L an (xlm*” (z))

[
o [ [0 1 an (3 @)°
{ Ol < [m—1] ) ( [m—1] (t)>A, 0< o <1,

A

Oy —1

m 1] +hx[m 1] (O' (l‘))]

Oy —1 A
O [xlm (e )] (x[mflJ (t)) : O > 1.
If 0 < o, < 1, we have
pA(1)
p(a(r) "

up(t) (10)” [t
TG0 | )

am (1) < —p(0)Pu (1,11) + — < zm (0 (1))

1 zn(0(1));

and if o, > 1, we have
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A
Using the fact that (x[m’l] (t)) > 0 on [fp,e°)T, we get that for any o, > 0,

=1 (y)
pA(t) z (G(l))— (me(l) ( (t>> z (G(t))

p(o()™ p(a(t)) 2lm=1 (o ()™

2 (1) < —p ()P (t,11) +

A
Since xI" = Tm®a,, [(x[m1]> } is strictly decreasing,

()t = <X[’:,],,((Et)))> N > (ﬂmi,,(,((ytgt))) - : (3.9)
Then
20 p0+ L (o0
R (x[)’irj]”(?f<)f)>>> ot
=)+ O o) - o ey Gl
<o)+ T ey o0 o ey Gl

where A := O"&’—H Define
m

. Omp (1) N ) i (PA(I))JFV;&/(O‘ “)(t)
T om0 nlGl) e B e P )

Then by the inequality (see [30])

AABM ' — A < (A —1)B, (3.11)
we get that
(P2() B anp (1) 2 ((P2(0) ) (1)
p(o(r)) (o)) p* (0 (1))r (1) (o))" < (O + 1)l pom (z)

From this and (3.10) we have

((p21)) )% )
(G ) Tpon(r)

2m (1) < —p(0)Pu (1,12) +
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Integrating both sides from #, to t we get

(O + 1)t p % (u)

' ((p*(w)) )% rm(u)
/ [P(u)Pm (u,12) — %), Au < zn(12) = 2m(t) < 2m(82),
5]
which contradicts (3.2). This completes the proof. [

THEOREM 5. Assume there exists a p € CL,([0,00)7,(0,0)) such that for every
odd number i € {1,...,n—1},

t

limsup [p (u)pis1(u)

t—soc0 T
- [(pA )] .]Au:w (3.12)
-+ 171 [p(u)g® () By (300, 7))

for sufficiently large T € [0,00)1, where ¥; := o.[1,i]. Then every solution of Eq. (1.1)
is oscillatory.

Proof. Assume Eq. (1.1) has a nonoscillatory solution x(7). Then without loss of
generality, assume there is a 7y € [0,o0)1 such that x(g (7)) > 0 for ¢ € [fg,)T. As

shown at the beginning of this section, there exists an odd m € {1,...,n— 1} such that
(2.1) and (2.2) hold for 7 > #; € [fy,e°)7 . Define
p (1)l (1)
Wi(t) := (3.13)
! [ (g())]

Similar to that in the proof of Theorem 4, we have that for ¢ € [f],°)p

A
<x[m](t)> L P
[x(g@)]™  p(o(r))

win(t) = p(1)

Pk o)
p(o(0) (g™

(o) (314

and A
= ()" = 05 (g )] P 1), (3.15)
Combining (3.14) and (3.15) we get

a1 < =P P (1) (0 (1)

wa(o().  (3.16)
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Since x and g are differentiable and g is nondecreasing, we have that
(x(g(0))* =x*(g(1) g" (1)
Then by the Potzsche chain rule ([6, Theorem 1.90]) we obtain

Yn—1

i D) = ([ [ 0) 4 ) et )] ™ ) a0

1 ( [ 10 -nxie) +hx<g<o<t>>>}7mldh) A(g(1)8 (1)

>{ T (g (0 Ot (g ()82 (1), 0<m <1,
T @) A () 8 (1), T > L.

=

If 0 < %, < 1, we have

W) < PP+ FSswn(00)

WP (D)8t (1) x*(g(n) [x( 8(a(
p(a(t)) x(g(o(1))) t

and if %, > 1, we have

A
W0 < =P Opmia@) + L

m(0 (1))

)"
P18 (1) xA(g(1) x(g(o(1))
p(o(t)) x(glo(r) x(g())

Using the fact that x* (t) > 0 on [t;,o)r we see that for J, >0

wi(o(1)).

wh (1) < —p (1) pmia (1) +

WP ()gh (1) (g
p(o(?)) x(glo

wm(0 (7). (3.17)

Now by (2.10) with i = 1 we have

which implies
(1) = ¢, lm]|:[m]():| 1(t,1) fort >1.
Since g(t) < o(t), from (2.2) for g(t) > 1

() > 0y} 4" <g<t>>] Ru1(8(0).1)
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> ¢7[11 ] [ G(’))} erl(g(t)?tl)

Gy a0 )] )
B Ot[lm[ ( (t))] (g(a(t)))RmJ(g(l‘),tl)
]

% 2(8(0 (1)) R (g(0).11). (3.18)
Then, from (3.17) and (3.18), we get for g(¢) > 1,
(p2(1))
W0 < —p)pwar (1) + D (0(0)
A
P 08 O R 0)t) | 2D |

where A := %"Y—H . Define
m

and

“n(0(0)) — T ()8 (1) R (6(0),11) [

O+ 141 [P (1) (6) R (80),10)] ™

The rest of the proof is similar to that of Theorem 4 and hence is omitted. [J

As direct consequences of Theorems 3-5, we obtain oscillation criteria for Eq.
(1.1) with n = 2, namely, for the equation

(n () 9oy (xA(t)> ) g p(t) ooy (x(g(2))) =0. (3.19)

COROLLARY 1. Every solution of Eq. (3.19) is oscillatory provided one of the
following conditions is satisfied:

(a) Jo p(t)At =oo;

(b) there exists a p € CL,([0,0)T,(0,0)) such that

Ay oty (u
pp )~ DT

t

limsup
t—o0 T
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for sufficiently large T € [0,0)T, where
Py(t,T) = p(t) R (g(1).T) /Ry (1,T);
(c) there exists a p € C([0,00)1,(0,00)) such that

[(p2())+] ™ i ((w)
(o + 1)1 [p (1) (u)] ™

t

lim sup [P(u)p(u) -

t—o0 T

Au = oo

Sor sufficiently large T € [0,0)T.

REMARK 1. 1. Let o4 > 1 be an odd number and g(r) =7 on [0,). Then
Corollary 1 with condition (b) reduces to Theorem 3.1 in Saker [45].

2. Let a; > 0 be a quotient of odd numbers and g(z) < on [0,0)p. Then
Corollary 1 with condition (b) reduces to Theorem 2.1 in Erbe, Hassan and Peterson
[20].

For Eq. (1.1) with an even n > 4, we have further criteria for oscillation as shown
below.

THEOREM 6. Assume
either / Pu—1(1)At / Pn—a(t (3.20)

Suppose that there exists a p € C,([0,e0)1, (0,%0)) such that

((p*()) )%+ ey (u)

((Xn—l + l)anfl""lpanfl (u)

1

limsup lp (u)Py—1 (u,T) — Ay = oo (3.21)

t—so0 T

Sfor sufficiently large T € [0,°0)T, where

g(l) _ 06[17}1—1]
P_1 (t,T) :=p(1) [/T Rn_u(s,T)As} RI(t,T).

Then every solution of Eq. (1.1) is oscillatory.

THEOREM 7. Assume (3.20) holds. Suppose that there exists a

pE C}d([()?w)]f? (07°°))
such that

1

imsup | [p<u>p<u>
Ya—1+1
B [(p(w))+] ) Ynl] A= (322)
(Yot + 1)t-1H1 {P(u)gA (M)Rnfl,l(g(”)vT)}

Sfor sufficiently large T € [0,00)r, where ¥, := o [1,n—1]. Then every solution of
Eq. (1.1) is oscillatory.
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Proofs of Theorems 6 and 7. Assume (1.1) has a nonoscillatory solution x(r)
on [0,c0). Then without loss of generality, assume there is a 7y € [0,c0) such that
x(g(z)) >0, for ¢ € [to,°)7. As shown at the beginning of this section, there exists an
odd m € {1,...,n— 1} such that (2.1) and (2.2) hold for ¢ > | € [tg,°)T.

We claim that (3.20) implies that m = n — 1. In fact, if 1 <m < n—3, then for
t>1

A
(x["*”(t)) <0, x" (1) > 0, XF(r) < 0, X1 3() > 0. (3.23)

Since x*(¢) > 0 on [t;, ), then x(t) > x(t;) := ¢; >0 for ¢ > t;. Then there exists a
tp € [t1,0°)7 such that x(g(¢)) > ¢; for 7 > t,. It follows that fort € [ta,00)T

(g > =l >0,
Integrating (1.1) from # to 7T € [t,e0) and usung (3.23) we get that

A1) > () e >

—/P 5) aft.n1) (x(8 /P

By taking limits as T — oo we have

A1) > c/mp(s)As
13

It is known from Theorem 3 that [~ p (s) As < . Thus,

<x[n—2] (t)>A > cl/on-1 [

Assume [ pn—1(t)At = oo. By integrating (3.24) from 1, to ¢ € [1p,0)T we get

had 1/06,, 1
r —1(1)[ p(S)AS] :cl/an—lpnil(t). (3.24)

1
X2y = X2 (1) = Mo / Pn1(s)As.
15}

As aresult,
lim x" 2 (1) = oo,

f—o0

which contradicts the fact that "2 < 0 on [f2,°°)T.
Assume [ p,—2(t)At = eo. By integrating the inequality (3.24) from 7 to T €
[t,0)T and then taking limits as T — oo and using the fact x"=2l < 0 eventually, we get

) > o [Tp, (s,
t

which implies

B A o 1 o 1/0, 2
_(x[n 31(1‘)) s cl/an-2, 1][;» 720)/! Pn—l(S)AS:|
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Cl/a[n—2,n—1]pn72(t).

Again, integrating above inequality from 7, to ¢ € [f,,°0)1 and noting that X3 >0
eventually, we get

) =) 2 207 [ o)

As aresult,
lim x"3)(1) = —eo,

[—o0

which contradicts the fact that "3/ > 0 on [t2,0°)T. This shows that if (3.20) holds,
then m = n— 1. The rest of proof of Theorems 6 and Theorem 7 are similar to the proof
of Theorems 4 and 5 with m = n — 1 respectively and hence can be omitted. ]

4. Oscillation Criteria for Odd Order Equations

In this section we establish the oscillation criteria for Eq. (1.1) when n is odd. It
follows from Lemma 1 that there exists an even m € {0,...,n— 1} such that (2.1) and
(2.2) hold eventually.

THEOREM 8. Assume (3.1) holds. Then every solution of Eq. (1.1) is either oscil-
latory or tends to zero eventually.

Proof. Assume Eq. (1.1) has a nonoscillatory solution x(7). Then without loss of
generality, assume there is a #o € [0,0) such that x(g(¢)) > 0 for 7 € [fg,). As
shown above, there exists an even m € {0,...,n— 1} such that (2.1) and (2.2) hold for
t>1 € [tg,o°)T.

(1) Assume m > 2. Then the same argument as in the proof of Theorem 3 leads to
a contradiction to the assumption (3.1).

(ii) We show that if m = 0, then lim,_...x(¢) = 0. In this case
(-1 >0 for k=0,1,..,n

Since x*(t) < 0 on [t;,o0)T, then lim; . x(t) =1; > 0. Assume /; > 0. Then for
sufficiently large 7, € [t;,o0)1, we have x(g(7)) > [; for t > 1,. It follows that

(g (o)) > 1= 171 5 0 for 1 € [1,00)7.
Integrating (1.1) from 7 to s € [t,00)T, we get
A0 > ) 4 >

_/P ¢a[1n1( l/P

Letting s — oo in the above we reach a contradiction to (3.1). This completes the
proof. [
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THEOREM 9. Assume (3.20) and (3.21) hold. Then every solution of Eq. (1.1) is
either oscillatory or tends to zero eventually.

THEOREM 10. Assume (3.20) and (3.22) hold. Then every solution of Eq. (1.1)
is either oscillatory or tends to zero eventually.

Proofs of Theorems 9 and 10. Assume Eq. (1.1) has a nonoscillatory solution x(r)
on [0,e)7. Then, without loss of generality, assume there is a 7y € [0,e)7 such that
x(g (1)) >0 for ¢ € [fp,0)T. As shown at the beginning of this section, there exists an
even m € {0,...,n— 1} such that (2.1) and (2.2) hold for 7 > #; € [fy,o°)T.

(1) Assume m > 2. The same argument as in the proof of Theorems 6 and 7 and
hence is omitted.

(ii) We show that if m = 0, then lim,_...x(¢) = 0. In this case
(—D*x¥ >0 for k=0,1,..,n.

Since x* < 0 on [t1,%)T, then lim, _..x(t) =I; > 0. Assume I; > 0. Then there exists
aty € [t,o)T such that x(g(r)) >, fort > ;. It follows that

()] > 1= 171" 5 0 fort € [, 00) .
Integrating (1.1) from ¢ to T € [t,)r and using (3.23) we get
A=) > =1 () a1 )

= [ P60y elg A2 [ )

Hence by taking limits as T — oo we have

A=) > 1 / " (s)As.
t

It is known that [~ p(s) As < eo. Thus,

1/0{,1,1

<x["—2} (z))A > 1/ 01 [r,,_;l(t)/;wp(s)As} =111,y ().

Assume [y pn—1(s)As = eo. By integrating the above inequality from 7, to 7 €
[t2,0°)T We get
(2] () _ xln=2] o
A=Ay — () > 17 / ot (5) As. @.1)
L)
As aresult,
lim x" 2 (1) = oo,

f—o0

which contradicts the fact that x"~2 < 0 on [f1,°0)T.
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Assume [;° p,—2(s)As = oo. By integrating the inequality (4.3) from ¢ to e and
using the fact that x""~2/ < 0 eventually, we get

) > 10 [ (),
t

which implies

A o 1/0(,,72
TR SR
t

r,,_g(t)

_ ll/a[n—2,n—1]pn72 (Z)

Again integrating the above inequality from #; to ¢ € [f2,e°)7 and noting that X3l >0
eventually, we get

r
x[n73] (t2) _x[nff'a] (I) > ll/a[n72,n71] pn_z(S)AS.
5]
As aresult,
lim x"3)(1) = —eo,

[—o0

which contradicts the fact that x"~3 >0 on [ty,e0)7. This shows that if m = 0, then
limy e x(z) =0. O

As direct consequences of Theorems 8-10, we obtain oscillation criteria for Eq.
(1.1) when n = 3, namely, for the equation

(r00e ([0 (#0)]")) + P00 sts0 =0, 42

COROLLARY 2. Every solution of Eq. (4.2) is either oscillatory or tends to zero
eventually provided one of the following conditions is satisfied:

(a) [y p(t)Ar =oo;

(b) either [y p1(t)At = oo or [ pa(t)At = oo, and there exists a
p €CL([0,00)1,(0,00)) such that

1
lim sup
t—so0 T

p(u)Py (u,T) — 4.3)

(p*w) )= )]
(o + D Tp(u) |7

Sfor sufficiently large T € [0,o0)T, where

f o[1,2]
Py (t,T) :=p(r) [/Tg( )E271(S7T)As} /Rg‘Z(t7T);
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(c) either [y pi(t)Ar = oo or [° pa(t)Ar = oo, and there exists a
pE Crld([O,oo)qr, (0,00)) such that

Auy), ]

[ P Au = oo
(o + 1741 [ (1) (1) Ra1(8(w),T))

t
timsup /| p(a)p(u) — 5

Sor sufficiently large T € [0,0)T.

REMARK 2. 1. Let oy =1, ap a quotient of odd integers, and g(z) <t on
[0,00). Then Corollary 2 with condition (a) reduces to Corollary 2.1 in Hassan [32];
and Corollary 2 with condition (c) reduces to Corollary 2.3 in Hassan [32].

2.Let oy =0 =1 and g(¢t) =¢ on [0,e0)7. Then Corollary 2 with condition (c)
reduces to Theorem 1 in Erbe, Peterson and Saker [17].

3. Let a; =1, ap > 1 a quotient of odd integers, and g(t) =¢ on [0,00)r. Then
Corollary 2 with condition (c) reduces to Theorem 1 in Erbe, Peterson and Saker [18].

4. Let a; and o be quotients of odd integers and g(¢) <t on [0,00)y. Then
Corollary 2 with condition (c) reduces to Theorem 3.1 in Chen [8].

5. Let g(¢r) =t on [0,e0)y. Then Corollary 2 with condition (c) reduces to Theo-
rem 2.1 in Yu and Wang [48].

6. Corollary 2 with condition (b) is new.
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