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INFINITELY MANY PERIODIC SOLUTIONS TO A CLASS OF
PERTURBED SECOND-ORDER IMPULSIVE HAMILTONIAN SYSTEMS

JOHN R. GRAEF, SHAPOUR HEIDARKHANI AND LINGJU KONG

(Communicated by Chun-Lei Tang)

Abstract. We investigate the existence of infinitely many periodic solutions to a class of per-
turbed second-order impulsive Hamiltonian systems. Our approach is based on variational meth-
ods and critical point theory.

1. Introduction

The aim of this paper is to investigate the existence of infinitely many periodic
solutions to the perturbed impulsive Hamiltonian system with periodic boundary con-
ditions

—ii(t) + AW u(t) = AVF (t,u(t)) + uVG(t,u(t))+ VH(u(t)), a.e.t<[0,T],

A(ii(tj)) = Lij(uit;)), i=1,2,...,N, j=12,....p,

u(0) —u(T) = u(0) —a(T) =0,

(1.1)
where u = (ul,u27...,uN)'7 (transpose), N> 1, p>1, T >0, A >0and u >0
are parameters, 0 =1 <1 < ... <t <tp11 =T, A:[0,T] — R"*N is a continuous
map from the interval [0,7] to the set of N x N symmetric matrices, and A(i;(t;)) =

ul(t;r) —ui(1;) = limt_ﬁ u;(t) — limr_wjf 1;(t). Here, each I;; : R — R satisfies
[4ij ()| < Lijls|

forevery s€c Rand i=1,2,....N, j=1,2,....p; F, G:[0,T] xRY — R are mea-
surable with respect to ¢ for all u € RV, continuously differentiable in u for almost
every ¢ € [0,T], and satisfy the summability condition

sup max{|F(-7x)|7 |VF(-,X)|,|G(-,X)|, |VG(-,X)|} ELl([OvTD (1.2)

[x[<o
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forany a > 0; F(t,0) = G(¢t,0) =0 for all ¢ € [0,7], where 0 = (0,...,0); and H :
RYN — R is a continuously differentiable function for which there is a constant L > 0
such that

[H ()| < Llx?

for every x € RV, Note that if VF, VG : [0,T] x RY — R are continuous, then clearly
condition (1.2) is satisfied.

As a special case of dynamical systems, Hamiltonian systems are very important
in the study of such areas as fluid mechanics, gas dynamics, nuclear physics, relativistic
mechanics, and many others. It is now recognized that the theory of Hamiltonian sys-
tems is a natural framework for modeling many natural phenomena. For background,
theory, and applications of Hamiltonian systems, we refer the reader to [17, 31, 34, 41].
Inspired by the monographs [32, 35], the existence and multiplicity of periodic so-
lutions for Hamiltonian systems using variational methods have been investigated in
many papers (see, for example, [3, 5, 8,9, 12, 14, 15, 16, 18, 19, 23, 24, 26, 42, 43, 44,
46, 47, 48, 49, 51, 52, 54, 55, 56] and the references contained therein) For example,
in [43], Tang and Wu obtained existence theorems for periodic solutions of a class of
unbounded, nonautonomous, nonconvex, subquadratic, second order Hamiltonian sys-
tems by using minimax methods in critical point theory. Cordaro [15] established a
multiplicity result for an eigenvalue problem related to second-order Hamiltonian sys-
tems, and proved the existence of an open interval of positive eigenvalues in which the
problem admits three distinct periodic solutions. Faraci [19] studied multiplicity of so-
lutions of a second order nonautonomous system. He and Wu [24] showed the existence
of nontrivial T -periodic solutions to second-order Hamiltonian systems using a moun-
tain pass theorem and a local linking theorem, while Zhang and Tang [52] obtained
some new results on 7 -periodic solutions for the same second-order Hamiltonian sys-
tems under weaker assumptions thus generalizing the corresponding results in [24]. In
[8], Bonanno and Livrea proved the existence of infinitely many periodic solutions for
a class of second-order Hamiltonian systems assuming an oscillating behavior of the
nonlinear term. Moreover, they obtained multiplicity of periodic solutions for the sys-
tem with a coercive potential and also did so in the noncoercive case. Gu and An [23]
and Zhang and Liu [51] used a variant of the fountain theorem to show the existence of
infinitely many periodic solutions of a class of superquadratic nonautonomous second-
order Hamiltonian systems. Zhang and Zhou [56] studied a class of non-autonomous
second order Hamiltonian system and obtained new existence theorems by the least
action principle.

The theory of impulsive differential equations provides a general framework for
mathematically modeling many real world phenomena. For background, theory, and
applications of impulsive differential equations, we refer reader to the recent mono-
graph of Graef et al. [22] as well as [4, 6, 27, 37]. There have been many approaches
used to study the existence of solutions of impulsive differential equations, such as fixed
point theory, topological degree, continuation methods, coincidence degree theory, up-
per and lower solution methods, and monotone iterative methods; see, for example,
[1, 20, 28, 30] and references contained therein. Recently, critical point theory has been
used in [2, 7, 33, 45, 50] to obtain existence and multiplicity of solutions of impulsive
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problems.

Sun et al. [39] studied the existence of multiple solutions to a class of second-order
perturbed impulsive Hamiltonian systems and gave some new criteria guaranteeing the
existence of at least three solutions by using a variational method and some critical
points theorems of Ricceri. In [13], Chen and He used variational methods and critical
point theorems of Ricceri to obtain existence of three solutions for second-order impul-
sive Hamiltonian systems. We also refer the interested reader to [29, 38, 53] in which
second order Hamiltonian systems with impulsive effects have been studied.

For a discussion of infinitely many solutions of perturbed problems, we refer the
reader to Bonanno and Molica Bisci [10] and Heidarkhani [25].

Motivated by the results in [13, 39], we consider a perturbed form of the equa-
tions considered in those papers, and we employ a smooth version of [11, Theorem
2.1], which is a more precise form of Ricceri’s Variational Principle [36, Theorem 2.5],
to derive sufficient conditions for the existence of an interval about the parameter A
in which the problem (1.1) admits a sequence of periodic solutions. Three examples
illustrating the applicability of our results are also included.

2. Preliminaries

Our main tool to investigate the existence of infinitely many periodic solutions of
problem (1.1) is a smooth version of Theorem 2.1 in [11]; it is a more precise version
of Ricceri’s Variational Principle [36, Theorem 2.5] and we state it here.

THEOREM 1. Let X be a reflexive real Banach space, ® and ¥ : X — R be
Gateaux differentiable functionals such that ® is sequentially weakly lower semicon-
tinuous, strongly continuous, and coercive, and ¥ is sequentially weakly upper semi-
continuous. For every r > infy @, let

D SR YO Y0
P ue®@ 1 (—co,r) r—q)(u) ’

y:=liminfe(r), and o6:= liminf @(r).

r—+oo r—(infy @)+
Then:

(a) For every r > infy ® and every A € (0, ﬁ) the restriction of the functional

I =®—AY to ® ' (—oo,r) admits a global minimum that is a critical point
(local minimum) of I, in X.

(b) If Y < H-oo, then for each A € (0, )l,) either

(b1) I, possesses a global minimum, or

(by) there is a sequence {u,} of critical points (local minima) of I such that

lim D(uy) = +oo.

Nn— oo
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(c) If 8 < oo, then for each A € (0, %), either

(c1) there is a global minimum of ® which is a local minimum of I, or

(c2) there is a sequence of pairwise distinct critical points (local minima) of I,
that weakly converges to a global minimum of ®.

We assume throughout this paper that the matrix A satisfies the following condi-
tions:

(A1) A(t) = (an(t)), k=1,2,...,N, [ =1,2,...,N,is symmetric with a € L*[0,T]
forany ¢ € [0,7];

(A2) There exists k > 0 such that (A(t)x,x) > k|x|* forany x € RN anda.e. r € [0, 7],
where (-,-) denotes the inner productin RV .

Next, we recall some basic concepts. Let
E = {u:[0,T] — R"| u is absolutely continuous, u(0)=u(T), i € L*([0,T],RY)}

with the inner product

T
<u,v >E:/O [(a(2),v(t)) + (u(t),v(t))]dt.

The corresponding norm is defined by
T
ul|2 :/ (&(0)|? + |u(e)P)dt, forall ueE.
0

For every u, v € E, we define

T
<u,v >=/0 [((1),v(2)) + (A()u(r),v(2))ldt

and observe that, by assumptions (A1) and (A2), this defines an inner product in E.
Then, E is a separable and reflexive Banach space with the norm

|lul| =< u,u =3 forall uek.

A simple computation shows that (A(f)x,x) = Zﬁ 11 @ (1) Xpx; < Zﬁ 11 llaa|[oo|x[?
for every ¢ € [0,7] and x € RY, and this along with (A2) implies

Voml[ul|g < JJull < VM||ul|E, 2.1)

where m = min{1,x} and M = max{1,¥¥,_, [|ay||«}, i.e., the norms ||-|| and | - ||
are equivalent. '
Since (E,||-||) is compactly embedded in C([0,T],RY) (see [32]), there exists a
positive constant ¢ such that
ualleo < e, (2.2)
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where [[ul|.. = maxc(o.7) | u(t) | and ¢ = \/%max{#,ﬁ} (see [13]).

As pointed out in [39], if u € E, then u is absolutely continuous and # € L*([0,T],
RN). In this case, Au(t) = u(t*) —u(t~) = 0 is not necessarily valid for every ¢ €
(0,T), and the derivative iz may possess some discontinuities that lead to the impulsive
effects.

DEFINITION 1. A function u € {u € E: i € (W'2(t;,t;41))V, j=0,1,2,...,p}
is said to be a classical solution of the problem (1.1) if u satisfies (1.1).

DEFINITION 2. By a weak solution of the problem (1.1), we mean any u € E such
that

N
[ 000,90 + A0ut0),v(0) ~ (TG o)t + 3, 3 st ey

j=li=1
T T
—/1/0 (VF(t,u(t))y(t))dt—u/O (VG(t,u(t)),v(t))di =0
forevery v € E.

LEMMA 1. If u € E is a weak solution of (1.1), then u is a classical solution of

(1.1).

The scalar case of Lemma 1 for second-order impulsive Sturm-Liouville boundary
value problems was proved in [40]. For problem (1.1), the proof is essentially the same.
We omit the details.

We will assume throughout that

p N
K:=c*2LT+ Y Y Lj) < 1.
j=li=1

A special case of our main result is the following theorem.

THEOREM 2. Assume that (Al) and (A2) hold and let F : RN — R be a continu-
ously differentiable function such that

max|x|<§ F()C) F(éS)

liminf =0 and limsup = oo,

where € = (1,0,---,0) € RN. Then, the problem
—ii(t) + A()u(t) = VF (u(t)) + VH(u(t)), a.e.t€][0,T],
Ai(t)) = Lj(wit))),  i=1,2,...,N, j=1,2,....p,
u(0) —u(T) =u(0) —a(T) =0,

has an unbounded sequence of classical periodic solutions.
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3. Main results

Set

(T—1,)> 1 T—t,
= t t,T T t,—1 —+t =
tltl% +32( +I7 + )+(P 1)+ t;% 32

‘We formulate our main result as follows.

THEOREM 3. In addition to conditions (Al) and (A2), assume that:
(a1) F(t,&) >0 foreacht € [0,1]U[t,,T], |E] € [0,400);

T '
(az) liminf fo M%< Flt,x)dr < 1-K limsup ﬁlp Flt.Ce)di
E—too &2 (I+K)DMc* ¢ . &2 ’

where € = (1,0,---,0) € RN Then, for each A € (A1,22) with

1+ K)DM 1-K)(1)?
pe 15K) o (1K)} |
i f ( 58) Lo fO max |y <& F(t,x)dt
imsup ————p5—— 2liminf 3

and for every arbitrary non-negative function G : [0,T] x RN — R that is measurable
with respect to t for all x € RN, continuously differentiable in x for almost every
t € [0,T], and satisfies

T
2 max G(t,x)dt
Gu = im JO e GO 3.1
(1=K)(5)? & §
and for every p € [0,Ug ), where UG ; = ¢= (l — —) the problem (1.1) has an

unbounded sequence of classical periodic solutlons.

Proof. Our goal is to apply Theorem 1. Fix A € (A,1;) and let G be a function
satisfying condition (3.1). Since A < Ay, we have Hgz > 0. Fix [T € [0,u;7) and

. If G =0, then clearly vi = A1, v, = A3, and s

set v :=A; and v, :=
1 1 p) 1“/12G

_ i AT
(vi,w). If G # 0, since I < Hg 7> we obtain s +H1Ge <1, and so 1+%;LZGN

and L < v,. Since L > A, = Vi, we see that A € (vi,v2).
Now set Q(t,&) :F(t,’g')—i-%G(t,é) forall (¢,&) €[0,T] x RV. Take X = E and
consider the functionals @, ¥ : X — R defined by

®(u) ||u||2+22/ Ii(s ds—/H

j=1li=1
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T
= [ tu)ya
0

for every u € X. It is well known that ¥ is a Gateaux differentiable functional whose
Gateaux derivative at the point u € X is the functional ¥/ (u) € X* given by

and

W (u)y = /OT (VF(t,u(t)) + %VG(t,u(t)), v(t)) dt (3.2)

for every v € X. The functional @ is also Gateaux differentiable with Gateaux deriva-
tive @'(u) € X* at the point u € X given by

+ Z Zlij(ui(fj))w(fj) (3.3)

for every v € X.

Now, @ is sequentially weakly lower semicontinuous. To see this, let u, € X
with u,, — u weakly in X, and using the sequential weakly lower semicontinuity of the
norm, we have liminf,_, . ||u,|| > ||u|| and u, — u uniformly on [0,T]. Hence, since
H is continuous,

T
11m1nf<—un2+121121/ ,,(s)ds—/o H (0 (1) )t
—Huu2+22/ Ii(s ds—/ H(u

j=1li=1

i.e., liminf,_, 1o ®(u,) > ®(u). This implies ® is sequentially weakly lower semicon-
tinuous.

From the definition of @, since (X, ||-||) is compactly embedded in C([0,T],RY),
we observe that ® is strongly continuous. Since —L|x|> < H(x) < L|x|*> for every
x € RN, and —L;j|s| < I;;(s) < Lijls| for every s € R forall i =1,2,...,N and j=
1,2,...,p, in view of (2.2), we see that

(1+K)Jul*. (3.4)

l\JI'—‘

S0 K ull> < () <

This also shows that @ is coercive. We want to verify that y < +oo, where 7 is defined
in Theorem 1. Let {&,} be a real sequence such that &, — +oo as n — oo and

) fOT maxy e, F(t,x)dt fOT maxy<¢ F(t,x)dt
lim = liminf .
nes & gt g
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Set r, = (1 —K)(%)2 for all n € N. From inequalities (2.2) and (3.4), foreach u € X,
we have

O ooy = {uecX: ®u) <r,}
c {ueX: %(1—K)||u||2<rn}
C{ueX: |u(r)| <&, foreachr € [0,T]}.
Hence, since ®(0) = W¥(0) = 0, for large n,

SUPy ey (—oor,] P (V) — (1) _ SUP e (—oo, ] (V)

= 1 f NS
(p(rn) uE@’llI(lfoO,rn) n— q)(u) I'n
_ Jo maxcg, O x)dr fOTmax|x|<§nF(t7x)dt+E Jo max g G(t,x)dt
3(1-K)(2)? U [ A (s
Moreover, from (a;), it follows that
T
max|, ¢ F(t,x)dt
lgffi‘ffo | \25 (t,x) < oo,
)
) meaxx\ . F(1,x)dt
lim =2 | ‘?2 < oo, (3.5)
Then, (3.1) and (3.5) imply
Jo max<e, [F(t,%) + £ G(t,0)]dr
—I;I;lo 1 5)1 2 < +°O
" F(I=K)(=2)
Therefore,
Jo max g <g [F(t,) + EG(1,x))dr
v < liminf(r,) < lim 20— <5 x < e (3.6)
1 g
A J1-K)(2)p

In view of (3.1), we see that

T T _
max, t,x)dt max,<g F(t,x)dt
limint 20 1 "<5Q§ . liming 0 <t g Jdt B 3.7)
TR T N R L JIC L
Moreover, since G is non-negative, we have
tp [p
t,e)dt F(t,5¢)dt
limsup 24 O(r,8¢) . Sl F(t,8¢) (38)

A= 7 > limsup S ——— .
s i+ kpme = P 1T k)pmeE?
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Therefore, from (3.6)—(3.8) and condition (a;), we have

- 1 1 1

AE(Vl,Vz)g 7 , T - (0,—).
. tlp Q(ta§8>dt . fO max‘x‘gé Q(tvx)dt
limsup ————2—"— liminf

m
gt 3(1HK)DME? Eoie L(1_g)($)2

C

For the fixed A, the inequality (3.6) implies that condition (b) of Theorem 1 can be
applied, and so either I3 has a global minimum or there exists a sequence {un} of
weak solutions of the problem (1.1) such that lim,,_, o ||ty || = +oo.

Next, we show that for the fixed I, the functional I has no global minimum. To
do this, we will show that the functional II is unbounded from below. Since

t
1 . P F(t,Ee)dt
— < 2limsu 17,

we can consider a real sequence {d,} and a positive constant 7 such that d,, — +oo as
n — oo and

2 (P F(t,d,e)dt
[T, Y,
7 (11 K)DMd2

for large n € N. Let {w, } be a sequence in X defined by

(3.9)

t

wa(t) = dn€, 1€ [t,tp], (3.10)

(T + "’:Tt)d,"Tg, 1e0,n),

%:,7 t € (ty,T).

It is clear that w, € X forall n € N, and ||w,||% = Dd>. Therefore, from (2.1),
Dmd> < |w|* < DMd>, (3.11)
which together with (3.4) gives
1
O(wn) < 5(1+ K)DMd?. (3.12)
On the other hand, since G is non-negative, from the definition of ¥ and (a; ), we see

that
t P

W(wn) = [ F(t,due)dr. (3.13)
So (3.9), (3.12), and (3.13) imply
F(wy) = ®(wy) —A¥(w,)

1 ot
< 5(1+1<)Dzv1d,3—x/”F(z,dns)art
4l

— .1
< (1—11)5(1+K)0Md3_>_oo
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as n — o. Hence, the functional IX has no global minimum.

Therefore, applying Theorem 1, we conclude that there is a sequence {u,} C X
of critical points of I such that lim,—, . ®(u,) = +<0, and from (3.4) it follows that
lim,,—, 4w ||| = 4. In view of Definition 2, (3.2), and (3.3), we see that weak solu-
tions of the problem (1.1) are exactly the solutions of the equation @' (u) —A¥'(u) =0.
Hence, by Lemma 1, the conclusion of the theorem follows. []

REMARK 1. Under the conditions

fOT maxy<¢ F(,x)dt

liminf =0
gt &
and .
P F(t,Ee)dt
limsup M = oo,
§—>+o<) g
where €=(1,0,---,0) € R¥, Theorem 3 ensures that for every A > 0 and for each u €

[0, A o-). the problem (1.1) admits infinitely many classical perlodlc solutions. More-
over, if G.. =0, then the result holds for every A >0 and g >

We now exhibit two examples for which the hypotheses of Theorem 3 are satisfied.

EXAMPLE 1. Let N=1, p=2,T =3, =1, t, =2, and define the sequences
{a,} and {b,} by by =2, b,y = bS, and a, = b} for n € N. Let

biy1—(1-&)2+1, if £ €10,b1],
(an—b)\/1—(an—1-E)2+1, if & e Uy lan—2,an),

b —an)/1— (b1 — 1= &2+ 1,if & € U7 [bys1 — 2,bps1],

1, otherwise,

f(&) =

h(&) = lé—offﬁgig for every & € R, and [;(x) = % (I +sinx) for j =1,2. Let

F(&)= foé f(x)dx and H(§) = 05 h(x)dx = 120 1+|€\ forall £ € R. Then, F isa C!
function with F’ = f. From the computation in [21, Example 3.1], we have F(a,) =

Zan +a, and F(b,) = ”b3 + by, and so lim, ;. F(Z") =0 and limnﬂw,%g") —
+co. Therefore, limlnf;;_ﬂrmg =0 and hmsupgﬁ%x,% = 4oo. Let g(1,&) =

8T (ET)2(3—ET), where T =max{&,0} ; then we see that G(r,&) = f(f g(t,x)dx=
ef*é‘*(&) forall (1,€) € (0,3 xR and Goo = 0. We have m=1, M =2, L = 15,
L for j=1,2, c=+6, and K = 29 . Hence, applying Theorem 3, for every

Lj= 8
(A, 1) € (0,400) X [0,4-o0), the problem
—u"(t)+u(t)=Af(u@))+ugt,u())+h(u®), aerel0,3],

AW (1)) = 1i(u(r),  j=1.2,
u(0) —u(3)=u'(0)—u/(3) =0,
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admits an unbounded sequence of classical periodic solutions.

EXAMPLE2. Let N=3,p=2,T=3,t,=1,t=2,and A:[0,3] — R>3 be
the identity matrix. Let G : [0,3] x R* — R be a nonnegative function that is measurable
with respect to ¢ for all x = (x1,x2,x3) € R3, continuously differentiable in x for almost
every t € [0,3], and satisfies

sup max{\G(-7x)|7 |VG('7X)|} € Ll ([073])

[x|<a

for any a > 0, and
3

lim 72 [ sup G(t,x)dx < +oo.
Grfeo 0 |x|<&
Set ay % and by % for every k € N. Define the function f; :
R— R by

32k 1) I3 (k1) M — (k—1)3k14] 1 k! (k+2)
fi(s)= m \/16(k+1)!2 — (= )2+ 1, 5 € Ugenlar, bl

1, otherwise.

Now let F(t,.X1,.X2,X3) = OC(I)Fl (xl)Fz(XQ,)Q) for all (t,xl,)CQ,)C3) € [0,3] X R3, where
a € L'([0,3]) is a positive function, Fi (&) = f(f fi(s)ds forall &€ €R,andlet F>:R? —
R be a non-negative bounded and continuously differentiable function with F>(0,0) #
0. Take H(x) = ﬁ% for every x € R3, I;;(t) = ;Et(l +sint), and I(t) =
arctan 1;7) forevery t € R and i = 1,2,3. We then have

Fi(by)F2(0,0)

li =4F(0,0
Jim % 2(0,0)
and F F
tim @R @) _
k—+oo a;
Therefore,
3
max, ¢ F(t,x)dt max|, ¢ (F1(x1)Fa(x2,x
liming 0™ < (tx)dt_ el 1 .3 liminf —— <t 1(21) 2033)
Eteo S P et S
and
_ TF(t,Ee)ar . F(&)R(0,0)
hmsup”éi = Hoc||L1([172]>hmsupT =4F(0,0) [l el 1 p1.0))-
Erfoo E—rfeo
We see that m =1, M =3, c =6, L= 155, Lii = 135 and Lp = 55 for i=1,2,3,
D=1, and K= 4. Applying Theorem 3, for every A > A; = WM and

for every 1 in a convenient interval, the problem (1.1) has an unbounded sequence of
classical periodic solutions.



206 J.R. GRAEF, S. HEIDARKHANI AND L. KONG

REMARK 2. Assumption (a;) in Theorem 3 can be replaced by the more general
condition

(ab) there exist two sequence {6,} and {n,} with (1—K)(2)*> > (1+K)DM6? for
every n € N and lim,_ 1.1, = 4o such that

) fOT maxy| <y, F(t,x)dt — j;pF(t 6,¢€)dt ft"F( Ee)dt
lim — <limsup ——————5,
n—tee (1—-K)(2)2—(1+K)DMB? & oo (1 K)DME

where € = (1,0,---,0) € RV,

By choosing 6, = 0 for all n € N, (ay) follows from (da}). Moreover, if we assume

(ab) instead of (a») and set r, = 5(1—K)(2)? for all n € N, by the same reasoning

as in the proof of Theorem 3, we obtain

SUP o1 (oo P (V) — Ji F (2,2 (1))t
rn—®(z,)
Jo maxyy<y, Ot,x)dt — [ F(t,6,€)dt
L1 —K)(2)2—1(1+ K)DM6?

o) <

b

where
( )"L t€[0,n),
zu(t) = Ohe, tE [t1,tp),
6)1
7‘%, te(ty,T).

We have the same conclusion as in Theorem 3 with the interval (4;,A,) replaced by
(A{,A]), where

, (1+K)DM , Jo maxy<n, F(t,x)dt — [7 F(t,0,€)dt
M= R F@E A= e L1-Kk)(22)2 - L1+ K)DM6?
ZI?’HSUPT 2 ¢ 2 "

— o0

Next, we point out a simple consequence of Theorem 3.

COROLLARY 1. Assume that (Al), (A2), and (ay) hold,

fOT maxy<e F(t,x)dt 1
b liminf = <z
( l) Es oo 52 )

and

(D) liémiup@ %( +K)DM,
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where € = (1,0,---,0) € RN, Then, for every arbitrary non-negative function G :
[0,T] x RN — R that is measurable with respect to t for all x € RN, continuously
differentiable in x for almost every t € [0,T|, and satisfies condition (3.1), and for

every [ € [0, g 1), where
1 1
= (1-—
Hel Go ( 7L2>

and Ay is given in the statement of Theorem 3, the problem
—ii(t) +A@)u(t) = VF(t,u(t)) +uVG(t,u(t)) + VH(u(t)), a.e.tc][0,T],
A(ii(1)) = Lj(wit)),  i=1,2,...,N, j=1,2,....p,
u(0) —u(T) =u(0) —u(T) =0,

has an unbounded sequence of classical periodic solutions.

REMARK 3. Theorem 2 in the previous section is an immediate consequence of
Corollary 1 with u =0.

Arguing as in the proof of Theorem 3, but using conclusion (c) of Theorem 1
instead of (b), the following result holds.

THEOREM 4. Let (Al), (A2), and (ay) hold. Assume that

T t
(1) limint Jo maxy<g F(t,x)dt 1-K limsup Jil F(t,Ee)dt
E—0+ &2 (1+K)DMc? "+ &2

where € = (1,0,---,0) € RN, Then, for each A € (A3, A4), where

1+K)DM 1-K)(1)?
2,3 = ( +t ) and 2,4 = (T )(C) s
, [P F(t,E¢€)dt . Jo maxy g F(t,x)dt
2limsup =——5—— 2liminf =
E—0+ é &—0* é

for every arbitrary non-negative function G : [0,T] x RY — R that is measurable with
respect to t for all x € RN, continuously differentiable in x for almost every t € [0,T],
and satisfies

2 i max, ¢ G(t,x)dt

Gy = (1—K)(%)2§—>0+ &2

< oo, (3.14)

and for every p € (0,1 ), where g, ; = GLO <l - %4), the problem (1.1) has a se-

quence of classical periodic solutions that converges uniformly to 0 in [0,T].

Proof. Fix A € (A3,A4) and let G be a function satisfying condition (3.14). Since

A < A4, we have
, 1 A
—=— (12 >o0.
“G,)L Gy 7L4 >
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Fix I € [0"“/6.%) and set v3 := A3 and v, := 1+£14GO' If Gy =0, clearly, v3 = A3,
’ A

Va=A4,and A € (v3,v4). If Gy # 0, since T < /”Lé;i’ we have % + 101Gy < 1, and
,7}“‘ > A and A < v4. Hence, since L > A3 =v3, 4 € (v3,v4). Now, set

1+TA4G0

0(t,8) = F(t,§) + £G(1,&) forall (1,§) € [0,T] x RY. Take X, @, ¥, and I as in

the proof of Theorem 3.

To see that § < +oo, let {&,} be a sequence of positive numbers such that &, — 0"
as n — oo and

SO

i Ik maxy g, F(t,x)dt
e 3

Setting r, = 5(1—2LTc* —=c* 320 7Y, L,-j)(%")2 for all n € N, and arguing as in the
proof of Theorem 3 shows that § < +co.
Since

< oo,

Jo max<g O, x)dr _ Jy maxy ¢ F(z,x)dr N Jo max<¢ G(t,x)dt

& h & A & ’

and (3.14) holds, we have

T T _
max t,x)dt max F(t,x)dt
liminf 22 i<t Qé 4 iming 0 i<t é ) +26,. 315
S TRV TE I & TRV TH O
Moreover, since G is nonnegative, (¢1) implies
Ip Ip
t,Ce)dt F(t,Ce)dt
lim sup M > limsupw. (3.16)
E0t 3 Eot 3
Therefore, from (3.15) and (3.16),
— 1+ K)DM 1-K)(1)? 1
Te o) C | 04 | (1K)} C<O’_).
. tlp Q(t7€£)dt .. fO max|x|<€ Q(tax)dt 6
2limsup =———>—— 2liminf 2
ot g =0t 3

‘We need to show that the functional I does not have a local minimum at zero. To
do this, let {d,} be a sequence of positive numbers and 7 > 0 be such that d, — 0" as
n — oo and

1 27 F(t,dye)dr

T <T< TKDIE (3.17)
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for large n € N. Let {w, } be a sequence in X defined as in (3.10). From (3.12), (3.13),
and (3.17), we obtain
II(W,,) = ®(wy) — A¥(wy)

(1+K)DMd? — x/ Ft,dye)di

NIH

< (1 —JLT)E(I+K)DMd,%

for large n € N. Since ;(0) = 0 and (3.17) holds, the functional /; does not have a
local minimum at zero. Hence, part (c) of Theorem 1 implies there is a sequence {u,}
in X of critical points of I;- such that ||u,|| — 0 as n — co. Since the solutions of the
equation @' (1) — A¥'(u) = 0 are exactly the weak solutions of the problem (1.1), by
Lemma 1 we have the conclusion of the theorem. [J

We conclude this paper with an example for which the hypotheses of Theorem 4
are satisfied.

EXAMPLE 3. Consider the system

—ii(t) + A()u(t) = AVF(t,u(t)) + uVG(t,u(t)) + VH(u(t)),  a.e.t€10,3],
Auity) = Iij(ui(1;)),  1=12, j=12,

u(0) —u(3) =u(0) —u(3) =0,
(3.18)
where A : [0,3] — R?*?2 is the identity matrix, N=p=2,1t; =1, 1, =2, and F(t,x) =
F(x) forevery (t,&) € [0,3] x R? is defined by

Fix) = { [x2(1 = sin(in(jx)))), ?fx: (r1,x2) € (R— {0})2,
0, if x = (x1,x2) = (0,0).

In addition, let H(x) = W G(t,x) = t\x\% for (¢,x) €[0,3] x R?, and I;;(s) =

s(1+4sins) for se R, i=1,2,and j=1,2.

288
Sincem=1,M=2,c=v6, L=, Lij= 5 fori=12, j=12,D=1,
K=23,
max F(x F(¢,0
1iminf%():o7 lim sup (523 ) _o,
§—0* g TS

and Gy = 0, we see that all the conditions of Theorem 4 are satisfied. Hence, for
every (A1) € (A3,+o0) X [0,4o0), where A3 = 2.47, system (3.18) has an unbounded
sequence of classical periodic solutions that converges uniformly to O in E.

REMARK 4. Applying Theorem 4, results similar to Corollary 1 can be obtained.
We leave their formulation to the reader.
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