
D ifferential
Equations

& Applications

Volume 10, Number 1 (2018), 87–114 doi:10.7153/dea-2018-10-06

EXISTENCE AND MULTIPLICITY RESULTS FOR THE FRACTIONAL

p–LAPLACIAN EQUATION WITH HARDY–SOBOLEV EXPONENTS

GAIXIA NING, ZHIYONG WANG AND JIHUI ZHANG

(Communicated by Dongsheng Kang)

Abstract. In this paper, we investigate the following fractional p -Laplacian problem⎧⎨⎩ (−Δ)s
pu = λ |u|p−2u+

|u|p∗s,α−2u
|x|α in Ω,

u = 0 on ∂Ω,

where Ω is a bounded domain containing the origin in R
N with Lipschitz boundary, p ∈ (1,∞) ,

s ∈ (0,1) , 0 � α < ps < N and p∗s,α = (N −α)p/(N − ps) is the fractional Hardy-Sobolev
exponent. We prove the existence, multiplicity and bifurcation results for the above problem.
Our results extend some results in the literature for the fractional p -Laplacian problem involving
critical Sobolev exponent and the p -Laplacian problem involving Hardy-Sobolev exponents.

1. Introduction and main results

Let Ω be a bounded domain containing the origin in R
N with Lipschitz boundary,

we consider the following fractional p -Laplacian equation⎧⎨⎩ (−Δ)s
pu = λ |u|p−2u+

|u|p∗s,α−2

|x|α u in Ω,

u = 0 on ∂Ω,

(1.1)

where p ∈ (1,∞) , s ∈ (0,1) , 0 � α < ps < N , λ > 0 is a parameter, and p∗s,α = (N −
α)p/(N− ps) is the fractional Hardy-Sobolev exponent. For p∈ (1,∞) , s ∈ (0,1) and
N > ps , the fractional p -Laplacian operator (−Δ)s

p is the nonlocal operator defined on
smooth functions by

(−Δ)s
pu(x) = 2 lim

ε↘0+

∫
Bε(x)c

|u(x)−u(y)|p−2(u(x)−u(y))
|x− y|N+ps dy, x ∈ R

N .

This definition is consistent, up to a normalization constant depending on N and s . We
would like to point out that, in the last decades, great attention has been attracted to
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the study of problems involving fractional Laplacian operators. We refer the readers to
[2, 8, 9, 14, 15, 18, 22, 23, 27] and the references therein.

When s = 1, problem (1.1) reduces to the following p -Laplacian problem involv-
ing critical Hardy-Sobolev exponents⎧⎨⎩−Δpu = λ |u|p−2u+

|u|p∗(α)

|x|α u in Ω,

u = 0 on ∂Ω,

(1.2)

where Ω is a bounded domain in R
N containing the origin, 1 < p < N , λ > 0 is a

parameter, 0 < α < p and p∗(α) = (N −α)p/(N − p) is the critical Hardy-Sobolev
exponent. In this setting, denoting λ1 the first eigenvalue of the eigenvalues problem{−Δpu = λ |u|p−2u in Ω,

u = 0 on ∂Ω (1.3)

in W 1,p
0 (Ω) . Perera-Zou [21] proved that:

• N � p2 and 0 < λ < λ1 , then problem (1.2) has a positive ground state solution;

• N � p2 and λ > λ1 is not an eigenvalue of problem (1.3), then problem (1.2)
has a nontrivial solution;

• (N − p2)(N −α) > (p−α)p and λ � λ1 , then problem (1.2) has a nontrivial
solution.

We refer the readers to [12] for more details.
When α = 0, problem (1.1) reduces to the fractional p -Laplacian problem{

(−Δ)s
pu = λ |u|p−2u+ |u|p∗s−2u in Ω,

u = 0 on ∂Ω,

where λ > 0 and p∗s = Np/(N − ps) is the fractional critical Sobolev exponent. In
[17], by using an increasing and unbounded sequence of variational eigenvalues 0 <
λ1 < λ2 � λ3 � · · · of (−Δ)s

p , Mosconi, Perera, Squassina and Yang proved that the
above problem has a nontrivial weak solution in the following cases:

• N = sp2 and λ < λ1 ;

• N > sp2 and λ is not one of the eigenvalues λk ;

• N2/(N + s) > sp2 ;

• (N3 + s3p3)/N(N + s) > sp2 and ∂Ω ∈C1,1 .

In fact, Much work on Brezis-Nirenberg problem has been done after the cele-
brated paper by Brezis and Nirenberg [4], see [1, 7, 11, 12, 24, 25, 26, 28, 29, 30] and
the references therein for the local case, and [24, 25, 28, 29] for the nonlocal case.
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Now let us recall the weak formulation of problem (1.1). Let

[u]s,p =
(∫

R2N

|u(x)−u(y)|p
|x− y|N+ps dxdy

)1/p

be the Galiardo seminorm of a measurable function u : R
N −→ R , and let

Ws,p(RN) =
{
u ∈ Lp(RN) : [u]s,p < ∞

}
be the fractional Sobolev space endowed with the norm

‖u‖s,p = ([u]ps,p + |u|pp)1/p,

where | · |p is the norm in Lp(RN) . We work in the closed linear subspaces

Xs
p(Ω) = {u ∈Ws,p(RN) : u = 0 a.e. in R

N\Ω},
equivalently renormed by setting ‖ · ‖ = [ · ]s,p , which is a uniformly convex Banach
space. A function u ∈ Xs

p(Ω) is a weak solution of problem (1.1) if

∫
R2N

|u(x)−u(y)|p−2(u(x)−u(y))(v(x)− v(y))
|x− y|N+sp dxdy

= λ
∫

Ω
|u|p−2uvdx+

∫
Ω

|u|p∗s,α−2

|x|α uvdx, ∀v ∈ Xs
p(Ω). (1.4)

Weak solutions of problem (1.1) coincide with critical points of the C1 -functional

I(u) =
1
p
‖u‖p− λ

p
|u|p− 1

p∗s,α

∫
Ω

|u|p∗s,α
|x|α dx, u ∈ Xs

p(Ω).

Let

μα = inf
u∈Xs

p(Ω)\{0}
‖u‖p(∫

Ω

|u|p∗s,α
|x|α dx

)p/p∗s,α
, (1.5)

which is positive by the fractional Hardy-Sobolev inequality and independent of Ω .
Our first major difficulty is that an explicit formula for a minimizer for μα is not avail-
able. A natural conjecture is whether the family of minimizers consists of constant
multiplies, translations and dilations of the function

U(x) =
1(

1+ |x|
p−α/s
p−1

) N−sp
p−α/s

, x ∈ R
N .

This conjecture has been proved in [12] when s = 1, p > 1, and α ∈ [0, p) through
Bliss inequality; and in [6] if s∈ (0,1) , p = 2, α = 0. However, up to now, the explicit
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form of optimizers is not known for general p �= 2 and s ∈ (0,1) . We will overcome
this difficulty by working with certain asymptotic estimates for minimizers recently
obtained in Marano and Mosconi [16].

The second difficulty is the lack of a direct sum decomposition suitable for apply-
ing the classical linking theorem. We will get around this difficulty by applying some
more general critical point theorems (see [20, 31]), which will be described in Section
2.

The Dirichlet spectrum of (−Δ)s
p in Ω consists of those λ ∈ R for which the

problem {
(−Δ)s

pu = λ |u|p−2u in Ω,
u = 0 on ∂Ω (1.6)

has a nontrivial solution. Although a complete description of the specturm is not known
when p �= 2, we can define an increasing and unbounded sequence of eigenvalues via a
suitable minimax scheme. We will use the following scheme based on the cohomologi-
cal index as in Iannizzotto et al. [13] (see also Perera [19]). The eigenvalue of problem
(1.6) coincide with critical values of the functional

Ψ(u) =
(∫

Ω
|u|pdx

)−1

=
1

|u|pp
on the unit sphere M = {u ∈ Xs

p(Ω) : ‖u‖ = 1} . Set

Ψa = {u ∈ M : Ψ(u) � a}, Ψa = {u ∈ M : Ψ(u) � a}, a ∈ R.

Let F denote the class of symmetric subsets of M and i(M) stands for the Z2 -
cohomological index of M ∈ F which will be introduced in Section 2. Set

λk := inf
M∈F ,i(M)�k

sup
u∈M

Ψ(u), k ∈ N.

Then 0 < λ1 < λ2 � λ3 � · · · → +∞ is a sequence of eigenvalues of problem (1.6) and

λk < λk+1 ⇒ i(Ψλk ) = i(M \Ψλk+1
) = k. (1.7)

Set

Vα(Ω) =
∫

Ω
|x| (N−sp)α

sp−α dx,

and note that

∫
Ω
|u|pdx � Vα(Ω)(sp−α)/(N−α)

(∫
Ω

|u|p∗s,α
|x|α dx

)p/p∗s,α
, ∀u ∈ Xs

p(Ω) (1.8)

by the Hölder inequality.
Our main results are as follows:
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THEOREM 1.1. (Nonlocal Brezis-Nirenberg problem) Let p ∈ (1,∞) , s ∈ (0,1) ,
0 � α < ps < N and λ > 0 . Then problem (1.1) has a nontrivial weak solution in the
following cases:

(i) N = sp2 and 0 < λ < λ1 ;

(ii) N > sp2 and λ is not one of the eigenvalues λk ;

(iii) (N− sp2)(N−α) > sp(sp−α);

(iv) N(N− sp2)(N−α) > (N− sp)sp(sp−α) and ∂Ω ∈C1,1 .

REMARK 1.1. In the nonsingular case α = 0, Theorem 1.1 reduces to Mosconi
et al. [17, Theorem 1.3]. In the case s = 1, Theorem 1.1 reduces to Perera-Zou [21,
Theorem 1.1, 1.2 and 1.3]. Therefore, Theorem 1.1 extends the main results of [17, 21].

THEOREM 1.2. Let p ∈ (1,∞) , s ∈ (0,1) , 0 � α < ps < N .

(a) If

λ1− μα

Vα(Ω)(sp−α)/(N−α) < λ < λ1,

then problem (1.1) has a pair of nontrivial solutions ±uλ such that uλ → 0 as
λ ↗ λ1 .

(b) If λk � λ < λk+1 = · · ·= λk+m < λk+m+1 for some k,m ∈ N and

λ > λk+1− μα

Vα(Ω)(sp−α)/(N−α) , (1.9)

then problem (1.1) has m distinct pairs of nontrivial solutions ±uλ
j , j = 1, · · ·,m,

such that uλ
j → 0 as λ ↗ λk+1 .

Now we note that λ1 � μα

Vα(Ω)(sp−α)/(N−α) . Indeed, let ϕ1 be an eigenfunction asso-

ciated with λ1 , then

λ1 =

∫
R2N

|ϕ1(x)−ϕ1(y)|p
|x− y|N+sp dxdy∫

Ω
ϕ p

1 dx

�
μα

(∫
Ω

|ϕ |p∗s,α
|x|α

)p/p∗s,α

∫
Ω

ϕ p
1 dx

� μα

Vα(Ω)(sp−α)/(N−α)

by (1.5) and (1.8).
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REMARK 1.2. Since V0(Ω) is the volume of Ω , in the nonsingular case α = 0,
Theorem 1.2 reduces to Perera et al. Theorem 1.1 in [20]. In the case s = 1, Theorem
1.2 reduces to Perera-Zou [21, Theorem 1.6 and 1.7]. Theorem 1.2 improves the main
results of [20, 21].

The remainder of this paper is organized as follows. In Section 2, some prelimi-
naries are presented. In Section 3, we prove Theorem 1.1 and in Section 4, we prove
Theorem 1.2.

2. Preminaries

2.1. Abstract critical point theorems

Here we will use a different sequence of eigenvalues introduced in Perera [13]
that is based on a cohomological index. The Z2 -cohomological index of Fadell and
Rabinowitz [10] is defined as follows. Let W be a Banach space and let A denote the
class of symmetric subsets of W\{0} . For A ∈ A , let A = A/Z2 be the quotient space
of A with each u and −u identified, let f : A → RP∞ be the classifying map of A , and
let f ∗ : H∗(RP∞) → H∗(A) be the induced homomorphism of the Alexander-Spanier
cohomology rings. The cohomological index of A is defined by

i(A) =
{

sup{m � 1 : f ∗(ωm−1) �= 0} A �= /0,
0 A = /0,

where ω ∈ H1(RP∞) is the generator of the polynomial ring H∗(RP∞) = Z2[ω ] . For
example, the classifying map of the unit sphere Sm−1 in R

m, m � 1 is the inclusion
RPm−1 ⊂ RP∞ , which induces isomorphisms on Hq for q � m−1, so i(Sm−1) = m .

We will prove Theorem 1.1 using the following abstract critical point theorem
proved in Yang and Perera [31].

THEOREM 2.1. Let I be a C1 -functional defined on a Banach space W , A0 and
B0 be disjoint nonempty closed symmetric subsets of the unit sphere S1 = {u ∈ W :
‖u‖ = 1} such that

i(A0) = i(S1\B0) < ∞.

Assume that there exist R > r > 0 and v ∈ S1\A0 such that

sup I(A) � inf I(B), sup I(X) < ∞,

where

A = {tu : u ∈ A0,0 � t � R}∪{Rπ((1− t)u+ tv) : u ∈ A0,0 � t � 1},
B = {ru : u ∈ B0},
X = {tu : u ∈ A,‖u‖ = R,0 � t � 1},
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and π : W\{0}→ S1,u 
→ u/‖u‖ is the radial projection onto S1 . Let

Γ = {γ ∈C(X ,W ) : γ(X) is closed and γ|A = idA},
and set

c := inf
γ∈Γ

sup
u∈Γ(X)

I(u).

Then

inf I(B) � c � sup I(X),

in particular, c is finite. If, in addition, I satisfies the (PS)c condition, then c is a
critical value of I .

Now let I be an even C1 -functional defined on a Banach space W , and let A ∗
denote the class of symmetric subsets of W . Let r > 0, Sr = {u∈W : ‖u‖= r} , and Γ
denote the group of odd homeomorphisms of W that are the identity outside I−1(0,b)
for 0 < b � +∞ . The pseudo-index of M ∈ A ∗ related to Sr and Γ is defined by

i∗(M) = min
γ∈Γ

i(γ(M)∩Sr)

(see Benci [3]). We will prove Theorem 1.2 using the following critical point theorem.

THEOREM 2.2. ([20]) Let A0 and B0 be symmetric subsets of S1 such that A0 is
compact, B0 is closed, and

i(A0) � k+m, i(S1\B0) � k

for some integers k � 0 and m � 1 . Assume that there exists R > r such that

sup I(A) � 0 < inf I(B), sup I(X) < b,

where A = {Ru : u ∈ A0} , B = {ru : u ∈ B0} and X = {tu : u ∈ A, 0 � t � 1} . For
j = k+1, · · ·,k+m, let

A ∗
j = {M ∈ A ∗ : M is compact and i∗(M) � j}

and set

c∗j := inf
M∈A ∗

j

max
u∈M

I(u).

Then

inf I(B) � c∗k+1 � · · · � c∗k+m � sup I(X),

in particular, 0 < c∗j < b. If, in addition, I satisfies the (PS)c condition for all c ∈
(0,b) , then each c∗j is a critical value of I and there are m distinct pairs of associated
critical points.
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2.2. Minimizers for the fractional Hardy-Sobolev inequality

We have the following proposition from Marano and Mosconi [16] regarding the
minimization problem (1.5).

PROPOSITION 1. Let 1 < p < ∞ , 0 < s < 1 , and 0 � α < ps < N . Let μα be as
in (1.5). Then

(1) There exists a minimizer for μα ;

(2) Every minimizer U is of constant sign, radially monotone.

We can see that for every minimizer U , there exists λU > 0 such that∫
R2N

(U(x)−U(y))p−1(v(x)− v(y))
|x− y|N+sp dxdy = λU

∫
RN

U p∗s,α−1v
|x|α dx, ∀v ∈ Xs

p(R
N).

In the following, we shall fix a radially symmetric nonnegative decreasing mini-
mizer U = U(r) for μα . Multiplying U by a positive constant if necessary, we may
assume that

(−Δ)s
pU =

U p∗s,α−1

|x|α . (2.1)

Testing this equation with U and using (1.5), we obtain

‖U‖p =
∫

RN

U p∗s,α

|x|α dx

= μ (N−α)/(sp−α)
s . (2.2)

For any ε > 0, the function

Uε(x) =
1

ε
N−sp

p

U
( |x|

ε

)
(2.3)

is also a minimizer for μα satisfying (2.1) and (2.2), so after a rescaling we may as-
sume that U(0) = 1. Henceforth, U will denote such a normalized (with respect to
constant multiples and rescaling) minimizer and Uε will denote the associated family
of minimizers given by (2.3). In the absence of an explicit formula for U , we will use
the following asymptotic estimates.

LEMMA 2. There exist constants c1 , c2 > 0 and θ > 1 such that for all r � 1 ,

c1

r(N−sp)/(p−1) � U(r) � c2

r(N−sp)/(p−1) (2.4)

and

U(θ r)
U(r)

� 1
2
. (2.5)
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Proof. The inequalities in (2.4) were proved in Marano and Mosconi [16]. They
imply that

U(θ r)
U(r)

� c2

c1

1

θ (N−sp)/(p−1) ,

and (2.5) follows for sufficiently large θ . �

2.3. Regularity estimates

Now let θ be as in Lemma 2, let η ∈C∞(RN , [0,1]) be such that

η(x) =
{

0, if |x| � 2θ ,
1, if |x| � 3θ ,

and let ηδ (x) = η
( x

δ

)
for δ > 0.

LEMMA 3. ( [17, Lemma 2.6]) Assume that 0 ∈ Ω . Then there exists a constant
C = C(N,Ω, p,s) > 0 such that for any v ∈ Xs

p(Ω) such that (−Δ)s
pv ∈ L∞(Ω) and

δ > 0 such that B5θδ ⊂ Ω ,

‖vηδ‖p � ‖v‖p +C
∣∣∣(−Δ)s

pv
∣∣∣p/(p−1)

∞
δN−sp.

2.4. Auxiliary estimates

We now construct some auxiliary functions and estimate their norms. In what
follows θ is the universal constant in Lemma 2 that depends only on N , p , s and α .
For any ε,δ > 0, let

mε,δ =
Uε(δ )

Uε(δ )−Uε(θδ )
,

let

gε,δ (t) =

⎧⎪⎨⎪⎩
0, if 0 � t � Uε(θδ ),
mp

ε,δ (t −Uε(θδ )), if Uε(θδ ) � t � Uε(δ ),
t +Uε(δ )(mp−1

ε,δ −1), if t � Uε(δ )

and let

Gε,δ (t) =
∫ t

0
g′ε,δ (τ)1/pdτ

=

⎧⎨⎩
0, if 0 � t � Uε(θδ ),
mε,δ (t −Uε(θδ )), if Uε(θδ ) � t � Uε(δ ),
t, if t � Uε(δ ).

(2.6)



96 GAIXIA NING ET AL, Differ. Equ. Appl. 10, No. 1 (2018), 87–114.

The functions gε,δ and Gε,δ are nondecreasing and absolutely continuous. Consider
the radially symmetric nonincreasing function

uε,δ (r) = Gε,δ (Uε(r)),

which satisfies

uε,δ (r) =
{

Uε(r), if r � δ ,
0, if r � θδ .

(2.7)

We have the following estimates for uε,δ .

LEMMA 4. There exists a constant C = C(N, p,s,α) > 0 such that for any ε �
δ/2 ,

‖uε,δ‖p � μ (N−α)/(sp−α)
α +C

( ε
δ

)(N−sp)/(p−1)
, (2.8)

|uε,δ |pp �

⎧⎪⎨⎪⎩
1
C

εsp log
(δ

ε

)
, if N = sp2,

1
C

εsp, if N > sp2,
(2.9)

∫
Ω

u
p∗s,α
ε,δ
|x|α dx � μ (N−α)/(sp−α)

α −C
( ε

δ

)(N−α)/(p−1)
. (2.10)

Proof. Using Brasco and Parini [5, Lemma A.2] and testing the equation

(−Δ)s
pUε =

U
p∗s,α−1
ε
|x|α

with gε,δ (Uε) ∈ Xs
p(Ω) implies that

‖Gε,δ (Uε)‖p �
∫

R2N

(Uε(x)−Uε(y))p−1(gε,δ (Uε(x))−gε,δ (Uε(y)))
|x− y|N+sp dxdy

=
∫

RN

U
p∗s,α−1
ε
|x|α gε,δ (Uε(x))dx

=
∫

RN

U
p∗s,α
ε
|x|α dx+

∫
RN

U
p∗s,α−1
ε
|x|α (gε,δ (Uε(x))−Uε(x))dx.

We have
∫

RN

U
p∗s,α
ε
|x|α dx = μ (N−α)/(sp−α)

α by (2.2),

gε,δ (t)− t � Uε(δ )mp−1
ε,δ
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=
1

ε(N−sp)/p
U
(δ

ε

)[
1−U

(θδ
ε

)
/U
(δ

ε

)]−(p−1)

� 2p−1c2
ε(N−sp)/p(p−1)

δ (N−sp)/(p−1) , ∀t � 0

by (2.4) and (2.5),

∫
Ω

U
p∗s,α−1
ε
|x|α dx = ε(N−sp)/p

∫
Ω

U(x)p∗s,α−1

|x|α dx

and the last integral is finite by (2.4) again, so (2.8) follows. Using (2.7), we have∫
RN

uε,δ (x)pdx �
∫

Bδ (0)
uε,δ (x)pdx

=
∫

Bδ (0)
Uε(x)pdx

= εsp
∫

Bδ/ε(0)
U(x)pdx

and the last integral is greater than or equal to∫ δ/ε

1
U(r)prN−1dr � cp

1

∫ δ/ε

1
r−(N−sp2)/(p−1)−1dr

by (2.4). A direct evaluation of the integral on the right gives (2.9) since δ/ε � 2.
Using (2.7)and (2.2), we have∫

RN

uε,δ (x)p∗s,α

|x|α dx �
∫

Bδ (0)

uε,δ (x)p∗s,α

|x|α dx

=
∫

Bδ (0)

Uε(x)p∗s,α

|x|α dx

= μ (N−sp)/(sp−α)
α −

∫
Bδ/ε (0)c

U(x)p∗s,α

|x|α dx.

By (2.4), the last integral is less than or equal to

c
p∗s,α
2

∫ ∞

δ/ε
r−(N−α)/(p−1)−1dr =

(p−1)c
p∗s,α
2

(N −α)

( ε
δ

)(N−α)/(p−1)
,

so (2.10) follows. �
By Lemma 4, we have the following estimate for

με,δ (λ ) :=
‖uε,δ‖p−λ |uε,δ |pp(∫
Ω

uε,δ (x)p∗s,α

|x|α dx

)p/p∗s,α
,
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there exists a constant C = C(N, p,s,α) > 0 such that for any ε � δ/2,

με,δ (λ ) �

⎧⎪⎨⎪⎩
μα − λ

C
εsp log

(δ
ε

)
+C
( ε

δ

)sp
, if N = sp2,

μα − λ
C

εsp +C
( ε

δ

)(N−sp)/(p−1)
, if N > sp2.

(2.11)

3. Proof of Theorem 1.1

In this section, we prove Theorem 1.1. For 0 < λ < λ1 , mountain pass theorem
and (2.11) will give us a positive critical level of I below the threshold level for com-
pactness given in Proposition 5. For λ � λ1 , we will use the abstract linking theorem,
Theorem 2.1.

PROPOSITION 5. For any λ > 0 , I satisfies the (PS)c condition for all

c <
sp−α

(N−α)p
μ (N−α)/(sp−α)

α .

LEMMA 6. ([20]) If (u j) is bounded in Xs
p(Ω) , and u j → u a.e. in Ω , then

‖u j‖p = ‖u j −u‖p +‖u‖p +o(1) as j → ∞.

By a similar way, we can prove the following lemma, here we omit the details.

LEMMA 7. If (u j) is bounded in Xs
p(Ω) , and u j → u a.e. in Ω , then

∫
Ω

|u j|p∗s,α
|x|α dx =

∫
Ω

|u j −u|p∗s,α
|x|α dx+

∫
Ω

|u|p∗s,α
|x|α dx+o(1) as j → ∞. (3.1)

Proof of Proposition 5. Let c <
sp−α

(N−α)p
μ (N−α)/(sp−α)

α and (u j) be a (PS)c sequence.

First we show that (u j) is bounded in Xs
p(Ω) . We have

I(u j) =
1
p
‖u j‖p− λ

p
|u j|pp−

1
p∗s,α

∫
Ω

|u j|p∗s,α
|x|α dx

= c+o(1), (3.2)

I′(u j)v =
∫

R2N

|u j(x)−u j(y)|p−2(u j(x)−u j(y))(v(x)− v(y))
|x− y|N+sp dxdy

−λ
∫

Ω
|u j|p−2u jvdx−

∫
Ω

|u j|p∗s,α−2

|x|α u jvdx

= o(‖v‖), ∀v ∈ Xs
p(Ω), (3.3)
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as j → ∞ . Then we have

ps−α
(N −α)p

∫
Ω

|u j|p∗s,α
|x|α dx = I(u j)− 1

p
I′(u j)u j

= o(‖u j‖)+O(1),

which together with (3.2) and (1.8) shows that (u j) is bounded in Xs
p(Ω) . So a renamed

subsequence of (u j) converges to some u weakly in Xs
p(Ω) , strongly in Lr(Ω) for all

r ∈ [1, p∗s ) and a.e. in Ω . Denoting by p′ = p/(p−1) the Hölder conjugate of p ,

|u j(x)−u j(y)|p−2(u j(x)−u j(y))/|x− y|(N+sp)/p′

is bounded in Lp′(R2N) and converges to

|u(x)−u(y)|p−2(u(x)−u(y))/|x− y|(N+ps)/p′

a.e. in R
2N and

(v(x)− v(y))/|x− y|(N+ps)/p ∈ Lp(R2N),

so the first integral in (3.3) converges to∫
R2N

|u(x)−u(y)|p−2(u(x)−u(y))(v(x)− v(y))
|x− y|N+sp dxdy

for a further subsequence. Moreover,∫
Ω
|u j|p−2u jvdx →

∫
Ω
|u|p−2uvdx

and ∫
Ω

|u j|p∗s,α−2

|x|α u jvdx →
∫

Ω

|u|p∗s,α−2

|x|α uvdx

since
|u j|p∗s,α−2

|x|α u j ⇀
|u|p∗s,α−2

|x|α u in L(p∗s,α )′(Ω) . So passing to the limit in (3.3) implies

that u ∈ Xs
p(Ω) is a weak solution of (1.1), i.e. (1.4) holds.

Setting ũ j = u j −u , we will show that ũ j → 0 in Xs
p(Ω) . We have

‖ũ j‖p = ‖u j‖p−‖u‖p +o(1) (3.4)

by Lemma 6 and∫
Ω

|ũ j|p∗s,α
|x|α dx =

∫
Ω

|u j|p∗s,α
|x|α dx−

∫
Ω

|u|p∗s,α
|x|α dx+o(1) (3.5)

by Lemma 7. Taking v = u j in (3.3), we get

‖u j‖p = λ |u|pp +
∫

Ω

|u j|p∗s,α
|x|α dx+o(1), (3.6)



100 GAIXIA NING ET AL, Differ. Equ. Appl. 10, No. 1 (2018), 87–114.

since (u j) is bounded in Xs
p(Ω) and converges to u in Lp(Ω) . Testing (1.4) with v = u ,

we have

‖u‖p = λ |u|pp +
∫

Ω

|u|p∗s,α
|x|α dx. (3.7)

It follows from (3.4)-(3.7) and (1.5) that

‖ũ j‖p =
∫

Ω

|ũ j|p∗s,α
|x|α dx+o(1) � ‖ũ j‖p∗s,α

μ p∗s,α/p
α

+o(1),

so

‖ũ j‖p(μ p∗s,α /p
α −‖ũ j‖p∗s,α−p) � o(1). (3.8)

On the other hand,

c =
1
p
‖u j‖p− λ

p
|u|pp−

1
p∗s,α

∫
Ω

|u j|p∗s,α
|x|α dx+o(1) by (3.2)

=
ps−α

(N −α)p
(‖u j‖p−λ |u|pp)+o(1) by (3.6)

=
ps−α

(N −α)p
(‖ũ j‖p +‖u‖p−λ |u|pp)+o(1) by (3.4)

=
ps−α

(N −α)p
(‖ũ j‖p +

∫
Ω

|u|p∗s,α
|x|α dx)+o(1) by (3.7)

� ps−α
(N −α)p

‖ũ j‖p +o(1),

so

limsup
j→∞

‖ũ j‖p � (N−α)p
(ps−α)

c < μ (N−α)/(ps−α)
α . (3.9)

It follows from (3.8) and (3.9) that ‖ũ j‖→ 0. �

3.1. Case 1: N � sp2 and 0 < λ < λ1

By the definition of λ1 , we have

I(u) =
1
p
‖u‖p− λ

p
|u|pp−

1
p∗s,α

∫
Ω

|u|p∗s,α
|x|α dx

� 1
p

(
1− λ

λ1

)
‖u‖p− 1

p∗s,α μ p∗s,α/p
α

‖u‖p∗s,α ,
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so the origin is a strict local minimizer of Iλ . Fix δ > 0 so small that Bθδ (0) ⊂⊂ Ω ,
so that supp uε,δ ⊂ Ω by (2.7). Noting that

I(Ruε,δ ) =
Rp

p
(‖uε,δ‖p−λ |uε,δ |pp)−

Rp∗s,α

p∗s,α

∫
Ω

|uε,δ |p
∗
s,α

|x|α dx →−∞ as R → +∞,

fix R0 > 0 so large that I(R0uε,δ ) < 0. Then let

Γ = {γ ∈C([0,1],Xs
p(Ω)) : γ(0) = 0,γ(1) = R0uε,δ}

and set

c := inf
γ∈Γ

max
t∈[0,1]

I(γ(t)) > 0.

Since t 
→ tR0uε,δ is a path in Γ ,

c � max
t∈[0,1]

I(tR0uε,δ )

=
sp−α

(N−α)p

⎡⎢⎢⎢⎢⎢⎣
‖uε,δ‖p−λ |uε,δ |pp(∫
Ω

|uε,δ |p
∗
s,α

|x|α dx

)p/p∗s,α

⎤⎥⎥⎥⎥⎥⎦

N−α
ps−α

=
sp−α

(N−α)p
με,δ (λ )(N−α)/(ps−α). (3.10)

By (2.11), we have

με,δ (λ ) �

⎧⎪⎪⎨⎪⎪⎩
μα +

(
C− λ

C
| logε|

)
εsp, if N = sp2,

μα −
(

λ
C
−Cε(N−sp2)/(p−1)

)
εsp, if N > sp2,

so με,δ (λ ) < μα if ε > 0 is sufficiently small. So

c <
sp−α

(N−α)p
μ (N−α)/(sp−α)

α

by (3.10), hence I satisfies the (PS)c condition by Proposition 5. Then c is a critical
level of I by the mountain pass theorem.

3.2. Case 2: N > sp2 and λ > λ1 is not one of the eigenvalues λk

We have λk < λ < λk+1 for some k ∈ N , and then i(Ψλk) = i(M \Ψλk+1
) = k by

(1.7). In what follows,

π(u) =
u
‖u‖ , πp(u) =

u
|u|p , u ∈ Xs

p(Ω)\{0}
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are the radial projections onto

M = {u ∈ Xs
p(Ω) : ‖u‖ = 1}, Mp = {u ∈ Xs

p(Ω) : |u|p = 1},

respectively.

PROPOSITION 8. ([17]) If λk < λk+1 , then Ψλk has a compact symmetric subset
E with i(E) = k such that ∣∣∣(−Δ)s

pv
∣∣∣
∞

� C, ∀v ∈ E,

where C = C(N,Ω, p,s,k) > 0 . In particular,

|v|∞ � C, ∀v ∈ E.

For v ∈ E and δ > 0, let vδ = vηδ , where ηδ is the cut-off function in Lemma 3
and let

Eδ = {π(vδ ) : v ∈ E}.

PROPOSITION 9. ([17]) There exists a constant C =C(N,Ω, p,s,k) > 0 such that
for all sufficiently small δ > 0 ,

1
C

� |w|q � C, ∀w ∈ Eδ , 1 � q � ∞, (3.11)

sup
w∈Eδ

Ψ(w) � λk +CδN−sp, (3.12)

Eδ ∩Ψλk+1
= /0 , i(Eδ ) = k , and supp w ⊂ B2θδ (0)c for all w ∈ Eδ . In particular, the

supports of w and π(uε,δ ) are disjoint and hence π(uε,δ ) /∈ Eδ .

Since ∫
Ω
|vδ |pdx �

∫
Ω\B3θδ (0)

|v|pdx

=
∫

Ω
|v|pdx−

∫
B3θδ (0)

|v|pdx

� 1
λk

−CδN ,

where C = C(N, p,s,α,Ω,k) > 0 is a constant, combining with (1.8), it implies that

∫
Ω

|vδ |p
∗
s,α

|x|α dx � 1
C
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if δ > 0 is sufficiently small. By Lemma 3 and Proposition 8, we have

‖vδ‖p � 1+CδN−ps.

So

∫
Ω

|w|p∗s,α
|x|α dx =

∫
Ω

|vδ |p
∗
s,α

|x|α dx

‖vδ‖p∗s,α
� 1

C
, ∀w ∈ Eδ . (3.13)

We are now ready to apply Theorem 2.1 to obtain a nontrivial critical point of I in
the case where λ > λ1 is not one of the eigenvalues λk . Fix λ ′ such that λk < λ ′ <
λ < λk+1 , and let δ > 0 be so small that the conclusions of Proposition 9 hold with
λk +CδN−sp < λ ′ , in particular,

Ψ(w) < λ ′, ∀w ∈ Eδ . (3.14)

Then take A0 = Eδ and B0 = Ψλk+1
, and note that A0 and B0 are disjoint nonempty

closed symmetric subsets of M such that

i(A0) = i(M \B0) = k

by Proposition 9 and (1.7). Now let 0 < ε � δ/2, let R > r > 0, let v0 = π(uε,δ ) ∈
M \Eδ and let A , B and X be as in Theorem 2.1.

For u ∈ Ψλk+1
,

I(ru) � 1
p

(
1− λ

λk+1

)
rp− rp∗s,α

p∗s,α μ p∗s,α/p
α

.

Since λ < λk+1 , it follows that inf I(B) > 0 if r is sufficiently small.
Next we show that I � 0 on A if R is sufficiently large. For w ∈ Eδ and t � 0,

I(tw) � t p

p

(
1− λ

Ψ(w)

)
� 0

by (3.14). Now let w ∈ Eδ and 0 � t � 1, and set u = π((1− t)w + tv0) . Clearly,
‖(1− t)w+ tv0‖ � 1, and since the supports of w and v0 are disjoint by Proposition 9,

∫
Ω

|(1− t)w+ tv0|p∗s,α
|x|α dx = (1− t)p∗s,α

∫
Ω

|w|p∗s,α
|x|α dx+ t p∗s,α

∫
Ω

v
p∗s,α
0

|x|α dx,

|u|pp =
|(1− t)w+ tv0|pp
‖(1− t)w+ tv0‖p

� (1− t)p

Ψ(w)

� (1− t)p

λ ′ .
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In view of (3.13) and since

∫
Ω

v
p∗s,α
0

|x|α dx =

∫
Ω

u
p∗s,α
ε,δ
|x|α dx

‖uε,δ‖p∗s,α

� 1
C

(3.15)

by Lemma 4, it follows that

∫
Ω

|u|p∗s,α
|x|α dx =

∫
Ω

|(1− t)w+ tv0|p∗s,α
|x|α dx

‖(1− t)w+ tv0‖p∗s,α

�
∫

Ω

|(1− t)w+ tv0|p∗s,α
|x|α dx

� t p∗s,α

C

if ε is sufficiently small, where C = C(N,Ω, p,s,α,k) > 0. Then we have

I(Ru) =
Rp

p
‖u‖p− λRp

p
|u|pp−

Rp∗s,α

p∗s,α

∫
Ω

|u|p∗s,α
|x|α dx

� −Rp

p

[
λ
λ ′ (1− t)p−1

]
− t p∗s,α

p∗s,αC
Rp∗s,α .

The above expression is clearly non-positive if t � 1− (λ ′/λ )1/p := t0. For t > t0 , it is
non-positive if R is sufficiently large.

In view of Theorem 2.1 and Proposition 5, it only remains to show that

sup I(X) <
ps−α

(N−α)p
μ (N−α)/(ps−α)

α ,

if ε is sufficiently small. Noting that

X = {ρπ((1− t)w+ tv0) : w ∈ Eδ ,0 � t � 1,0 � ρ � R}.
Set again u = π((1− t)w+ tv0) , it is obviously that I(ρu) � 0, for all 0 � ρ � R , if
0 � t � t0 . So we only need to consider the case 1 � t > t0 . Then

sup
0�ρ�R

I(ρu) � sup
ρ�0

[
ρ p

p
(1−λ |u|pp)−

ρ p∗s,α

p∗s,α

∫
Ω

|u|p∗s,α
|x|α dx

]

=
ps−α

(N−α)p

⎡⎢⎢⎢⎢⎢⎣
(1−λ |u|pp)+(∫

Ω

|u|p∗s,α
|x|α dx

)p/p∗s,α

⎤⎥⎥⎥⎥⎥⎦
(N−α)/(ps−α)
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=
ps−α

(N−α)p

⎡⎢⎢⎢⎢⎢⎣
(‖(1− t)w+ tv0‖p−λ |(1− t)w+ tv0|pp)+(∫

Ω

|(1− t)w+ tv0|p∗s,α
|x|α dx

)p/p∗s,α

⎤⎥⎥⎥⎥⎥⎦
(N−α)/(ps−α)

.(3.16)

Since w = 0 in B2θδ (0) by Proposition 9 and v0 = 0 in Bθδ (0)c by (2.7), it follows
that

‖(1− t)w+ tv0‖p

� (1− t)p
∫

A1

|w(x)−w(y)|p
|x− y|N+ps dxdy+ t p

∫
A2

|v0(x)− v0(y)|p
|x− y|N+ps dxdy

+2
∫

A3

|(1− t)w(x)− tv0(y)|p
|x− y|N+ps dxdy

=: (1− t)pI1 + t pI2 +2I3, (3.17)

where

A1 = Bθδ (0)c×Bθδ (0)c, A2 = B2θδ (0)×B2θδ(0), A3 = B2θδ (0)c×Bθδ (0).

We estimate I3 using the following elementary inequality: given κ > 1 and p− 1 <
q < p , there exists a constant C = C(κ ,q) > 0 such that

|a+b|p � κ |a|p + |b|p +C|a|p−q|b|q, ∀a,b ∈ R.

Taking κ = λ/λ ′ and, thanks to N > sp2 , choosing q ∈ (N(p−1)/(N − ps), p) , we
get

I3 � λ
λ ′ (1− t)p∫

A3

|w(x)−w(y)|p
|x−y|N+ps dxdy+ t p ∫

A3

|v0(x)−v0(y)|p
|x−y|N+ps dxdy

+C
∫
A3

|w(x)|p−qv0(y)q

|x−y|N+ps dxdy =: λ
λ ′ (1− t)pI4 + t pI5 +CJq. (3.18)

Clearly, I1 +2I4 � ‖w‖p = 1 and I2 +2I5 � ‖v0‖p = 1. By (3.11) and

|x− y| � |x|−θδ
� |x|/2 on A3,

we have

Jq � C
‖uε,δ‖q

∫
A3

uε,δ (y)q

|x|N+ps dxdy

� C
δ ps

∫
RN

uε,δ (y)qdy,

since (2.9) and (1.8) imply that
∫

Ω

u
p∗s,α
ε,δ
|x|α dx , and hence also ‖uε,δ‖ , is bounded away

from zero if ε is sufficiently small. Recalling (2.6), it holds Gε,δ (t) � t for all t � 0,
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and thus ∫
RN

uε,δ (y)qdy �
∫

RN
Uε(y)qdy

= εN−(N−ps)q/p
∫

RN
U(y)qdy,

and the last integral is finite by (2.4) since q > N(p−1)/(N−sp) . So combining (3.17)
and (3.18), we have

‖(1− t)w+ tv0‖p � λ
λ ′ (1− t)p + t p +CεN−(N−ps)q/p. (3.19)

On the other hand, since the supports of w and v0 are disjoint,

|(1− t)w+ tv0|pp = (1− t)p|w|pp + t p|v0|pp,∫
Ω

|(1− t)w+ tv0|p∗s,α
|x|α dx = (1− t)p∗s,α

∫
Ω

|w|p∗s,α
|x|α dx+ t p∗s,α

∫
Ω

|v0|p∗s,α
|x|α dx. (3.20)

By (3.13),
∫

Ω

|w|p∗s,α
|x|α dx is bounded away from zero, and (3.15) implies that so is∫

Ω

|v0|p∗s,α
|x|α dx if ε is sufficiently small, so the last expression in (3.20) is bounded away

from zero for 1 � t > t0 . It follows from (3.19), (3.20) and |w|pp = 1/Ψ(w) > 1/λ ′ by
(3.14), that

‖(1− t)w+ tv0‖p−λ |(1− t)w+ tv0|pp(∫
Ω

|(1− t)w+ tv0|p∗s,α
|x|α dx

)p/p∗s,α
� 1−λ |v0|pp(∫

Ω

|v0|p∗s,α
|x|α dx

)p/p∗s,α
+CεN−(N−ps)q/p.

Since v0 = uε,δ /‖uε,δ‖ , the right-hand side is less than or equal to

με,δ (λ )+CεN−(N−ps)q/p � μα −
(

λ
C
−Cε(N−sp2)/(ps−1)−Cε(N−ps)/(1−q/p)

)
εsp

by (2.11). Since N > sp2 and q < p , it follows from this that the last expression in

(3.16) is strictly less than
sp−α

(N−α)p
μ (N−α)/(sp−α)

α if ε is sufficiently small.

3.3. Case 3: (N− sp2)(N −α) > sp(sp−α) and λ = λk

We note that (N− sp2)(N −α) > sp(sp−α) implies that N > sp2 , and the case
where λ > λ1 is not from the sequence (λk) , was covered in the proof of Case 2, so we
assume that λ = λk < λk+1 for some k ∈ N . Take δ > 0 so small that the conclusions
of Proposition 9 hold with λk +CδN−sp < λk+1 , in particular, Ψ(w) < λk+1 for all
w ∈ Eδ , and take A0 = Eδ , B0 = Ψλk+1

and v0 = π(uε,δ ) ∈ M \Eδ as in the last
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subsection. Then let 0 < ε � δ/2, R > r > 0, and let A , B and X be as in Theorem
2.1. As before, inf I(B) > 0 if r is sufficiently small and

I(Rπ((1− t)w+ tv0)) � 0, ∀w ∈ Eδ , 0 � t � 1

if R is sufficiently large. On the other hand,

I(tw) � t p

p

(
1− λ

Ψ(w)

)
� CRpδN−sp, ∀w ∈ Eδ , 0 � t � R

by (3.12), where C denotes a generic positive constant independent of ε and δ . It
follows that

sup I(A) � CRpδN−sp

< inf I(B)

if δ is sufficiently small. As in the last proof, it only remains to verify that (see (3.16))

sup
(w,t)∈Eδ×[0,1]

‖(1− t)w+ tv0‖p−λk|(1− t)w+ tv0|pp(∫
Ω

|(1− t)w+ tv0|p∗s,α
|x|α dx

)p/p∗s,α
< μα (3.21)

if ε and δ are suitably small. We estimate the integral I3 in (3.17) using the elementary
inequality

|a+b|p � |a|p + |b|p +C(|a|p−1|b|+ |a||b|p−1), ∀a,b ∈ R (3.22)

to get

I3 � (1− t)p
∫

A3

|w(x)−w(y)|p
|x− y|N+ps dxdy+ t p

∫
A3

|v0(x)− v0(y)|p
|x− y|N+ps dxdy

+C(1− t)p−1
∫

A3

|w(x)|p−1v0(y)
|x− y|N+ps dxdy+C(1− t)

∫
A3

|w(x)|v0(y)p−1

|x− y|N+ps dxdy

=: (1− t)pI4 + t pI5 +C(1− t)p−1J1 +C(1− t)Jp−1. (3.23)

As before, I1 +2I4 � 1, I2 +2I5 � 1 and for q = 1, p−1,

Jq :=
∫

A3

|w(x)|p−qv0(y)q

|x− y|N+ps dxdy

� C
∫

A3

uε,δ (y)q

|x|N+ps dxdy

� C
δ sp

∫
Bθδ (0)

Uε(y)qdy
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� CεN−(N−sp)q/p

δ sp

∫
Bθδ/ε(0)

U(y)qdy.

We take δ = εβ with β ∈ (0,1) and use (2.4) to estimate the last integral to get

Jq � Cε(N−sp)[p(p−q−1)β+q]/p(p−1).

So combining (3.17) and (3.23) gives

‖(1− t)w+ tv0‖p � (1− t)p + t p + J̃1 + J̃p−1, (3.24)

where

J̃q := C(1− t)p−qJq � C(1− t)p−qε(N−sp)[p(p−q−1)β+q]/p(p−1).

Young inequality then gives

J̃q � κ
3

(1− t)p∗s,α +Cεsp+Γq(β )κ−γq (3.25)

for any κ > 0, where

Γq(β ) =
[(N−sp2)(N−α)−sp(sp−α)](p−q)(p−1)−(N−α)p(N−sp)(p−q−1)(β0−β )

[(sp−α)p+(N−sp)q](p−1) ,

and

β0 =
N− sp2

N− sp
, γq =

(N− sp)(p−q)
(N−α)p− (N− sp)(p−q)

.

Then we have

‖(1− t)w+ tv0‖p � (1− t)p + t p +
2κ
3

(1− t)p∗s,α

+Cεsp

(
εΓ1(β )

κγ1
+

εΓp−1(β )

κγp−1

)
(3.26)

by (3.24) and (3.25). Using (N − sp2)(N −α) > sp(sp−α) , we fix β < β0 so close
to β0 that Γq(β ) > 0 for q = 0,1, p−1, p . By (3.12) and Young inequality,

λk(1− t)p|w|pp � (1− t)p
(
1−Cε(N−sp)β

)
� (1− t)p− κ

3
(1− t)p∗s,α −Cεsp+Γ0(β )κ−γ0 . (3.27)

By (3.26), (3.20) and (3.27), the quotient Q(w,t) in (3.21) satisfies

Q(w, t) � (1−λk|v0|pp)t p + κ(1− t)p∗s,α +Cεsp+Γ(β )κ−γ[
(1− t)p∗s,α

∫
Ω

|w|p∗s,α
|x|α dx+ t p∗s,α

∫
Ω

|v0|p∗s,α
|x|α dx

]p/p∗s,α
, (3.28)
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where

Γ(β ) = min{Γ0(β ),Γ1(β ),Γp−1(β )} > 0,

γ = max{γ0,γ1,γp−1} =
N− sp
sp−α

.

As before, the denominator is bounded away from zero if ε is sufficiently small,
so it follows that

sup
(w,t)∈Eδ ×[0,1]

Q(w,t) � C(t p
0 + κ + εsp+Γ(β )κ−γ)

< μα

for some t0 > 0 if κ and ε are sufficiently small. For t � t0 , rewriting the right-hand
side of (3.28) as

1−λk|v0|pp(∫
Ω

|v0|p∗s,α
|x|α dx

)p/p∗s,α
+

κ(1− t)p∗s,α +Cεsp+Γ(β )κ−γ

t p

(∫
Ω

|v0|p∗s,α
|x|α dx

)p/p∗s,α

⎡⎢⎢⎢⎣(1− t)p∗s,α

∫
Ω

|w|p∗s,α
|x|α dx

t p∗s,α
∫

Ω

|v0|p∗s,α
|x|α dx

+1

⎤⎥⎥⎥⎦
p/p∗s,α

gives Q(w, t) � g((1− t)p∗s,α) , where

g(τ) =
με,εβ (λk)+C(κτ + εsp+Γ(β )κ−γ)

(1+C−1τ)p/p∗s,α
, C = C(N, p,s,t0,α).

Since 0 � (1− t)p∗s,α < 1, then

Q(w,t) � με,εβ (λk)+C(κ + εsp+Γ(β )κ−γ).

If με,εβ (λk) < μs/2 for some sequence ε j → 0, then the right-hand side is less than μs

for sufficiently small κ and ε = ε j with sufficiently large j , so we may assume that
με,εβ (λk) � μs/2 for all sufficiently small ε . Then it is easily seen that if

κ <
pμs

2p∗s,α(C+1)
,

then g′(τ) � 0 for all τ ∈ [0,1] and hence the maximum of g((1− t)p∗s,α ) on [t0,1]
occurs at t = 1. So, we reach

Q(w,t) � με,εβ (λk)+Cεsp+Γ(β )κ−γ

� μs−
(

λk

C
−CεΓp(β )−CεΓ(β )κ−γ

)
εsp

by (2.11), then the desired conclusion follows for sufficiently small κ and ε .
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3.4. Case 4: N(N − sp2)(N−α) > (N− sp)sp(sp−α) , ∂Ω ∈C1,1 , and λ = λk

By Iannizzotto, Mosconi and Squassina [14, Theorem 4.4], there exists a constant
C = C(N,Ω, p,s) > 0 such that for any v ∈ Xs

p(Ω) with (−Δ)s
pv ∈ L∞(Ω) ,

|v(x)| � C
∣∣∣(−Δ)s

pv
∣∣∣1/(p−1)

∞
ds(x), ∀x ∈ R

N , (3.29)

where d(x) = dist(x,RN\Ω) .

LEMMA 10. [17] Assume that ∂Ω∈C1,1 . Given α,β > 1 , there exists a constant
C = C(N,Ω, p,s,α,β ) > 0 such that if Bβ r(0) ⊂ {x ∈ Ω : d(x) < αr} , then for any
v ∈ Xs

p(Ω) with (−Δ)s
pv ∈ L∞(Ω) ,

|v(x)− v(y)| � C
∣∣∣(−Δ)s

pv
∣∣∣1/(p−1)

∞
|x− y|s, ∀x ∈ Br(0), ∀y ∈ Ω\Bβ r(0).

Let ηδ be as the cut-off function in Lemma 3.

LEMMA 11. [17] Assume that ∂Ω ∈ C1,1 . Then there exists a constant C =
C(N,Ω, p,s) > 0 such that for any v ∈ Xs

p(Ω) such that (−Δ)s
pv ∈ L∞(Ω) and δ > 0

such that B6θδ (0) ⊂ {x ∈ Ω : d(x) < 12θδ} ,

‖vηδ‖p � ‖v‖p +C
∣∣∣(−Δ)s

pv
∣∣∣p/(p−1)

∞
δN . (3.30)

Since ∂Ω ∈C1,1 , for all sufficiently small δ > 0, the ball B6θδ (0) is contained in
{x ∈ Ω : d(x) < 12θδ} after a translation. Then by Lemma 11 and Proposition 8,

‖vδ‖p � 1+CδN, v ∈ E,

and using this inequality in the proof of Proposition 9 (see [17, Proposition 3.2]) shows
that (3.12) can now be strengthened to

sup
w∈Eδ

Ψ(w) � λk +CδN . (3.31)

Proceeding as in the last subsection, we have to verify (3.21) for suitably small ε and
δ . Since the argument is similar, we only point out where it differs. Let v ∈ E and let

w = π(vδ ) = vδ /‖vδ‖.
As noted in the proof of Proposition 9, ‖vδ‖ is bounded away from zero, so

Jq � C
∫

A3

|vδ (x)|p−quε,δ (y)q

|x− y|N+ps dxdy,

where A3 = B2θδ (0)c ×Bθδ (0) . By Lemma 10, (3.29) and Proposition 9, moreover,
since

|x− y| � |x|/2
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� θδ on A3,

we get

|vδ (x)|p−q � |v(x)|p−q

� C(|v(x)− v(y)|p−q + |v(y)|p−q)

� C(|x− y|s(p−q) + δ s(p−q))

� C|x− y|s(p−q),

so

Jq � C
∫

A3

uε,δ (y)q

|x|N+sq dxdy

� C
δ sq

∫
Bθδ (0)

Uε(y)qdy

� Cε{p[(p−q−1)N+sq]β+(N−sp)q}/p(p−1).

Then (3.25) holds with

Γq(β ) =
[N(N−sp2)(N−α)−(N−sp)sp(sp−α)](p−q)(p−1)−(N−α)p(N−sp)[(p−q−1)N+sq](β0−β )

[(sp−α)p+(N−sp)q](p−1)(N−sp) ,

so does (3.27) by (3.31). Using

N(N − sp2)(N−α) > (N− sp)sp(sp−α),

we fix β < β0 so close to β0 that Γq(β ) > 0 for q = 0,1, p− 1, p and proceed as
before.

4. Proof of Theorem 1.2

Proof of Theorem 1.2. Here we only give the proof of Theorem 1.2 (b), since the proof
of (a) is similar and simpler. By Proposition 5, IT satisfies the (PS)c condition for all

c <
sp−α

(N−α)p
μ (N−α)/(sp−α)

α ,

so we apply Theorem 2.2 with

b =
sp−α

(N−α)p
μ (N−α)/(sp−α)

α .

By Perera, Squassina and Yang [20, Proposition 3.5], the sublevel set Ψλk+m has a
compact symmetric subset A0 with

i(A0) = k+m.
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We take B0 = Ψλk+1
, so that

i(S1\B0) = k

by (1.7). Set 0 < r < R and let A,B and X be as in Theorem 2.2. For u ∈ B0 ,

I(ru) � rp

p

(
1− λ

λk+1

)
− rp∗s,α

p∗s,α μ p∗s,α/p
α

by (1.5). Since λ < λk+1 and p∗s,α > p , it follows that infIT (B) > 0 if r is sufficiently

small. For u ∈ A0 ⊂ Ψλk+m ,

I(Ru) � Rp

p

(
1− λ

λk+1

)
− Rp∗s,α

p∗s,αVα(Ω)(sp−α)/(N−sp)λ p∗s,α/p
k+1

by (1.8), so there exists R > r such that I � 0 on A . For u ∈ X ,

I(u) � λk+1−λ
p

∫
Ω
|u|pdx− 1

p∗s,αVα(Ω)(sp−α)/(N−sp)

(∫
Ω
|u|pdx

)p∗s,α/p

� sup
ρ�0

[
λk+1−λ

p
ρ − ρ p∗s,α/p

p∗s,αVα(Ω)(sp−α)/(N−sp)

]

=
sp−α

(N−α)p
Vα(Ω)(λk+1−λ )(N−α)/(sp−α).

So

sup I(X) � sp−α
(N−α)p

Vα(Ω)(λk+1−λ )(N−α)/(sp−α)

<
sp−α

(N−α)p
μ (N−α)/(sp−α)

α

by (1.9). Therefore, Theorem 2.2 gives now m distinct pairs of (nontrivial) critical
points ±uλ

j , j = 1, · · ·,m of I such that

0 < I(uλ
j ) � sp−α

(N−α)p
Vα(Ω)(λk+1 −λ )(N−α)/(sp−α) → 0 as λ ↗ λk+1. (4.1)

Then ∫
Ω

|uλ
j |p

∗
s,α

|x|α dx =
(N−α)p
sp−α

[
I(uλ

j )−
1
p
I′(uλ

j )u
λ
j

]
=

(N−α)p
sp−α

I(uλ
j ) → 0

and hence uλ
j → 0 in Lp(Ω) also by (1.8), so

‖uλ
j ‖p = pI(uλ

j )+ λ |uλ
j |pp +

p
p∗s,α

∫
Ω

|uλ
j |p

∗
s,α

|x|α dx → 0.

The proof of Theorem 1.2 is completed. �
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[27] R. SERVADEI, E. VALDINOCI,The Brézis-Nirenberg result for the fractional Laplacian, Trans. Amer.

Math. Soc., 367, 1 (2015), 67–102.



114 GAIXIA NING ET AL, Differ. Equ. Appl. 10, No. 1 (2018), 87–114.

[28] R. SERVADEI, E. VALDINOCI, A Brezis-Nirenberg result for non-local critical equations in low di-
mension, Commun. Pure Appl. Anal., 12, 6 (2013), 2445–2464.

[29] R. SERVADEI, E. VALDINOCI, The Brezis-Nirenberg result for the fractional Laplacian, Trans. Amer.
Math. Soc., 367, 1 (2005), 67–102.

[30] E.A. SILVA, M.S. XAVIER, Multiplicity of solutions for quasilinear elliptic problems involving criti-
cal Sobolev exponents, Ann. Inst. H. Poincaré Anal. Non Linéaire, 20, 2 (2003), 341–358.
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