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Abstract. In this paper we prove some coupled and mixed coupled hybrid fixed point theorems
involving different algebraic combinations of three operators and coupled operators in a partially
ordered Banach algebra by an application of a coupled hybrid fixed point principle for partially
condensing coupled mappings developed in Dhage [J. Fixed Point Theory Appl. 19 (2017),
2541–2575]. Our approach is based on the partial Kuratowskii measure of noncompactness with
maximum property and is somewhat different from the approach of coupled hybrid fixed point
theorems presented in Dhage [J. Fixed Point Theory Appl. 19 (2017), 3231–3264]. We apply
our newly developed abstract mixed coupled hybrid fixed point theorems along with algorithms
to a couple of nonlinear first and second order coupled quadratically perturbed hybrid differen-
tial equations with the periodic boundary conditions for proving the existence and approxima-
tion theorems under certain mixed hybrid conditions from algebra, analysis and topology. The
abstract existence and approximation results of the coupled quadratic periodic boundary value
problems of first and second order ordinary differential equations are also illustrated by present-
ing a few numerical examples. We claim that the results of this paper are new to the literature on
nonlinear analysis applications.

1. Introduction

Throughout this paper, unless otherwise mentioned, let (E,�,‖ · ‖) denote a par-
tially ordered Banach algebra with the order relation � and the norm ‖ · ‖ defined on
it. Given a nonlinear operator T : E ×E → E , consider a pair of operator equations

x = T (x,y) (1.1)
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and
y = T (y,x) (1.2)

which together are called the nonlinear coupled operator equations and the nonlinear
operator T involved in them is called the coupled operator on E ×E into E .

A pair (x∗,y∗) of elements in E is called a coupled fixed point of the coupled
operator T or a coupled solution of the coupled operator equations (1.1) and (1.2) if

x∗ = T (x∗,y∗) and y∗ = T (y∗,x∗). (1.3)

A coupled fixed point (x∗,y∗) is called unique comparable if there does not exist
another coupled fixed point (u∗,v∗) which is comparable to it. A coupled fixed point
(x∗,y∗) is called unique if it is the only coupled solution of the coupled operator equa-
tions (1.1)–(1.2) in the space E ×E . Finally, a point (x∗,y∗) is called a fixed point if
x∗ = y∗ , i.e., x∗ = T (x∗,x∗) .

The coupled hybrid fixed point theorems for mixed monotone condensing oper-
ators using the properties of cones in an ordered Banach space have been proved by
Chang and Ma [6], Nistri et.al [36], Sun [38] and references therein. Similarly coupled
hybrid fixed point theorems for mixed monotone partially condensing coupled map-
pings in a partially ordered metric space guaranteeing the existence of coupled fixed
points have been proved in Dhage [19] which include the coupled fixed point theorems
of Bhaskar and Lakshmikantham [4], Berinde [3], Dhage and Dhage [27] and Dhage
[18] as special cases. Bhaskar and Lakshmikatham [4] used a partial contraction type
condition on the mixed monotone coupled operator T which is further generalized by
Berinde [3] by generalizing the partial contraction condition to symmetric partial con-
traction condition for getting the same conclusion via constructive method. However,
Dhage [18] used a compactness type topological arguments on the mixed monotonic
coupled operator T and obtained an algorithm for the coupled solutions for the cou-
pled operator equations (1.1)–(1.2). Sometimes it may happen that the mixed monotone
operator T is neither contraction nor satisfies the compactness type condition, but the
splitting of the coupled operator T into three operators or coupled operators F , G and
H into the form T = F G +H satisfy the above criteria separately, where the prod-
uct of coupled operators F G : E×E →E is defined by

(
F G

)
(x,y)= F (x,y)G (x,y) .

See Dhage [10, 12, 13] and the references therein. So in this case it is interesting to es-
tablish the coupled hybrid fixed point theorems involving the sum and product of three
operators in a partially ordered Banach algebra (cf. Dhage [15, 16, 17]).

The rest of the paper is organized as follows: Section 2 deals with the preliminar-
ies and auxiliary results concerning the Janhavi sets and the regularity of the partially
ordered Banach space which will be used in the subsequent part of the paper. Section
3 deals with the main coupled hybrid fixed point theorems and their various conse-
quences. The mixed coupled hybrid fixed point theorems are presented in Section 4.
Section 5 consists of coupled hybrid quadratic periodic boundary value problems (in
short QPBVPs) of first order nonlinear differential equations and the related results to
be used in the subsequent section of the paper. The existence and approximation results
for coupled hybrid QPBVPs of first order nonlinear differential equations are given in
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Section 6. Section 7 deals with the coupled hybrid QPBVPs of second order nonlinear
differential equations and related existence and approximation results. Some illustra-
tive numerical examples of the first and second order QBVPs are given in Section 8.
Finally some concluding remarks are given in Section 9. We claim that the results of
this paper are new to the literature on nonlinear analysis and applications.

2. Preliminaries and auxiliary results

Throughout this section, unless otherwise mentioned, let (E,�,d) denote a par-
tially ordered metric space with partial order � and the metric d on X . The partially
ordered normed linear spaces and the order Banach spaces are the examples of a par-
tially ordered metric space. Two elements x and y in E are said to be comparable
if either the relation x � y or y � x holds. A non-empty subset C of E is called a
chain or totally ordered if all the elements of C are comparable. It is known that E is
regular if {xn} is a nondecreasing (resp. nonincreasing) sequence in E and xn → x∗
as n → ∞ , then xn � x∗ (resp. xn � x∗ ) for all n ∈ N . The conditions guaranteeing
the regularity of E may be found in Guo and Lakshmikantham [30] and the references
therein. Similarly a few details of a partially ordered normed linear space are given in
Dhage [14] while orderings defined by different order cones are given in Deimling [7],
Guo and Lakshmikantham [30], Heikkilä and Lakshmikantham [31], Carl and Heikkilä
[5], Zeidler [40] and references therein.

We need the following definitions (see Dhage [13, 14, 15, 16, 17] and the refer-
ences therein) in what follows.

A mapping T : E →E is called isotone or monotone nondecreasing if it preserves
the order relation � , that is, if x � y implies T x � T y for all x,y ∈ E . Similarly, T
is called monotone nonincreasing if x � y implies T x � T y for all x,y ∈ E . Finally,
T is called monotonic or simply monotone if it is either monotone nondecreasing or
monotone nonincreasing on E . A mapping T : E → E is called partially continuous
at a point a ∈ E if for given ε > 0 there exists a δ > 0 such that d(T x,T a) < ε
whenever x is comparable to a and d(x,a) < δ . T is called partially continuous
on E if it is partially continuous at every point of it. It is clear that if T is partially
continuous on E , then it is continuous on every chain C contained in E and vice-
versa. A non-empty subset S of the partially ordered metric space E is called partially
bounded if every chain C in S is bounded. A mapping T on a partially ordered metric
space E into itself is called partially bounded if T (E) is a partially bounded subset
of E . T is called uniformly partially bounded if all chains C in T (E) are bounded
by a unique constant. A non-empty subset S of the partially ordered metric space E is
called partially compact if every chain C in S is a compact subset of E . A mapping
T : E →E is called partially compact if every chain C in T (E) is a relatively compact
subset of E . T is called uniformly partially compact if T is a uniformly partially
bounded and partially compact operator on E . T is called partially totally bounded
if for any bounded subset S of E , T (S) is a partially totally bounded subset of E .
If T is partially continuous and partially totally bounded, then it is called partially
completely continuous on E .
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REMARK 2.1. Suppose that T is a monotone nondecreasing operator on E into
itself. Then T is a partially bounded or partially compact on E if T (C) is a bounded
or relatively compact subset of E for each chain C in E .

DEFINITION 2.1. (Dhage [15, 16], Dhage and Dhage [26]) The order relation �
and the metric d on a non-empty set E are said to be D -compatible if {xn} is a mono-
tone sequence, that is, monotone nondecreasing or monotone nonincreasing sequence
in E and if a subsequence {xnk} of {xn} converges to x∗ implies that the original se-
quence {xn} converges to x∗ . Similarly, given a partially ordered normed linear space
(E,�,‖ · ‖) , the order relation � and the norm ‖ · ‖ are said to be D -compatible if
� and the metric d defined through the norm ‖ · ‖ are D -compatible. A subset S of
E is called Janhavi if the order relation � and the metric d or the norm ‖ · ‖ are D -
compatible in it. In particular, if S = E , then E is called a Janhavi metric or Janhavi
Banach space.

There do exist several examples of the regular and Janhavi Banach spaces in the
literature. In fact, every finite dimensional Euclidean space R

n is regular as well as
Janhavi with respect to the usual componentwise order relation and the standard norm
in R

n . The following results are of fundamental importance concerning the regularity
of a partially ordered Banach space and the Janhavi sets whereby which it is possible
to extend the utility or applicability of the abstract coupled hybrid fixed point theorems
of this paper to the variety of nonlinear problems in a natural way.

2.1. Regularity and Janhavi sets

We need often the concepts of regularity and Janhavi sets in a partially ordered
and ordered Banach space in the development of coupled hybrid fixed point theory and
applications. In the following we obtain some basic results in this direction.

We recall that a non-empty closed and convex subset K of the Banach algebra E
is called a cone if i) K +K ⊆ K , ii) λK ⊆ K for λ ∈ R , λ � 0, and iii) {−K}⋂K =
{θ} , where θ is a zero element of E . The cone K in E is called positive if iv)
K ◦K ⊆ K , where “◦” is a multiplicative composition in E . The details of cones
and their properties may be found in Guo and Lakshmikantham [30], Heikkilä and
Lakshmikantham [31] and references therein. We define an order relation � in the
Banach algebra E by

x � y ⇐⇒ y− x ∈ K (2.1)

for all x,y ∈ E , where K is a positive cone in E . The Banach algebra E together with
the order relation � becomes a partially ordered or simply ordered Banach algebra and
it is denoted by (E,K) . We observe that every ordered Banach algebra (E,K) is not
necessarily a Janhavi Banach algebra as against the claim made in Yang et.al [39]. The
following two useful lemmas are recently proved in Dhage [22, 23] play a crucial role
in this connection. Since the proofs of these lemmas are not well-known, we give the
details of proof or completeness and ready reference.

LEMMA 2.1. (Dhage [22, 23]) Every ordered Banach space (E,K) is regular.
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Proof. Let {xn} be a monotone nondecreasing sequence of points in a partially
ordered Banach space (E,K) . By monotonic nature, we have

x1 � x2 � · · · � xn � · · · . (∗)

Suppose that the sequence {xn} converges to a point x∗ , that is, xn → x∗ as n→∞ .
Then, every subsequence {xnk} of {xn} also converges to the same limit point x∗ , that
is, xnk → x∗ as k → ∞ . Since {xn} is nondecreasing, for any given positive integer n ,
we have xn � xnk for each k � n ∈ N . This further by definition of the order relation �
implies that xnk − xn ∈ K . As the cone K is closed and convex set in E , one has

lim
k→∞

(
xnk − xn

)
= x∗ − xn ∈ K

for each n ∈ N . Therefore, xn � x∗ for all n ∈ N . Similarly, if {xn} is monotone
noincreasing sequence of points in E , then using the similar arguments, it can be proved
that x∗ � xn for all n ∈ N . As a result, (E,K) is a regular ordered Banach space and
the proof of the lemma is complete. �

LEMMA 2.2. (Dhage [21, 22]) Every partially compact subset S of an ordered
Banach space (E,K) is Janhavi.

Proof. Let C be an arbitrary chain in a partially compact subset S of an ordered
Banach space E . Then C = C is a compact set in E . Let {xn} be a monotone nonde-
creasing sequence of points in the chain C , that is,

x1 � x2 � · · · � xn � · · · . (2.2)

Then {xn} is a relatively compact set in E . Therefore, {xn} has a convergent
subsequence, say {xnk} converging to a point x∗ . We show that {xn} also converges to
x∗ . Suppose not. Then for ε > 0 there exists a subsequence {xni} of {xn} such that

‖xni − x∗‖ � ε for each i = 1,2, . . . . (2.3)

Now, by relative compactness of {xni} , there is a subsequence {xni j
} of {xni}

such that xni j
→ x′ as j → ∞ . Hence for any given positive integer k , by nondecreasing

nature of {xn} it follows that when j is large enough ( j � k ), we have that xnk � xni j
.

Then xni j
− xnk ∈ K . As K is closed and convex, taking the limit first as j → ∞ and

then as k → ∞ , we obtain

x′ − x∗ ∈ K =⇒ x∗ � x′.

Similarly, it can be shown that x′ � x∗ . As a result, we have x′ = x∗ and that
xni j

→ x∗ as j → ∞ . Therefore, we get

‖xni j
− x∗‖ < ε (2.4)
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for large j . This is a contradiction to (2.3) and the proof of the lemma is complete. �

The above two lemmas, Lemmas 2.1 and 2.2 are very much useful in the study of
nonlinear differential and integral equations in ordered Banach spaces for approxima-
tion and algorithms of the solutions. Next, we discuss some more information about
the regularity and Janhavi sets in the partially ordered normed linear product spaces.
The results so obtained in this field are useful in the development of hybrid fixed point
theory in nonlinear analysis and applications to the systems of nonlinear equations. For
that we consider the following definitions in what follows.

DEFINITION 2.2. A mapping f : R
n
+ → R+ is called sublinear if

(i) f (x+ y) � f (x)+ f (y) (subadditivity), and

(ii) f (λx) = λ f (x) (homogeneity)

for all x,y ∈ R
n
+ and λ ∈ R , λ � 0.

DEFINITION 2.3. A continuous mapping f : R
n
+ → R+ is called Kasu function if

(i) f is sublinear,

(ii) f (r1, . . . ,rn) = 0 if and only if ri = 0 for all i , i = 1,2, . . . ,n, and

(iii) f (r1, . . . ,rn) is nondecreasing in each of its co-ordinate variables.

The class of Kasu functions is denoted by K .

EXAMPLE 2.1. Define a mapping fs : R
n
+ → R+ by

fs(r1, . . . ,rn) =
n

∑
i=1

ai ri, (2.5)

where ai ∈ R , ai > 0 for all i = 1, . . . ,n . Then fs is a Kasu function.

EXAMPLE 2.2. Let the mapping fm : R
n
+ → R+ be defined by

fm(r1, . . . ,rn) = a max{r1, . . . ,rn}, (2.6)

where a ∈ R , a > 0. Then fm is a Kasu function.

PROPOSITION 2.1. Let ‖·‖1, . . . ,‖·‖n be the norms on n vector spaces E1, . . . ,En

respectively and let E = E1×·· ·×En. Then the function ‖ · ‖ : E → R+ defined by

‖x‖ = f
( ‖x1‖1, . . . ,‖xn‖n

)
(2.7)

is a norm on E , where x =
(

x1, . . . ,xn
)∈ E1×·· ·×En and f ∈ K .
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Proof. Clearly, E is a vector space with respect to the co-ordinatewise addition
and scalar multiplication in it. We show that the function ‖ ·‖ defined by (2.7) satisfies
all the properties of a norm on E .

(i) By definition of the of Kasu function f , we obtain

‖x‖ = f
( ‖x1‖1, . . . ,‖xn‖n

)
� 0

for all x = (x1, . . . ,xn) ∈ R+ . Furthermore, we have

‖x‖ = 0 ⇐⇒ f
( ‖x1‖1, . . . ,‖xn‖n

)
= 0 ⇐⇒ xi = 0 for i = 1, . . . ,n,

and therefore, ‖x‖= 0 if and only if x = 0 in view of property (ii) of the Kasu function
f .

(ii) Let λ ∈ R be arbitrary. Then, by sublinearity of Kasu function f , we obtain

‖λx‖ = ‖(λx1, . . . ,λxn)‖
= f

( ‖λ x1‖1, . . . ,‖λ xn‖n
)

= f
( |λ |‖x1‖1, . . . , |λ |‖xn‖n

)
= |λ | f ( ‖x1‖1, . . . ,‖xn‖n

)
= |λ |‖x‖.

(iii) Next, we prove the triangle inequality for the function ‖ ·‖ on E . Let x,y ∈ E
be such that x = (x1, . . . ,xn) and y = (y1, . . . ,yn) . Then, we have

‖x+ y‖=
∥∥ (x1, . . . ,xn)+ (y1, . . . ,yn)

∥∥
=
∥∥ (

x1 + y1, . . . ,xn + yn
) ∥∥

= f
( ‖x1 + y1‖1, . . . ,‖xn + yn‖n

)
� f

( ‖x1‖1 +‖y1‖1, . . . ,‖xn‖n +‖yn‖n
)

� f
( ‖x1‖1, . . . ,‖xn‖n

)
+ f

( ‖y1‖1, . . . ,‖yn‖n
)

= ‖x‖+‖y‖.
and so, the function ‖ · ‖ satisfies the triangle inequality.

(iv) Finally, we show that the function ‖ · ‖ is a continuous function on E . To
see this, let {xm} be a sequence of points in E converging to a point x in E , where
xm = (xm

1 , . . . ,xm
n ) and x = (x1, . . . ,xn) . Then, by definition of the function ‖ · ‖ , we

have ∣∣ ‖xm‖−‖x‖ ∣∣ � ‖xm − x‖
= ‖ (

xm
1 , . . . ,xm

n

)− (
x1, . . . ,xn

) ‖
=

∥∥∥ (
xm
1 − x1, . . . ,x

m
n − xn

) ∥∥∥
= f

(
‖xm

1 − x1‖1, . . . ,‖xm
n − xn‖n

)
.
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Taking the limit as m → ∞ in the above expression, we obtain

lim
m→∞

∣∣ ‖xm‖−‖x‖ ∣∣ � lim
m→∞

f
(
‖xm

1 − x1‖1, . . . ,‖xm
n − xn‖n

)
= f

(
lim
m→∞

‖xm
1 − x1‖1, . . . , lim

m→∞
‖xm

n − xn‖n

)
= f (0, . . . ,0)
= 0

and so, ‖xm‖ → ‖x‖ as m → ∞ . This shows that ‖ · ‖ is a continuous function on the
product vector space E .

Thus, the function ‖ · ‖ satisfies all the properties of the norm on E and hence
(E,‖ · ‖) is a normed linear space. �

REMARK 2.2. The norm ‖ · ‖ defined by (2.7) is called a Kasu norm on the
product linear or vector space E1×·· ·×En .

PROPOSITION 2.2. Let (E1,‖·‖1), . . . ,(En,‖·‖n) be n normed linear spaces and
let E = E1 ×·· ·×En . Suppose that the Kasu norm ‖ · ‖ is defined by (2.7). If each of
the normed linear spaces E1, . . . ,En is complete, then so is also (E,‖ · ‖) .

Proof. We show that every Cauchy sequence of points in E converges to a point
in E . Let {xm} =

{
(xm

1 , . . . ,xm
n )

}
be a Cauchy sequence in E . Then, we have

lim
m,p→∞

‖xm − xp‖ = 0.

Now, by definition of the Kasu norm ‖ · ‖ , we have that

lim
m,p→∞

f
(
‖xm

1 − xp
1‖1, . . . ,‖xm

n − xp
n‖n

)
= 0

which further yields
lim

m,p→∞
‖xm

i − xp
i ‖i = 0

for each i , i = 1,2, . . . ,n . This shows that {xm
i } is a Cauchy sequence in Ei for i =

1,2, . . . ,n . Since each Ei is complete, the sequence {xm
i } converges to a point, say

x∗i ∈ Ei for i = 1,2, . . . ,n . As a result, we have

lim
m→∞

‖xm
i − x∗i ‖i = 0, i = 1,2, . . . ,n.

Now, by definition of the norm ‖ · ‖ we obtain

lim
m→∞

‖xm − x∗‖ = lim
m→∞

∥∥ (
xm
1 , . . . ,xm

n

)− (
x∗1, . . . ,x

∗
n

) ∥∥
= lim

m→∞

∥∥ (
xm
1 − x∗1, . . . ,x

m
n − x∗n

) ∥∥
= lim

m→∞
f
(
‖xm

1 − x∗1‖1, . . . ,‖xm
n − x∗n‖n

)
= f

(
lim
m→∞

‖xm
1 − x∗1‖1, . . . , lim

m→∞
‖xm

n − x∗n‖n

)
= 0.
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As a result every Cauchy sequence in E is convergent and converges to a point in
E . Hence, E is a complete normed linear space. �

Next, we introduce the binary operation multiplication “ ·” in R
n
+ as follows. Let

a = (a1, . . . ,an) and b = (b1, . . . ,bn) be two elements of R
n
+ . Then the multiplication

a ·b is defined by the co-ordinatewise multiplication as

a ·b =
(
a1, . . . ,an

) · (b1, . . . ,bn
)

=
(
a1b1, . . . ,anbn

)
.

Similarly, the multiplication “ ·” in the product Banach space E = E1×·· ·×En is
defined as the co-ordinatewise multiplication,

x · y =
(
x1, . . . ,xn

) · (y1, . . . ,yn
)

=
(
x1y1, . . . ,xnyn

)
. (2.8)

for x =
(
x1, . . . ,xn

)
,y = (y1, . . . ,yn

) ∈ E = E1×·· ·×En , where each of E1, . . . ,En is a
Banach algebra.

DEFINITION 2.4. A Kasu function f : R
n
+ → R+ is called submultiplicative if

f (a ·b) � f (a) f (b) for a,b ∈ R
n
+ .

LEMMA 2.3. Let ‖ ·‖1, . . . ,‖ ·‖n be the norms in the Banach algebras E1, . . . ,En

respectively and let E = E1 × ·· · ×En . Let ‖ · ‖ and “ ·” be the Kasu norm and co-
ordinatewise multiplication in E defined by the relations (2.7) and (2.8) respectively. If
the Kasu function f is submultiplicative, then E is also a Banach algebra.

Proof. Let x =
(
x1, . . . ,xn

)
,y = (y1, . . . ,yn

)
be two elements of the product Ba-

nach space E = E1×·· ·×En . Then, by (2.8), we obtain

x · y =
(
x1, . . . ,xn

) · (y1, . . . ,yn
)

=
(
x1y1, . . . ,xnyn

)
.

Therefore, by submultiplicativity, we get

‖x · y‖ = f
(‖x1y1‖1, . . . ,‖xnyn‖n

)
� f

(‖x1‖1‖y1‖1, . . . ,‖xn‖n‖yn‖n
)

= f
((‖x1‖1, . . . ,‖xn‖n

) · (‖y1‖1, . . . ,‖yn‖n
))

� f
(‖x1‖1, . . . ,‖xn‖n

) · f
(‖y1‖1, . . . ,‖yn‖n

)
= ‖x‖‖y‖.

Hence, (E,‖ · ‖) is a Banach algebra and the proof of the lemma is complete. �

REMARK 2.3. We remark that Lemma 2.3 is useful in the study of coupled hybrid
fixed point theory in Banach algebras and applications on the lines of Dhage [20].

EXAMPLE 2.3. Let ‖ · ‖E be a norm in a Banach space E . Then the functions
‖ · ‖s and ‖ · ‖m defined by

‖u‖s = ‖x‖E +‖y‖E (2.9)
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and
‖u‖m = max

{‖x‖E , ‖y‖E
}

(2.10)

are the norms in E2 in view of the expressions (2.5) and (2.6), where u = (x,y) ∈ E2 .
Moreover, (E2,‖ · ‖s) is also a Banach algebra with respect to the co-ordinatewise
multiplication in E2 = E ×E , provided E is a Banach algebra.

Now, we introduce an order relation α in the product metric space E = E1×·· ·×
En . An order relation � is a binary relation which is reflexive, antisymmetric and
transitive. Note that a vector or linear space X together with the order relation � is
called partially ordered if the following conditions are satisfied.

(i) x � y =⇒ λx � λy for all x,y ∈ X and λ ∈ R , λ � 0, and

(ii) x � y =⇒ x+ z� y+ z for x,y,z ∈ X .

A few details of a partially ordered vector space appear in Dhage [14] and refer-
ences therein. If a partial order � is introduced in a normed linear space X and which
is also complete with respect to the norm, then it is called a partially ordered Banach
space.

Let α1, . . . ,αn be the partial order relations in the partially ordered Banach space
E1, . . . ,En respectively. Denote E = E1 × ·· ·×En and α = α1 × ·· ·×αn. We define
a partial order α in the product space E as follows. Let x = (x1, . . . ,xn) and y =
(y1, . . . ,yn) be two elements of E . Then,

x α y ⇐⇒ xi αi yi for i = 1,2, . . . ,n. (2.11)

The order relation α defined by the above expression (2.11) is called the Kasu
partial order on the product Banach space E = E1 × ·· · ×En . The product space E
together with the above Kasu partial order α becomes a partially ordered linear space
and if the norm ‖ · ‖ in E is defined by (2.7), then (E,α,‖ · ‖) becomes a partially
ordered Banach space.

EXAMPLE 2.4. Let � be the partial order relation in a partially ordered Banach
space E and let E2 = E ×E . Let Z = (x,y) and W = (u,v) be two elements of E2 .
Then the binary relations �s and �m defined in E2 by

Z �s W ⇐⇒ x � u∧ y � v (2.12)

and
Z �m W ⇐⇒ x � u∧ y � v (2.13)

are the Kasu partial order relations and called the simple and mixed Kasu partial order
relations in E2 respectively.

Now, we are equipped with all the necessary details to state the significant results
concerning the Janhavi sets and regularity of the partially ordered product Banach space
(E,α,‖ · ‖) .
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THEOREM 2.1. Assume that each of the partially ordered Banach spaces
(E1,α1,‖ · ‖1), . . . ,(En,αn,‖ · ‖n) is regular. Suppose that E = E1×·· · ×En and α =
α1×·· · ×αn . If the norm ‖·‖ in E is defined by Kasu function (2.7), then the partially
ordered Banach space (E,α,‖ · ‖) is regular.

Proof. Suppose first that {xm} is a monotone nondecreasing sequence of points
in E . Then xm α xm+1 for each m ∈ N . By definition of the partial order α , we obtain
xm
i αi xm+1

i for each i , i = 1,2, . . . ,n. Next, we assume that xm → x∗ . Then,

lim
m→∞

‖xm − x∗‖ = 0.

Now, by definition of the Kasu norm (2.5), we obtain

lim
m→∞

‖xm
i − x∗i ‖i = 0

for each i = 1, . . . ,n. Thus the sequence {xm
i } is monotone nondecreasing and con-

verges to a point x∗i for i = 1, . . . ,n . Since each
(

Ei,αi,‖ · ‖i
)

is a regular partially
ordered Banach space, one has xm

i αi x∗i for all m ∈ N and for each i , i = 1, . . . ,n .
Hence, by definition of α , we get xm α x∗ for all m ∈ N . Similarly, if {xm} is mono-
tone nonincreasing sequence of points in E , that is, xm+1 α xm for all m ∈ N and if
{xm} converges to a point x∗ , then it can be shown that x∗ α xm for all m ∈ N . As
a result (E,α,‖ · ‖) is a partially ordered regular Banach space. This completes the
proof. �

COROLLARY 2.1. Let E1 = (E,�,‖·‖E) and E2 = (E,,‖·‖E) be two partially
ordered Banach spaces, where  is the inverse or reverse of the order relation � and
let E = E1 ×E2 . If one of the partially ordered Banach spaces E1 or E2 is regular,
then, (E,α,‖ · ‖) is also a regular partially ordered Banach space, where α =� × 
is a mixed Kasu order relation and ‖ · ‖ is a Kasu norm in E .

Proof. Suppose that E1 = (E,�,‖·‖E) is a regular partially ordered Banach space
and suppose that {xn} is a monotone nondecreasing sequence of points in E1 with re-
spect to the order relation � converging to a point x∗ in E . Then, {xn} is a nonin-
creasing sequence of points in E with respect to the order relation  converging to the
point x∗ . As E1 is regular, we have that xn � x∗ for all n ∈ N . By definition of 
which implies that x∗  xn for all n ∈ N . Similarly, if {xn} is a monotone nonincreas-
ing sequence of points in E1 converging to the point x∗ , then {xn} is also a monotone
nondecreasing sequence of point in E2 with respect to the order relation  converging
to the same limit point, x∗ . As E1 is regular one has, x∗ � xn for all n ∈ N . By def-
inition of  which implies that x∗  xn for all n ∈ N . As a result, (E1,,‖ · ‖E) is
also a regular partially ordered Banach space. Now the desired conclusion follows by
an application of Theorem 2.1. �

COROLLARY 2.2. Let (E,�,‖ · ‖E) a regular partially ordered Banach spaces
and let E2 = E ×E . Then, (E2,�s,‖ · ‖) is also a regular partially ordered Banach
space, where �s is a simple Kasu order relation and ‖ · ‖ is a Kasu norm in E .
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THEOREM 2.2. Let
(
E1,K1,‖·‖1

)
, . . . ,

(
En,Kn,‖·‖n

)
be n ordered Banach spaces.

Suppose that E = E1×·· ·×En and K = K1×·· ·×Kn . If the norm ‖·‖ in E is defined
by Kasu function (2.7) and the Kasu order relation α is defined by (2.11) , then the
ordered Banach space (E,K,‖ · ‖) is regular.

Proof. By Lemma 2.1, each of the ordered Banach spaces
(
E1,K1,‖ · ‖1), . . . ,

(En,Kn,‖ · ‖n
)

is regular. Now the desired conclusion follows by an application of
Theorem 2.1. �

THEOREM 2.3. Assume that each of the partially ordered Banach spaces
(E1,α1,‖ · ‖1), . . . ,(En,αn,‖ · ‖n) is Janhavi. Suppose that E = E1 × ·· · × En and
α = α1×·· · ×αn . If the norm ‖·‖ in E is defined by Kasu function (2.7) and the Kasu
order relation α is defined by (2.11) , then partially ordered Banach space (E,α,‖ ·‖)
is also Janhavi.

Proof. Let {xm} be a monotone sequence of points in E and let a subsequence
{xmk} of {xm} be convergent converging to the point x∗ . Then, from the nature of the
sequence {xm} , it follows that the sequence {xm

i } is monotone and has a convergent
subsequence {xmk

i } converging to a point x∗i in Ei for i = 1, . . . ,n . As each partially
ordered Banach space (Ei,αi,‖ · ‖i) is Janhavi, we have that xm

i → x∗i as m → ∞ for
i = 1,2, . . . ,n . Finally, from the definition of the Kasu function it follows that xm → x∗
as n → ∞ . As a result the partially ordered Banach space (E,α,‖ · ‖) is Janhavi. �

COROLLARY 2.3. Let E1 = (E,�,‖·‖E) and E2 = (E,,‖·‖E) be two partially
ordered Banach spaces, where  is the inverse or reverse of the order relation � and
let E2 = E1×E2 . If every partially compact subset of one of the partially ordered Ba-
nach spaces E1 or E2 is Janhavi, then, every partially compact subset S of (E2,α,‖·‖)
is Janhavi, where α =�× is a mixed Kasu order relation and ‖ · ‖ is a Kasu norm
in E .

Proof. Assume that every partially compact subset of the partially ordered Banach
space E1 is Janhavi. Let S be an arbitrary partially compact subset of the partially
ordered Banach space E2 and let C be a compact chain in S . Let {xn} be a monotone
sequence of points in C with respect to the order relation  in E2 . Then {xn} is also
a monotone sequence of points in C with respect to the order relation � in E1 . By
our assumption, the convergence of a subsequence of the sequence {xn} to the point
x∗ implies the convergence of the original sequence {xn} to the point x∗ . As a result,
the compact chain C is Janhavi. Consequently, every partially compact subset of the
partially ordered Banach space E2 is Janhavi. Now, the desired conclusion follows by
an application of Theorem 2.3. �

COROLLARY 2.4. Let (E,�,‖ · ‖E) a partially ordered Banach space and let
E2 = E × E . If every compact chain in E is Janhavi, then every compact chain in
(E2,�s,‖ · ‖) is also Janhavi, where �s is a simple Kasu order relation and ‖ · ‖ is a
Kasu norm in E .
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THEOREM 2.4. Let
(
E1,K1,‖ · ‖1

)
, . . . ,

(
En,Kn,‖ · ‖n) be n Janhavi ordered Ba-

nach spaces. Suppose that E = E1 ×·· ·×En and K = K1 ×·· ·×Kn . If the norm ‖ · ‖
in E is defined by the Kasu function (2.7) and the Kasu order relation α is defined by
(2.11) , then the ordered Banach space (E,K,‖ · ‖) is also Janhavi.

Proof. The proof is similar to Theorem 2.3 and hence we omit the details. �

THEOREM 2.5. Assume that every partially compact subset of each of the par-
tially ordered Banach spaces (E1,α1,‖ · ‖1), . . . ,(En,αn,‖ · ‖n) is Janhavi. Suppose
that E = E1×·· ·×En and α = α1×·· ·×αn . If the norm ‖ ·‖ in E is defined by Kasu
function (2.7) and the Kasu order relation α is defined by (2.11) , then every partially
compact subset of the partially ordered Banach space (E,α,‖ · ‖) is also Janhavi.

Proof. Suppose that S is a partially compact subset of the partially ordered Banach
space (E,α,‖ · ‖) . Then S = S1 × ·· · × Sn , where S1, . . . ,Sn are partially compact
natural projections of S on E1, . . . ,En respectively. Let C be a chain in S which
is compact by virtue of partial compactness of S . Then C = C1 × ·· · ×Cn , where
C1, . . . ,Cn are compact chains and natural projections of C on S1, . . . ,Sn respectively.
Let {xm} be any monotone sequence of points in C . Then, by compactness of C , it
has a convergent subsequence {xmk} converging to a point, say x∗ ∈ C . Now, xm =

(
xm
1 , . . . ,xm

n

)
, so that there are monotone sequences {xm

i } in Ci for i = 1, . . . ,n and
subsequences {xmk

i } converging to the points x∗i in view of the definition of the Kasu
norm in E . Since every partially compact subset of the partially ordered Banach spaces
(Ei,αi,‖ · ‖i) is Janhavi, the sequence {xm

i } converges to x∗i for each i , i = 1, . . . ,n .
From definition of the norm ‖ · ‖ it follows that the original sequence {xm} converges
to x∗ . This shows that the partially compact subset S of the partially ordered Banach
space E is Janhavi. This completes the proof. �

THEOREM 2.6. Let
(
E1,K1,‖·‖1

)
, . . . ,

(
En,Kn,‖·‖n

)
be n ordered Banach spaces.

Suppose that E = E1×·· ·×En and K = K1×·· ·×Kn . If the norm ‖·‖ in E is defined
by Kasu function (2.7) and the Kasu order relation α is defined by (2.11) , then every
partially compact subset of the ordered Banach space (E,K,‖ · ‖) is also Janhavi.

Proof. Suppose that S is a partially compact subset of the ordered Banach space E
and suppose that S1, . . . ,Sn be the natural projections of S on the orderedBanach spaces
E1, . . . ,En respectively. Then the sets S1, . . . ,Sn are also partially compact subsets of
E1, . . . ,En respectively. By Lemma 2.2, each compact chain of the sets S1, . . . ,Sn is
Janhavi. Now the desired conclusion follows by an application of Theorem 2.5. This
completes the proof. �

DEFINITION 2.5. An element u of the partially ordered set (E,�) is called a
lower bound for a pair {x,y} of elements in E if u � x and u � y . Similarly, an upper
bound for a pair of elements in the partially set E is defined. If every pair of elements
in E have a lower as well as an upper bound, then the partially ordered set (E,�) is
called a lattice. Moreover, if E is a Banach space, then it is called a Banach lattice.
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The following results are sometimes useful for proving the uniqueness of fixed
point for nonlinear operators and coupled operators on a partially ordered product Ba-
nach space satisfying certain partial contraction condition along with the applications
to simultaneous nonlinear equations.

LEMMA 2.4. Let
(
E1,α1,‖ · ‖1

)
, . . . ,

(
En,αn,‖ · ‖n

)
be n partially ordered Ba-

nach spaces and let E = E1 × ·· ·×En . Suppose that ‖ · ‖ and α are respectively the
Kasu norm and Kasu partial order in E defined by (2.7) and (2.11) respectively. If
every pair of elements in each of E1, . . . ,En have a lower bound or an upper bound,
then every pair of elements in E have a lower bound or an upper bound. In particular,
the above conclusion holds if each of E1, . . . ,En is a Banach lattice.

Proof. Let x = (x1, . . . ,xn) and y = (y1, . . . ,yn) be any two elements of E . Then
xi,yi ∈ Ei for each i = 1, . . . ,n . Suppose that each pair of elements in each Ei have
a lower bound, say zi ∈ Ei . Then, we have zi αi xi and zi αi yi for each i = 1, . . . ,n .
Therefore, the elements z = (z1, . . . ,zn) serves as a lower bound for the pair of ele-
ments {x,y} in E . Similarly, if each pair of elements in each Ei have an upper bound
for each i , i = 1, . . . ,n , then it can be proved that every pair of elements of E have
an upper bound z′ in E . Again, if each of E1, . . . ,En is a Banach lattice, then the par-
tially ordered product Banach space E is also a Banach lattice and a fortiori, the above
conclusion holds for all elements of E . This completes the proof. �

LEMMA 2.5. If every pair of elements in a partially ordered Banach space
(E,�,‖ · ‖E) have a lower bound or an upper bound, then every pair of elements in
the partially ordered product Banach space (E2,α,‖ ·‖) have a lower bound or an up-
per bound in E2 , where α and ‖ · ‖ are respectively the Kasu partial order and Kasu
norm defined E2 . In particular, the above conclusion holds if each of E , is a Banach
lattice.

Proof. Here, E1 = E2 . Hence, the proof of the lemma follows by an application
of Lemma 2.4. We omit the details. �

REMARK 2.4. The assertions of Lemma 2.4 remains true if we replace the par-
tially ordered Banach spaces (Ei,αi,‖ · ‖Ei) with the ordered Banach spaces (Ei,Ki) ,
i = 1, . . . ,n . Similarly the assertion of Lemma 2.5 also remains true if we replace the
partially ordered Banach space E with the ordered Banach space (E,K) .

2.2. Partial measure of noncompactness

The second most important concept that will be used in the development of cou-
pled hybrid fixed point theory and applications is the partial measure of noncompact-
ness in the partially ordered Banach spaces. A few details concerning the partial mea-
sures of noncompactness along with their applications to nonlinear differential and in-
tegral equations appear in Dhage [14, 15, 16, 17] and the references therein. For ready
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reference, we describe in the following some basic facts about the partial measures of
noncompactness in a partially ordered Banach space E .

If C is a chain in E , then C′ denotes the set of all limit points of C in E . The
symbol C stands for the closure of C in E defined by C = C∪C′ . The set C is called
a closed chain in E . Thus, C is the intersection of all closed chains containing C .
Clearly, infC,sup C ∈ C provided inf C and sup C exist. The sup C is an element
z ∈ E such that for every ε > 0 there exists a c ∈C such that d(c,z) < ε and x � z for
all x ∈C . Similarly, infC is defined essentially in an analogous way.

In what follows, let Pp(E) denote the class of all subsets of E with property
p . In particular, we denote by Pcl(E) , Pbd(E) , Prcp(E) , Pcn(E) , Pbd,cn(E) ,
Prcp,cn(E) the family of all nonempty and closed, bounded, relatively compact, chains,
bounded chains and relatively compact chains of E respectively. Now we introduce the
concept of a partial measure of noncompactness of the chains in E on the lines of
Dhage [15, 16, 17]. The related idea of classical measure of noncompactness may be
found in Appell [1], Banas and Goebel [2] and references therein.

DEFINITION 2.6. A mapping μp : Pbd,cn(E)→R+ = [0,∞) is said to be a partial
measure of noncompactness in E if it satisfies the following properties:

(P1 ) /0 �= (μp)−1({0})⊂ Prcp,cn(E) . (kernel compactivity)

(P2 ) μp(C) = μp(C) . (closure invariance)

(P3 ) μp is nondecreasing, i.e., if C ⊂ D ⇒ μp(C) � μp(D) . (monotonicity)

(P4 ) μp(λC) = |λ |μp(C) . (scalar multiplicativity)

(P5 ) μp(C+D) � μp(C)+ μp(D) . (subadditivity)

(P6 ) If {Cn} is a sequence of closed chains from Pbd,cn(E) such that Cn+1 ⊂Cn, n ∈
N and if lim

n→∞
μp(Cn) = 0, then C∞ =

⋂∞
n=1Cn is nonempty. (limit intersection

property)

The family of sets described in (P1 ) is said to be the kernel of the partial measure
of noncompactness μp and is defined as

ker μp =
{
C ∈ Pbd,cn(E)

∣∣μp(C) = 0
}
. (2.14)

Clearly, ker μp ⊂ Prcp,cn(E) . Observe that the intersection set C∞ , from condi-
tion (P3 ) is a member of the family ker μp . In fact, since μp(C∞) � μp(Cn) for any n ,
we infer that μp(C∞) = 0. This yields that C∞ ∈ ker μp . This simple observation will
be essential in our further investigations.

The partial measure μp of noncompactness is called full or complete if it satisfies

(P7 ) ker μp = Prcp,cn(E) .

Finally, μp is said to satisfy maximum property if
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(P8 ) μp

(
C1

⋃
C2

)
= max

{
μp(C1),μp(C2)

}
.

EXAMPLE 2.5. Define three functions αp,βp,δp : Pbd,cn(E) → R+ by

αp(C) = inf

{
r > 0

∣∣∣C =
n⋃

i=1

Ci, diam(Ci) � r

}
, (2.15)

where C ∈ Pbd,cn(E) and diam(Ci) = sup{d(x,y) : x,y ∈Ci},

βp(C) = inf

{
r > 0

∣∣∣C ⊂
n⋃

i=1

B(xi,r) for some xi ∈ E

}
, (2.16)

where B(xi,r) = {x ∈ E : d(xi,x) < r}, and

δp(C) = diam(C) = sup
{

d(x,y) : x,y ∈C
}

. (2.17)

It is easy to prove that αp , βp and δp are partial measures of noncompactness
and are respectively called the partial Kuratowskii, partial ball and partial diametric
measures of noncompactness in E . Note that partial measures αp and βp are full or
complete and enjoy the maximum property in E but the partial measure δp is not full
as well as does not satisfy the maximum property.

The following proposition is very much useful for obtaining the partial measures
of noncompactness of the partially ordered product Banach spaces provided the partial
measures of associated components in the partially ordered Banach spaces are known
to us.

PROPOSITION 2.3. Let μ1
p, . . . ,μn

p be the partial measures of noncompactness in
the n partially ordered Banach spaces E1, . . . ,En respectively and let E = E1 × ·· ·×
En . Suppose that f : R

n
+ →R+ is a Kasu function. Then the function μp : Pbd,cn(E)→

R+ defined by

μp(C ) = f
(

μ1
p

(
C1

)
, . . . ,μn

p

(
Cn

))
(2.18)

is a partial measure of noncompactness in E , where C1, . . . ,Cn denote the natural
projections of the chain C on E1, . . . ,En respectively.

Proof. We shall show that the function μp satisfies all the conditions (P1 ) through
(P6 ) of a partial measure of noncompactness in the partially ordered Banach space
(E,α,‖ · ‖) .

(i) Kernel compactivity:

Let C1, . . . ,Cn be the natural projections of the chain C in E on E1, . . . ,En

respectively. Then, μp(C ) = f
(

μ1
p

(
C1

)
, . . . ,μn

p

(
Cn

))
= 0 ⇒ μ i

p(Ci) = 0 for each

i = 1, . . . ,n . Therefore, C1, . . . ,Cn are relatively compact chains in E1, . . . ,En respec-
tively. As a result C =C1×·· ·×Cn is a relatively compact chain in the product Banach
space E .
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(ii) Closure invariance:

Now for any C =C1×·· ·×Cn , we have that C1 ×·· ·×Cn =C1×·· ·×Cn . There-
fore, we obtain

μp(C ) = f
(

μ1
p

(
C1

)
, . . . ,μn

p

(
Cn

))
= f

(
μ1

p

(
C1

)
, . . . ,μn

p

(
Cn

))
= μp(C ).

(iii) Monotonicity:

Let C and D be two chains in E with natural projections C1, . . . ,Cn and D1 , . . . ,
Dn on E1, . . . ,En respectively. Suppose that C ⊂ D . Then, it follows that Ci ⊂ Di for
each i , i = 1, . . . ,n . Now, by nondecreasing nature of Kasu function in each co-ordinate
variable, we obtain

μp(C ) = f
(

μ1
p

(
C1

)
, . . . ,μn

p

(
Cn

))
� f

(
μ1

p

(
D1

)
, . . . ,μn

p

(
Dn

))
= μp(D).

This shows that μp is nondecreasing in E .

(iv) Scalar multiplicativity:

Let C be a bounded chain in E with natural projections C1, . . . ,Cn on E1, . . . ,En

respectively. Then, for any λ ∈ R ,

μp(λC ) = f
(

μ1
p(λC1), . . . ,μn

p(λCn)
)

= f
(
|λ |μ1

p(C1), . . . , |λ |μn
p(Cn)

)
= |λ | f

(
μ1

p(C1), . . . ,μn
p(Cn)

)
= |λ |μp(C )

and so, μp is a scalar multiplicative function in E .

(v) Subadditivity:

Let C and D be two chains in E with natural projections C1, . . . ,Cn and D1, . . . ,
Cn on E1, . . . ,En respectively. Then, C + D is again a chain with natural projection
C1 + D1, . . . ,Cn + Dn on E1, . . . ,En respectively. Now, by sublinearity of the Kasu
function, we obtain

μp(C +D) = f
(

μ1
p(C1 +D1), . . . ,μn

p(Cn +Dn)
)

� f
(

μ1
p(C1)+ μ1

p(D1), . . . ,μn
p(Cn)+ μn

p(Dn)
)

� f
(

μ1
p(C1), . . . ,μn

p(Cn)
)

+ f
(

μ1
p(D1), . . . ,μn

p(Dn)
)

= μp(C )+ μp(D).

which proves that μp is subadditive in E .

(vi) Limit intersection property:

Let {C m} be a decreasing sequence of closed and bounded sets in the partially
ordered set E , that is, C 1 ⊃ ·· · ⊃ C m · · · ; and let us assume that limm→∞ μp(C m) = 0.
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Suppose that Cm
1 , . . . ,Cm

n be the natural projections of the chain C m on E1, . . . ,En re-
spectively. For the sake of convenience we write this as C =C1×·· ·×Cn . Then {Cm

i }
is also a decreasing sequence of closed and bounded chains in the partially ordered
Banach space Ei for i = 1, . . . ,n . Now by definition of μp ,

μp
(
C m) = f

(
μ1

p(C
m
1 ), . . . ,μn

p(C
m
n )

)
.

Therefore,

lim
m→∞

μp
(
C m) = lim

m→∞
f
(

μ1
p

(
Cm

1

)
, . . . ,μn

p

(
Cm

n

))
= f

(
lim
m→∞

μ1
p

(
Cm

1

)
, . . . , lim

m→∞
μn

p

(
Cm

n

))
= 0

if and only if lim
m→∞

μ i
p(C

m
i ) = 0 for i = 1, . . . ,n . As μ i

p ’s are the partial measures of

noncompactness in the partially ordered Banach spaces Ei , we have that
⋂∞

m=1Cm
i =

C∞
i �= /0 for each i , i = 1, . . . ,n . Therefore, we obtain

∞⋂
m=1

C m = C ∞ = C∞
1 ×·· ·×C∞

n �= /0.

Thus the function μp satisfies all the properties (P1 ) through (P6 ) of the partial
measure of noncompactness and hence it is a partial measure of noncompactness in E .
This completes the proof. �

REMARK 2.5. The partial measure μp of noncompactness defined by (2.17) is
called a partial Kasu measure in the product linear or vector space E1×·· ·×En .

EXAMPLE 2.6. Let μ1
p, . . . ,μn

p be the partial measures of noncompactness in the
n partially ordered Banach spaces E1, . . . ,En respectively and let E = E1 × ·· ·×En .
Define two functions μ s

p and μm
p on Pbd,cn(E) by

μ s
p(C ) =

n

∑
i=1

ai μ i
p(Ci), ai > 0 ∀ i, (2.19)

and
μm

p (C ) = a max
{

μ1
p(C1), . . . ,μn

p(Cn)
}
, a > 0, (2.20)

where C1, . . . ,Cn are the natural projections of the chain C on E1, . . . ,En respectively.
Then the functions μ s

p and μm
p are Kasu partial measures of noncompactness in E ,

because here the Kasu functions fs and fm are defined by (2.5) and (2.6) respectively.

EXAMPLE 2.7. Let μp be the partial measure in the partially ordered Banach
space E . Then the partial measures μ s

p and μm
p of noncompactness of a chain C =

C×D in E2 = E ×E may be defined as

μ s
p(C ) = μp(C)+ μp(D) (2.21)
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and
μm

p (C ) = max{μp(C) , μp(D)} (2.22)

where, C and D are the natural projections or components of the chain C of E2 in E .

We employ the partial measure μ̃p of noncompactness given by (2.21) in the study
of coupled operators and coupled equations in the subsequent part of this paper. The
following definition of partially condensing monotone mappings on a partially ordered
Banach space is well-known and may found in Dhage [15, 16, 17], however it is new
for the monotone mappings on a partially ordered Banach space of the product form
E ×E into itself.

DEFINITION 2.7. Let (E2,α,‖ · ‖) be a partially ordered Banach space, where
α and ‖ · ‖ are Kasu partial order and Kasu norm in E2 respectively. An operator
T : E2 → E2 is called monotone nondecreasing if it preserves the order relation α
in E2 , that is, T z α T w for all z,w ∈ E2 , z α w . Similarly, an operator T on E2

into itself is called monotone nonincreasing if T z α ′ T w for all z,w ∈ E2 , z α w ,
where α ′ is the reverse of the order relation α in E . Finally, an operator T is called
monotone if it is either monotone nondecreasing or monotone nonincreasing on E .

DEFINITION 2.8. Let (E2,α,‖ · ‖) be a partially ordered Banach space, where
α and ‖ · ‖ are Kasu partial order and Kasu norm in E2 respectively. A monotone
mapping T : E ×E → E ×E is called partially condensing if

μ̃p
(

T (C )
)
< μ̃p(C ) (2.23)

for all bounded chains C in E ×E for which μ̃p(C ) > 0.

Note that monotone partially compact and monotone partially contractions opera-
tors on E×E are partially condensing, however the converse may not be true. Now we
state a basic hybrid fixed point theorem for partially condensing monotone mappings in
a higher dimensional partially ordered product space which is useful in the development
of coupled hybrid fixed point theory and applications.

THEOREM 2.7. Let
(
E,�,‖ · ‖E

)
be a regular partially ordered Banach space

and let every compact chain C in E be Janhavi. Suppose that α and ‖ · ‖ be the
Kasu partial order and Kasu norm defined in E2 respectively and suppose that Q :
E ×E → E ×E is a monotone nondecreasing, partially continuous, partially bounded
and partially condensing operator. If there exists an element (x0,y0) ∈ E × E such
that (x0,y0)α Q(x0,y0) or Q(x0,y0)α (x0,y0) , then Q has a fixed point (x∗,y∗) ∈
E×E and the sequence {Qn(x0,y0)} of successive iterations converges monotonically
to (x∗,y∗) .

Proof. Set E2 = E ×E . As α and ‖ · ‖ are respectively the Kasu order and Kasu
norm in E2 , the triplet (E2,α,‖ · ‖) is a regular partially ordered Banach space and
every compact chain C in E2 is Janhavi in view of Corollarries 2.2 and 2.4. Fur-
thermore, since the operator Q is a partially continuous, partially bounded, partially
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condensing and monotone nondecreasing on (E2,α,‖ · ‖) into itself and there exists
an element (x0,y0) ∈ E ×E such that (x0,y0)α Q(x0,y0) or Q(x0,y0)α (x0,y0) , the
desired conclusion follows by an application of a hybrid fixed point theorem for partial
condensing mappings in a partially ordered Banach space proved in Dhage [15, 16, 17].
This completes the proof. �

COROLLARY 2.5. Let
(
E,�,‖ ·‖E

)
be a regular partially ordered Banach space

and let every compact chain C in E be Janhavi. Suppose that α and ‖ ·‖ are the Kasu
partial order and Kasu norm defined in E2 = E × E respectively and suppose that
Q : E2 → E2 is a partially continuous, partially compact and monotone nondecreas-
ing operator. If there exists an element (x0,y0) ∈ E ×E such that (x0,y0)α Q(x0,y0)
or Q(x0,y0)α (x0,y0) , then Q has a fixed point (x∗,y∗) ∈ E ×E and the sequence
{Qn(x0,y0)} of successive iterations converges monotonically to (x∗,y∗) .

REMARK 2.6. As mentioned in Dhage [17, 19] the condition

(A) every compact chain C in E is Janhavi,

of Theorem 2.7 may be replaced with a weaker condition that

(B) every compact chain C in Q(E ×E) is Janhavi.

We note that condition (A) ⇒ condition (B), however the converse may not be
true. To see this, let us assume that the condition (A) holds. Then, by Corollary 2.4,
every chain C in E ×E is Janhavi. As Q is partially continuous, it is continuous on
C and consequently Q(C ) is also again a compact chain in E×E and so it is Janhavi.
As C is an arbitrary chain in E ×E , every compact chain in Q(E ×E) is Janhavi.

In view of the above remark, Remark 2.6 we obtain the following applicable cou-
pled hybrid fixed point result as a corollary to Theorem 2.7.

COROLLARY 2.6. Let
(
E,�,‖ ·‖E

)
be a regular partially ordered Banach space

and let α and ‖·‖ be the Kasu partial order and Kasu norm defined in E2 respectively.
Suppose that Q : E2 → E2 is a monotone nondecreasing operator satisfying the linear
partial contraction condition

‖QZ−QW‖ � k‖Z−W‖ (2.24)

for all comparable elements Z,W ∈ E2 , where 0 � k < 1 . If there exists an element
Z0 = (x0,y0) ∈ E × E such that (x0,y0)α Q(x0,y0) or Q(x0,y0)α (x0,y0) , then Q
has a unique comparable fixed point (x∗,y∗) ∈ E ×E and the sequence {Qn(x0,y0)}
of successive iterations converges monotonically to (x∗,y∗) . Moreover, the fixed point
is unique if every pair of elements in E have a lower bound or an upper bound.

Proof. First we show that the condition (B) of Remark 2.6 holds. Let C be an
arbitrary chain in Q(E ×E) and let {Zn} be a monotone sequence in C . Since C is
compact, it has a convergent subsequence {Zni} converging to a point, say Z∗ . Without
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loss of generality, we may assume that Zn = Qn(Z) for some Z ∈ C . After simple
computation, by condition (2.24), it can be shown that {Zn} is a Cauchy sequence
of points in C . As a result, the original sequence {Zn} converges to Z∗ and that
the compact chain C is Janhavi in Q(E × E) . Next, using the routine arguments,
it can be shown that the operator Q is a k -set-contraction on E ×E with respect to
the partial Kuratowskii measure of noncompactness with a contraction constant k < 1.
Now, by a direct application of Theorem 2.7 implies that operator Q has a fixed point
Z∗ = (x∗,y∗) ∈ E ×E . If there is another fixed point W ∗ = (u∗,v∗) of Q which is
comparable to Z∗ , then from the contraction condition (2.24) we get a contradiction.
As a result, Q has a unique comparable fixed point.

To prove the uniqueness of fixed point, let W ∗ = (u∗,v∗) be another fixed point of
the operator Q . Since given that every pair of elements of the partially ordered Banach
space E have a lower or an upper bound, by Lemma 2.5, every pair of elements in
E2 also have a lower or an upper bound. Without loss of generality, we assume that
there exists an upper bound U for the pair of elements {Z∗,W ∗} in E2 . Then, the
elements Z∗ and W ∗ are comparable to the element U . By nondecreasing nature of
Q , we obtain Z∗ = QnZ∗ � QnU and W ∗ = QnW ∗ � QnU for each n ∈ N . Now, by
contraction condition (2.24), we obtain

‖Z∗ −W ∗‖ = ‖QnZ∗ −QnW ∗‖
� ‖QnZ∗ −QnU‖+‖QnU −QnW ∗‖
� kn[‖Z∗ −U‖+‖U−W ∗‖]
→ 0 as n → ∞.

Hence Z∗ =W ∗ and consequently Q has a unique fixed point. This completes the
proof. �

Notice that Corollary 2.6 includes the main coupled fixed point theorem of Berinde
[3] as a special case. Again, Theorem 2.7 and Corollaries 2.5 and 2.6 are useful for
proving the existence and approximation of couple solutions to a system of a couple of
nonlinear coupled differential and integral equations. Again, Theorem 2.7 and Corol-
laries 2.5 and 2.6 may be extended with appropriate modifications to nonlinear tripled,
quadrupled and in general, n -tupled operators which have again nice applications to the
systems of nonlinear tripled or quadrupled or n -tupled differential and integral equa-
tions for proving the existence as well as approximation of their solutions along with
the algorithms.

Next, in the subsequent part of this paper, we shall discuss only the coupled or
bivariate mixed monotone operators as well as mixed nonlinear operators and coupled
mixed monotone operators and fixed points in a partially ordered Banach algebra along
with applications of some of mixed coupled operators to the coupled periodic bound-
ary problems of ordinary nonlinear first and second order ordinary differential equa-
tions. The following chain-contractive definition for coupled mixed monotone opera-
tors which plays a significant role in the study of nonlinear coupled operator equations
and their appliations to nonlinear coupled integral equations has been introduced by
Dhage [19, 20] in a partially ordered Banach space E .
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DEFINITION 2.9. (Dhage [19]) A mixed monotone coupled operator T : E ×E
→ E is called partially condensing if

μp(T (C×D))+ μp(T (D×C)) < μp(C)+ μp(D) (2.25)

for all C,D ∈ Pbd,cn(E) for which μp(C) + μp(D) > 0, where μp is a full partial
measure of noncompactness satisfying the maximum property on Pbd,cn(E) .

The following coupled hybrid fixed point theorem for partially condensing mixed
monotone coupled operators in a partially ordered Banach space E is proved in Dhage
[19].

THEOREM 2.8. (Dhage [19]) Let (E,�,‖·‖) be a complete and regular partially
ordered normed linear space and let every compact chain C in E be Janhavi. Suppose
that T : E2 → E is a partially continuous, partially bounded and partially condensing
mixed monotone coupled operator. If there exists an element (x0,y0) ∈ E×E such that
x0 � T (x0,y0) and y0 � T (y0,x0) or x0 � T (x0,y0) and y0 � T (y0,x0) , then T
has a coupled fixed point (x∗,y∗) and the sequences {T n(x0,y0)} and {T n(y0,x0)}
of successive iterations converge monotonically to x∗ and y∗ respectively. Moreover,
the set of all comparable coupled fixed points is compact.

The above coupled hybrid fixed point theorem includes the coupled hybrid fixed
point theorems for partially compact coupled operators proved in Dhage [18] and Dhage
and Dhage [27]. Also note that Theorem 2.1 proved in Dhage [19] is only for the partial
measures of noncompactnesswith maximum property, however the result is true for any
arbitrary partial measure of noncompactness in the Banach space E . In this context we
state the following corollary which is sometimes useful to obtain other coupled hybrid
fixed point theorems involving the sum and product of two or three coupled operators
in a partially ordered Banach space or Banach algebra.

COROLLARY 2.7. Let (E,�,‖ · ‖) be a complete and regular partially ordered
normed linear space and let every compact chain C in E be Janhavi. Suppose that
T : E2 → E is a partially continuous, partially bounded and mixed monotone coupled
operator satisfying

δp(T (C×D))+ δp(T (D×C)) < δp(C)+ δp(D) (2.26)

for all C,D ∈ Pbd,cn(E) for which δp(C) + δp(D) > 0 . If there exists an element
(x0,y0) ∈ E × E such that x0 � T (x0,y0) and y0 � T (y0,x0) or x0 � T (x0,y0)
and y0 � T (y0,x0) , then T has a coupled fixed point (x∗,y∗) and the sequences
{T n(x0,y0)} and {T n(y0,x0)} of successive iterations converge monotonically to x∗
and y∗ respectively. Moreover, the set of all comparable coupled fixed points is com-
pact.

Proof. The proof of the corollary is standard and so we omit the details. �
Now we are equipped with all the necessary details to deal with the nonlinear

coupled operator equations and the related results. In the following section we prove
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our main coupled hybrid fixed point theorems of this paper under suitable natural mixed
conditions from algebra, analysis and topology.

3. Coupled hybrid fixed point theorems

Given a partially ordered Banach algebra (E,�,‖ ·‖) and given the three coupled
operators F ,G ,H : E ×E → E , consider a couple of operator equations

x = F (x,y)G (x,y)+H (x,y) (3.1)

and
y = F (y,x)G (y,x)+H (y,x) (3.2)

for all (x,y) ∈ E ×E , where the coupled operators F , G and H are not necessarily
continuous.

The coupled operators F , G and H involved in the coupled operator equations
(3.1)–(3.2) satisfy different algebraic, geometric and topological properties on E ×E
into E . A pair of elements (x∗,y∗)∈E×E is called a coupled fixed point of the coupled
operator equations (3.1) and (3.2) if

x∗ = F (x∗,y∗)G (x∗,y∗)+H (x∗,y∗) (3.3)

and
y∗ = F (y∗,x∗)G (y∗,x∗)+H (y∗,x∗). (3.4)

The existence and approximation of such coupled fixed points for coupled oper-
ators is generally obtained under certain monotonic condition of the coupled operator
T on E ×E . See Heikkilä and Lakshmikantham [31], Chang and Ma [6], Bhaskar
and Lakshmikantham [4] and Dhage and Dhage [26] and the references therein. A
coupled operator T (x,y) is called mixed monotone if the map x �→ T (x,y) is nonde-
creasing for each y ∈ E and the map y �→ T (x,y) is nonincreasing for each x ∈ E . A
couple of coupled hybrid fixed point theorems for the coupled operator equations (3.3)
and (3.4) are proved in Dhage [20] provided one of the coupled operators F , G and
H is symmetric partial D -Lipschitz, however there is a flaw in the arguments with
that method. In this paper we improve the coupled hybrid fixed point theorems under
slightly stronger partial D -Lipschitz condition.

Before going to the main coupled hybrid fixed point theorems, we state some
useful preliminary definitions and auxiliary results in what follows.

Let (E,�,‖ · ‖) be a partially ordered normed linear algebra. Denote

K =
{
x ∈ E | x � θ , where θ is the zero element of E

}
which is a closed and convex subset of E . The elements of K are called the positive
vectors of the normed linear algebra E . Clearly, the set K is positive in view of the
fact that it satisfies the relation “u ·v∈ K whenever u,v ∈ K ”. The next lemma follows
immediately from the definition of the set K which is often used in the applications of
hybrid fixed point theory in a partially ordered and an ordered Banach algebra E .
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LEMMA 3.1. (Dhage [9, 12]) If the elements u1,u2,v1,v2 ∈ K are such that u1 �
v1 and u2 � v2 , then u1u2 � v1v2 .

DEFINITION 3.1. An operator T : E →E is said to be positive if the range R(T )
of T is such that R(T ) ⊆ K .

DEFINITION 3.2. (Dhage [8, 9, 10]) An upper semi-continuous and monotone non-
decreasing function ψ : R+ → R+ is called a D -function if ψ(0) = 0. The class of all
D -functions is denoted by D .

DEFINITION 3.3. (Dhage [14, 15]) A monotone operator T : E → E is called
partial D -Lipschitz if there exists a D -function ψT ∈ D such that

‖T x−T y‖ � ψT

(‖x− y‖) (3.5)

for all comparable elements x,y ∈ E . If ψT (r) = k r , k > 0, T is called a partial
Lipschitz operator on E ×E with the Lipschitz constant k . Again, if 0 � k < 1, then
T is called a partial contraction on E with contraction constant k . Furthermore, if
ψT (r) < r for r > 0, then T is called a nonlinear partial D - contraction on E .

DEFINITION 3.4. (Dhage [23]) A monotone coupled operator T : E ×E → E is
called nonlinear partial D -Lipschitz if there exists a D -function ψT ∈ D such that

‖T (x,y)−T (u,v)‖ � 1
2
·ψT

(‖x−u‖+‖v− y‖) (3.6)

for all comparable elements (x,y),(u,v) ∈ E×E . If ψT (r) = k r , T is called a partial
Lipschitz on E×E with the Lipschitz constant k . Again, if 0� k < 1, then T is called
a partial contraction on E ×E with contraction constant k . Furthermore, if ψT (r) < r
for r > 0, then T is called a nonlinear partial D - contraction on E ×E .

DEFINITION 3.5. (Dhage [19, 25]) A coupled operator T : E ×E → E is called
nonlinear symmetric partial D -Lipschitz if there exists a D -function ψT ∈ D such
that

‖T (x,y)−T (u,v)‖+‖T (y,x)−T (v,u)‖ � ψT

(‖x−u‖+‖v− y‖) (3.7)

for all comparable elements (x,y),(u,v) ∈ E × E . If ψT (r) = k r , T is called a
symmetric partial Lipschitz on E × E with the Lipschitz constant k . Furthermore,
if 0 � k < 1, then T is called a symmetric partial contraction on E ×E with contrac-
tion constant k . Furthermore, if ψT (r) < r for r > 0, then T is called a nonlinear
symmetric partial D - contraction on E ×E .

REMARK 3.1. Note that linear partial contraction coupled operators are consid-
ered by Bhaskar and Lakshmikantham [4] whereas symmetric linear partial contraction
coupled operators are considered by Berinde [3] in the study of coupled fixed point
theorems in the partially ordered metric spaces with applications. It is clear that every
partial D -Lipschitz is symmetric partial D -Lipschitz, but the converse may not be true.
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A slight generalization of Corollary 2.6 may be stated as follows.

THEOREM 3.1. Let
(
E,�,‖ · ‖E

)
be a regular partially ordered Banach space

and let α and ‖ · ‖ be the Kasu partial order and Kasu norm defined in E2 respec-
tively. Suppose that Q : E2 → E2 is a monotone nondecreasing operator satisfying the
nonlinear partial contraction condition viz., there exists a D -function ψ ∈D such that

‖QZ−QW‖ � ψ
(‖Z−W‖) (3.8)

for all comparable elements Z,W ∈ E2 , where ψ(r) < r , r > 0 . If there exists an
element Z0 = (x0,y0) ∈ E × E such that (x0,y0)α Q(x0,y0) or Q(x0,y0)α (x0,y0) ,
then Q has a unique comparable fixed point Z∗ = (x∗,y∗) ∈ E ×E and the sequence
{Qn(x0,y0)} of successive iterations converges monotonically to (x∗,y∗) . Moreover,
the fixed point is unique if every pair of elements in E have a lower bound or an upper
bound.

Proof. The proof is similar to Corollary 2.6 with obvious modifications and now
the conclusion follws from the arguments given in the papers of Dhage [14, 15, 16, 17].
We omit the details. �

As a consequence of Theorem 3.1 we obtain the following coupled hybrid fixed
point results studied earlier in the literature.

COROLLARY 3.1. (Berinde [3] and Dhage [19]) Let
(
E,�,‖ · ‖E

)
be a regular

partially ordered Banach space. Suppose that Q : E2 → E is a mixed monotone nonde-
creasing coupled operator satisfying the condition of nonlinear symmetric partial con-
traction. If there exists an element Z0 = (x0,y0) ∈ E×E such that x0 � Q(x0,y0) and
Q(y0,x0) � y0 , then Q has a unique comparable coupled fixed point Z∗ = (x∗,y∗) ∈
E ×E and the sequences {Qn(x0,y0)} and {Qn(y0,x0)} of successive iterations con-
verge monotonically to x∗ and y∗ respectively. Moreover, the coupled fixed point is
unique if every pair of elements in E have a lower bound or an upper bound.

Proof. Define a Kasu norm ‖ · ‖E2 and a Kasu partial order �m in E2 by the
relations

‖(x,y)‖E2 = ‖x‖E +‖y‖E

and
(x,y) �m (u,v) ⇐⇒ x � u∧ y v,

for all (x,y),(u,v) ∈ E2 . Define an operator T : E2 → E2 by

T (x,y) =
(
Q(x,y) , Q(y,x)

)
.

We show that the operator T is a monotone nondecreasing operator and satisfies
the condition of nonlinear partial D -contraction on E2 . Let Z = (x,y) and W = (u,v)
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be any two elements in E2 such that Z m W . Then, by mixed monotonicity of operator
Q , we obtain T Z m T W . Again, we have

‖T Z−T W‖E2 =
∥∥∥(Q(x,y) , Q(y,x)

)− (
Q(u,v) , Q(v,u)

)∥∥∥
E2

=
∥∥∥(Q(x,y)−Q(u,v) , Q(y,x)−Q(v,u)

)∥∥∥
E2

= ‖Q(x,y)−Q(u,v)‖E +‖Q(y,x)−Q(v,u)‖E

� ψ(‖x−u‖E +‖y− v‖E)
= ψ(‖Z−W‖E2).

Now the desired conclusion follows by an application of Theorem 3.1. �

COROLLARY 3.2. (Bhaskar and Lakshmikantham [4]) Let
(
E,�,‖·‖E

)
be a reg-

ular partially ordered Banach space. Suppose that Q : E2 → E is a mixed monotone
nondecreasing coupled nonlinear partial contraction. If there exists an element Z0 =
(x0,y0) ∈ E ×E such that x0 � Q(x0,y0) and Q(y0,x0) � y0 , then Q has a unique
comparable coupled fixed point (x∗,y∗) ∈ E ×E and the sequences {Qn(x0,y0)} and
{Qn(y0,x0)} of successive iterations converge monotonically to x∗ and ,y∗ respec-
tively. Moreover, the coupled fixed point is unique if every pair of elements in E have a
lower bound or an upper bound.

The following two lemmas are fundamental in the study of coupled hybrid fixed
point theorems for the sum and product of three coupled operators on a partially ordered
Banach algebra.

LEMMA 3.2. Let (E,�,‖ · ‖) be a partially ordered Banach space and let T :
E ×E → E be a mixed monotone, partially bounded and partial D -Lipschitz coupled
operator with D -function ψT . Then,

αp
(
T (C×D)

)
+ αp

(
T (D×C)

)
� ψT

(
αp(C)+ αp(D)

)
(3.9)

for all bounded chains C and D in E , where αp is a partial Kuratowskii measure of
noncompactness in E .

Proof. Let ε > 0 be given and let C and D be two bounded chains in the partially
ordered Banach space E . Then, by partial Kuratowskii measure of noncompactness,
there exist subchains C1,C2, · · · ,Cm of C such that

C =
m⋃

i=1

Ci and diamCi < αp(C)+
ε
2
. (3.10)

Similarly, there exist subchains D1,D2, · · · ,Dn of D such that

D =
n⋃

j=1

Dj and diamDj < αp(D)+
ε
2
. (3.11)
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Now,

diam
(
T (C×D)

)
= sup

(x,y),(u,v)∈C×D
‖T (x,y)−T (u,v)‖

� 1
2
· sup
(x,y),(u,v)∈C×D

ψT

(
‖x−u‖+‖v− y‖

)
� 1

2
·ψT

(
diamC+diamD

)
. (3.12)

Similarly, we have

diam
(
T (D×C)

)
� 1

2
·ψT

(
diamD+diamC

)
. (3.13)

Therefore, from (3.10) and (3.12) we obtain,

αp
(

T (C×D)
)

� diam
(

T (Ci ×Dj)
)

� 1
2
·ψT

(
diamCi +diamDj

)
� 1

2
·ψT

(
αp(C)+ αp(D)+ ε

)
. (3.14)

Similarly, from (3.11) and (3.13) we obtain

αp
(

T (D×C)
)
� 1

2
·ψT

(
αp(D)+ αp(C)+ ε

)
. (3.15)

Now adding (3.14) and (3.15) together implies that

αp
(

T (C×D)
)

+αp
(

T (D×C)
)
� ψT

(
αp(C)+ αp(D)+ ε

)
.

Since ε is arbitrary, one has

αp
(

T (C×D)
)

+αp
(

T (D×C)
)
� ψT

(
αp(C)+ αp(D)

)
.

This completes the proof. �

LEMMA 3.3. Let (E,�,‖ · ‖) be a partially ordered Banach algebra and let
F ,G : E × E → K be two mixed monotone coupled operators satisfying the
following conditions.

(a) F is a partially bounded and partial D -Lipschitz coupled operator with bound
MF and D -function ψF , and

(b) G is a uniformly partially compact with uniform bound MG .
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If the coupled operator T : E ×E → E be defined by T (x,y) = F (x,y)G (x,y) , then
T is partially continuous and partially bounded mixed monotone coupled operator
satisfying

αp
(
T (C×D)

)
+ αp

(
T (D×C)

)
� MG ψF

(
αp(C)+ αp(D)

)
(3.16)

for all bounded chains C and D in E .

Proof. Define an operator T : E ×E → E by

T (x,y) = F (x,y)G (x,y) (3.17)

so that we have
T (y,x) = F (y,x)G (y,x). (3.18)

Since F is a partial D -Lipschitz, it is partially continuous on E×E . As a result,
T = F G is well defined and partially continuous coupled operator on E ×E into E .
As the coupled operators F and G are mixed monotone and partially bounded, the
coupled operator T is also a mixed monotone and partially bounded on E ×E into K
in view of Lemma 3.1. We show that T satisfies the condition (3.16) on E ×E into
E .

Let (x,y),(u,v) ∈ E ×E be two comparable elements. Then, by definition of the
coupled operator T , we obtain

‖T (x,y)−T (u,v)‖
= ‖F (x,y)G (x,y)−F (u,v)G (u,v)‖
� ‖G (x,y)‖‖F (x,y)−F (u,v)‖+‖F (u,v)‖‖G (x,y)−G (u,v)‖
� MG ‖F (x,y)−F (u,v)‖+MF ‖G (x,y)−G (u,v)‖
� 1

2
MG ψF

(
‖x−u‖+‖v− y‖

)
+MF ‖G (x,y)−G (u,v)‖. (3.19)

Similarly, we have

‖T (y,x)−T (v,u)‖ � 1
2
MG ψF

(
‖x−u‖+‖v− y‖

)
+MF ‖G (y,x)−G (v,u)‖. (3.20)

Let ε > 0 be given and let C and D be two bounded chains in the Banach algebra
E satisfying the conditions (3.10) and (3.11) respectively. Then,

diam
(
T (C×D)

)
= sup

(x,y),(u,v)∈C×D
‖T (x,y)−T (u,v)‖

� sup
(x,y),(u,v)∈C×D

1
2
MG ψF

(
‖x−u‖+‖v− y‖

)
+ sup

(x,y),(u,v)∈C×D
MF ‖G (x,y)−G (u,v)‖

� 1
2
MG ψF

(
diamC+diamD

)
+MF diam G (C×D). (3.21)
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Similarly, we have

diam
(
T (D×C)

)
� 1

2
MG ψF

(
diamC+diamD

)
+MF diam G (D×C). (3.22)

Next, since G is partially compact, G (C×D) = G is relatively compact subset
of E . Therefore, for above ε > 0, by partial Kuratowskii measure of noncompactness,
there exist subchains G1 , G2, . . . ,Gm1 of G such that

G (C×D) =
m1⋃
�=1

G� = G =⇒
m1⋃
�=1

G −1(G�) = C×D

and
diam(G�) <

ε
2MF

for each �. (3.23)

Similarly, G (D×C) = G′ is a relatively compact subset of E and, for above
ε > 0, by partial Kuratowskii measure of noncompactness, there exist subchains G′

1 ,
G′

2, . . . ,G
′
n1

of G′ such that

G (D×C) =
n1⋃

k=1

G′
k = G′ =⇒

n1⋃
k=1

G −1(G′
k) = D×C

and
diam(G′

k) <
ε

2MF
for each k. (3.24)

Denote
��,i, j = G −1(G�

)⋂(
Ci ×Dj

)
.

Then we have ⋃
�,i, j

��,i, j = C×D.

Similarly, let
�′k, j,i = G −1(G′

k

)⋂(
Dj ×Ci

)
.

Therefore, we have ⋃
k,i, j

�k, j,i = D×C.

Now, from (3.21) and (3.23), it follows that

αp
(

T (C×D)
)

� diam
(

T
(
��,i, j

) )
� 1

2
MG ψF

(
diamCi +diamDj

)
+MF diam G

(
��,i, j

)
� 1

2
MG ψF

(
diamCi +diamDj

)
+MF diam G�

<
1
2
MG ψF

(
αp(C)+ αp(D)+ ε

)
+

ε
2
. (3.25)
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Similarly, from (3.22) and (3.24) it follows that

αp
(

T (D×C)
)

� diam
(

T
(
�′k,i, j

) )
� 1

2
MG ψF

(
diamCi +diamDj

)
+MF diam G

(
�′k,i, j

)
� 1

2
MG ψF

(
diamCi +diamDj

)
+MF diam G′

k

<
1
2
MG ψF

(
αp(C)+ αp(D)+ ε

)
+

ε
2
. (3.26)

Adding expressions (3.25) and (3.26) together implies that

αp
(

T (C×D)
)

+αp
(

T (D×C)
)
< MG ψF

(
αp(C)+ αp(D)+ ε

)
+ ε.

Since ε is arbitrary, we have

αp
(

T (C×D)
)

+αp
(

T (D×C)
)
� MG ψF

(
αp(C)+ αp(D)

)
for all bounded chains C and D in E and the proof of the lemma is complete. �

THEOREM 3.2. Let (E,�,‖ · ‖) be a partially ordered Banach algebra and let
every compact chain C in E be Janhavi. Suppose that F ,G : E×E →K and H : E×
E →E are three mixed monotone coupled operators satisfying the following conditions.

(a) F is partially bounded and partial D -Lipschitz with a D -function ψF ,

(b) G is partially continuous and uniformly partially compact with uniform bound
MG = sup

{‖G (C×D)‖ : C,D ∈ Pbd,cn(E)
}

,

(c) H is partially bounded and partially D -Lipschitz with a D -function ψH ,

(d) MG ψF (r)+ ψH (r) < r for r > 0 , and

(e) there exists an element (x0,y0) ∈ E × E such that x0 � F (x0,y0)G (x0,y0) +
H (x0,y0) and y0 � F (y0,x0)G (y0,x0)+H (y0,x0) or x0 � F (x0,y0)G (x0,y0)
+H (x0,y0) and y0 � F (y0,x0)G (y0,x0)+H (y0,x0) .

Then the coupled operator equations (3.1) and (3.2) have a coupled solution (x∗,y∗)
and the sequences {xn} and {yn} of successive iterations defined by

xn+1 = F (xn,yn)G (xn,yn)+H (xn,yn) (3.27)

and
yn+1 = F (yn,xn)G (yn,xn)+H (yn,xn) (3.28)

for n � 0 , converge monotonically to x∗ and y∗ respectively. Moreover, the set of all
comparable coupled solutions is compact.
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Proof. Now, the coupled operator equations (3.1) and (3.2) can be written as

x = T (x,y)+H (x,y) (3.29)

and
y = T (y,x)+H (y,x) (3.30)

for all (x,y),(y,x) ∈ E ×E , where T is a coupled operator defined by

T (x,y) = F (x,y)G (x,y), (x,y) ∈ E ×E.

Define the coupled operator T : E ×E → E by

T(x,y) = T (x,y)+H (x,y) (3.31)

so that we have
T(y,x) = T (y,x)+H (y,x). (3.32)

We show that the coupled operator T satisfies all the conditions of Theorem 2.1 on
E×E . Since F , G and H are mixed monotone coupled operators on E×E , the cou-
pled operator T is mixed monotone on E×E . As F and H are partial D -Lipschitz,
they are partially continuous coupled operators on E ×E . From the continuity of the
multiplicative composition, it follows that the coupled operator T is a partially contin-
uous on E ×E . Next we show that T is a partially condensing on E ×E , that is, T
satisfies the set-contractive condition (2.25) of Theorem 2.8 with respect to the partial
Kuratowskii measure αp of noncompactness in E .

Let C and D be any two bounded chains in E . Then from partial boundedness
of F , G and H it follows that T (C×D) and H (C×D) are bounded chains in E .
Now, by definition of the coupled operator T , we obtain

T(C×D) ⊂ T (C×D)+H (C×D)

and
T(D×C)⊂ T (D×C)+H (D×C).

Again, from monotonicity and subadditivity of the partial measure αp of noncom-
pactness it follows that

αp
(

T(C×D)
)
� αp

(
T (C×D)

)
+αp

(
H (C×D)

)
(3.33)

and
αp

(
T(D×C)

)
� αp

(
T (D×C)

)
+αp

(
H (D×C)

)
. (3.34)

Adding the above two inequalities together implies that

αp
(

T(C×D)
)
+ αp

(
T(D×C)

)
� αp

(
T (C×D)

)
+αp

(
H (C×D)

)
+ αp

(
T (D×C)

)
+αp

(
H (D×C)

)
� MG ψF

(
αp(C)+ αp(D)

)
+ψH

(
αp(C)+ αp(D)

)
= ψT

(
αp(C)+ αp(D)

)
(3.35)
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where, ψT(r) = MGψF (r) + ψH (r) < r for r > 0. Thus the coupled operator T
satisfies the set-contractive condition (2.25) of partially condensing coupled operator
with respect to the partial Kuratowskii measure αp of noncompactness on E .

Next, there exists an element (x0,y0) ∈ E ×E such that

x0 � F (x0,y0)G (x0,y0)+H (x0,y0) = T(x0,y0)

and
y0 � F (y0,x0)G (y0,x0)+H (y0,x0) = T(y0,x0)

or
x0 � F (x0,y0)G (x0,y0)+H (x0,y0) = T(x0,y0)

and
y0 � F (y0,x0)G (y0,x0)+H (y0,x0) = T(y0,x0).

Hence, the element (x0,y0) is a lower coupled or an upper coupled solution of the
coupled operator equations

x = T(x,y) and y = T(y,x).

Thus the coupled operator T satisfies all the conditions of Theorem 2.1 and so
it has a coupled solution, that is there exists a point (x∗,y∗) ∈ E ×E such that x∗ =
T(x∗,y∗) and y∗ = T(y∗,x∗) which further by definition of the coupled operator T
implies that

x∗ = T (x∗,y∗)+H (x∗,y∗)

and
y∗ = T (y∗,x∗)+H (y∗,x∗)

or
x∗ = F (x∗,y∗)G (x∗,y∗)+H (x∗,y∗)

and
y∗ = F (y∗,x∗)G (y∗,x∗)+H (y∗,x∗)

and the sequences {xn} and {yn} defined by (3.27) and (3.28) converge monotonically
to x∗ and y∗ respectively. Moreover, the set of all such comparable coupled solutions
is compact. This completes the proof. �

THEOREM 3.3. Let (E,�,‖ · ‖) be a partially ordered Banach algebra and let
every compact chain C in E be Janhavi. Suppose that F ,G : E×E →K and H : E×
E →E are three mixed monotone coupled operators satisfying the following conditions.

(a) F is partially bounded and partial D -Lipschitz with a D -function ψF ,

(b) G is partially continuous and uniformly partially compact with uniform bound
MG = sup

{‖G (C×D)‖ : C,D ∈ Pbd,cn(E)
}

,

(c) H is partially continuous and partially compact,
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(d) MG ψF (r) < r for r > 0 , and

(e) there exists an element (x0,y0) ∈ E × E such that x0 � F (x0,y0)G (x0,y0) +
H (x0,y0) and y0 � F (y0,x0)G (y0,x0)+H (y0,x0) or x0 � F (x0,y0)G (x0,y0)
+H (x0,y0) and y0 � F (y0,x0)G (y0,x0)+H (y0,x0) .

Then the coupled operator equations (3.1) and (3.2) have a coupled solution (x∗,y∗)
and the sequences {xn} and {yn} of successive iterations defined by (3.27) and (3.28)
converge monotonically to x∗ and y∗ respectively. Moreover, the set of all comparable
coupled solutions is compact.

Proof. The proof of the theorem is similar to Theorem 3.2, but for the sake of
completeness we give the details of it. Define a coupled operator T : E ×E → E by

T(x,y) = T (x,y)+H (x,y)

where T is a coupled operator defined by

T (x,y) = F (x,y)G (x,y), (x,y) ∈ E ×E.

We show that the coupled operator T satisfies all the conditions of Theorem 2.1
on E ×E . Since F , G and H are mixed monotone coupled operators on E ×E , the
coupled operator T is mixed monotone on E ×E . As F is partial D -Lipschitz, it is
partially continuous coupled operator on E ×E . From the continuity of the multiplica-
tive composition in E it follows that the coupled operator T is a partially continuous on
E ×E . Next we show that T satisfies the set-contractive condition (2.25) of Theorem
2.8 with respect to the partial Kuratowskii measure αp of noncompactness in E .

Let C and D be any two bounded chains in E . Then from partial boundedness of
F and the partial compactness of G and H it follows that T (C×D) and H (C×D)
are bounded chains in E . Now, by definition of the coupled operator T , we obtain

T(C×D) ⊂ T (C×D)+H (C×D)

and
T(D×C)⊂ T (D×C)+H (D×C).

Next, from monotonicity and subadditivity of the partial measure αp of noncom-
pactness it follows that

αp
(

T(C×D)
)
� αp

(
T (C×D)

)
+αp

(
H (C×D)

)
(3.36)

and
αp

(
T(D×C)

)
� αp

(
T (D×C)

)
+αp

(
H (D×C)

)
. (3.37)

Since H (C×D) and H (D×C) are compact sets, it can be shown as in the proof
of Theorem 3.2 that

αp
(

H (C×D)
)
<

ε
2

and αp
(

H (D×C)
)
<

ε
2
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for some arbitrary ε > 0. Making use of these inequalities and adding the two inequal-
ities (3.36) and (3.37) together implies that

αp
(

T(C×D)
)
+ αp

(
T(D×C)

)
< αp

(
T (C×D)

)
+αp

(
T (D×C)

)
+ε

� MG ψF

(
αp(C)+ αp(D)

)
= ψT

(
αp(C)+ αp(D)

)
(3.38)

where ψT(r) = MG ψF (r) < r for r > 0. The rest of the proof is obtained by closely
observing the proof of Theorem 3.2 and so we omit the details. Hence, the proof of the
theorem is complete. �

On taking H (x,y) ≡ 0, we obtain the following new coupled hybrid fixed point
theorem to the subject of nonlinear analysis and applications.

COROLLARY 3.3. Let (E,�,‖ ·‖) be a partially ordered Banach algebra and let
every compact chain C in E be Janhavi. Suppose that F ,G : E ×E → K are two
mixed monotone coupled operators satisfying the following conditions.

(a) F is partially bounded and partial D -Lipschitz with a D -function ψF ,

(b) G is partially continuous and uniformly partially compact with uniform bound
MG = sup

{‖G (C×D)‖ : C,D ∈ Pbd,cn(E)
}

,

(c) MG ψF (r) < r for r > 0 , and

(d) there exists an element (x0,y0) ∈ E × E such that x0 � F (x0,y0)G (x0,y0)
and y0 � F (y0,x0)G (y0,x0) or x0 � F (x0,y0)G (x0,y0) and y0 �
F (y0,x0)G (y0,x0) .

Then the coupled operator equations

x = F (x,y)G (x,y) (3.39)

and
y = F (y,x)G (y,x) (3.40)

have a positive coupled solution (x∗,y∗) and the sequences {xn} and {yn} of succes-
sive iterations defined by

xn+1 = F (xn,yn)G (xn,yn) (3.41)

and
yn+1 = F (yn,xn)G (yn,xn) (3.42)

for n � 0 , converge monotonically to x∗ and y∗ respectively. Moreover, the set of all
comparable positive coupled solutions is compact.
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REMARK 3.2. Note that a couple of coupled hybrid fixed point theorems similar
to Theorems 3.2 and 3.3 are also obtained in Dhage [21] using the partial Kuratowskii
measure of noncompactness under the condition that one of the coupled operators F
and H are symmetric partial D -Lipschitz on E×E . However, we remark that though
the theorems are correct, there is a flaw in the proofs of the theorems with that method.
Therefore, Theorems 3.2 and 3.3 are new coupled hybrid fixed point theorems different
from those presented in Dhage [19] containing the sum and product of three coupled
operators on E ×E under a little stronger partial D -Lipschitz condition of one of the
coupled operators F and H . Again, the regularity of the partially ordered Banach
algebra E in above coupled hybrid fixed point theorems, Theorems 3.2 and 3.3 may be
relaxed and compensated with the continuity of the coupled operators F , G and H
on E ×E . See Dhage [9, 17, 18, 19, 20] and the references therein.

REMARK 3.3. If x = y in the coupled operator equations (3.1) and (3.2), then they
reduce to the operator equation A xBx+C x = x , where A x = F (x,x) , Bx = G (x,x)
and C x = H (x,x) , and consequently Theorems 3.2 and 3.3 reduce to the hybrid fixed
point theorems for the sum and product of three nonlinear nondecreasing operators in a
partially ordered Banach algebra E proved in Dhage [15, 16, 17].

In view of the Lemmas 2.1 and 2.2 we obtain the following interesting applicable
coupled hybrid fixed point results in an ordered Banach algebra (E,K) .

COROLLARY 3.4. Let (E,K) be an ordered Banach algebra and let F ,G : E ×
E → K and H : E ×E → E are three mixed monotone coupled operators satisfying
the conditions (a) through (e) of Theorem 3.2. Then the coupled operator equations
(3.1) and (3.2) have a coupled solution (x∗,y∗) and the sequences {xn} and {yn} of
successive iterations defined by (3.27) and (3.28) converge monotonically to x∗ and y∗
respectively. Moreover, the set of all comparable coupled solutions is compact.

COROLLARY 3.5. Let (E,K) be an ordered Banach algebra and let F ,G : E ×
E → K and H : E ×E → E are three mixed monotone coupled operators satisfying
the conditions (a) through (e) of Theorem 3.3. Then the coupled operator equations
(3.1) and (3.2) have a coupled solution (x∗,y∗) and the sequences {xn} and {yn} of
successive iterations defined by (3.27) and (3.28) converge monotonically to x∗ and y∗
respectively. Moreover, the set of all comparable coupled solutions is compact.

COROLLARY 3.6. Let (E,K) be an ordered Banach algebra and let F ,G : E ×
E → K be two mixed monotone coupled operators satisfying the conditions (a) through
(d) of Corollary 3.3. Then the coupled operator equations (3.39) and (3.40) have a
positive coupled solution (x∗,y∗) and the sequences {xn} and {yn} of successive iter-
ations defined by (3.41) and (3.42) converge monotonically to x∗ and y∗ respectively.
Moreover, the set of all comparable positive coupled solutions is compact.

Similarly, if x = y and A x = F (x,x) , Bx = G (x,x) and C x = H (x,x) , then
Corollary 3.5 reduces to the following hybrid fixed point theorem involving the sum
and product of three operators in an ordered Banach space (E,K) .
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COROLLARY 3.7. Let (E,K) be an ordered Banach algebra and let A ,B : E →
K and C : E →E be three nondecreasing operators satisfying the following conditions.

(a) A is partially bounded and partial D -Lipschitz with D -function ψA ,

(b) B is partially continuous and uniformly partially compact,

(c) C is partially bounded and partial D -Lipschitz with D -function ψC , and

(d) MB ψA (r)+ ψC (r) < r for each r > 0 , where MB = sup{‖B(C)‖ :
C ∈ Pbd,cn(E)}.

If there exists an element x0 ∈ E such that x0 � A x0 Bx0 +C x0 or x0 � A x0 Bx0 +
C x0 , then the operator equation A xBx+C x = x has a solution x∗ and the sequence
{xn} of successive iterations defined by xn+1 = A xn Bxn +C xn converges monotoni-
cally to x∗ . Moreover, the set of all comparable solutions is compact.

COROLLARY 3.8. Let (E,K) be an ordered Banach algebra and let A ,B : E →
K be two nondecreasing operators satisfying the following conditions.

(a) A is partially bounded and partial D -Lipschitz with D -function ψA ,

(b) B is partially continuous and uniformly partially compact, and

(c) MB ψA (r) < r for each r > 0 , where MB = sup{‖B(C)‖ : C ∈ Pbd,cn(E)}.

If there exists an element x0 ∈ E such that x0 � A x0 Bx0 or x0 � A x0 Bx0 , then
the operator equation A xBx = x has a positive solution x∗ and the sequence {xn}
of successive iterations defined by xn+1 = A xn Bxn converges monotonically to x∗ .
Moreover, the set of all comparable solutions is compact.

REMARK 3.4. The hybrid fixed point corollaries, Corollaries 3.3, 3.4, 3.5 and 3.6
are new to the literature on the theory of coupled fixed point theorems in the ordered
Banach spaces and applications. Note that the above mentioned coupled hybrid fixed
point results are very much useful in the subject of nonlinear analysis for proving the
existence and approximation theorems for nonlinear coupled differential and integral
equations in finite and infinite dimensional Banach spaces.

4. Mixed coupled hybrid fixed point theorems

Next, we consider the case in which the operators and the coupled operators appear
in the coupled equations simultaneously at the same time. There are ample examples
of such coupled equations in nonlinear analysis and applications. Therefore, it is of
interest to obtain the coupled solutions to such mixed coupled equations under certain
suitable mixed hybrid conditions of algebra, analysis and topology.
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4.1. Mixed coupled equations of type I

Now, consider the coupled operator equations

x = A xG (x,y)+C x (4.1)

and
y = A yG (y,x)+C y, (4.2)

where A ,C : E → E are nonlinear operators and G : E×E → E is a coupled operator
which are not necessarily continuous.

A pair of elements (x∗,y∗) ∈ E ×E is called a coupled fixed point of the coupled
operator equations (4.1) and (4.2) if

x∗ = A x∗G (x∗,y∗)+C x∗ (4.3)

and
y∗ = A y∗G (y∗,x∗)+C y∗. (4.4)

THEOREM 4.1. Let (E,�,‖ · ‖) be a partially ordered Banach algebra and let
every compact chain C in E be Janhavi. Suppose that A : E → K and C : E → E are
nondecreasing operators and G : E ×E → K is a mixed monotone coupled operator
satisfying the following conditions.

(a) A is partially bounded and partial D -Lipschitz with a D -function ψA ,

(b) G is partially continuous and uniformly partially compact with uniform bound
MG = sup

{‖G (C×D)‖ : C,D ∈ Pbd,cn(E)
}

,

(c) C is partially bounded and partially D -Lipschitz with a D -function ψC ,

(d) MG ψA (r)+ ψC (r) < r for each r > 0 , and

(e) there exists an element (x0,y0) ∈ E × E such that x0 � A x0 G (x0,y0) + C x0

and y0 � A y0 G (y0,x0) + C y0 or x0 � A x0 G (x0,y0) + C x0 and
y0 � A y0 G (y0,x0)+C y0 .

Then the coupled operator equations (4.1) and (4.2) have a coupled solution (x∗,y∗)
and the sequences {xn} and {yn} of successive iterations defined by

xn+1 = A xn G (xn,yn)+C xn (4.5)

and
yn+1 = A yn G (yn,xn)+C yn (4.6)

for n � 0 , converge monotonically to x∗ and y∗ respectively. Moreover, the set of all
comparable coupled solutions is compact.
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Proof. Define a coupled operator T : E ×E → E by

T (x,y) = A xG (x,y)+C x (4.7)

so that
T (y,x) = A yG (y,x)+C y. (4.8)

Since the operator A and C are nondecreasing on E and the coupled operator
G (x,y) is nondecreasing in x for each y ∈ E , the coupled operator T (x,y) is nonde-
creasing in x for each y ∈ E . Similarly, since the operator G (x,y) is nonincreasing in
y for each x ∈ E , the coupled operator T (x,y) is nonincreasing in y for each x ∈ E .
Thus the coupled operator T is mixed monotone on E ×E . Again, as A and C are
partially bounded on E and G is partially bounded on E ×E , the coupled operator
T is partially bounded on E ×E . We show that T satisfies the measure theoretic
set-contractive condition (2.25) of Theorem 2.8 on E ×E .

Now, for any comparable elements (x,y),(u,v) ∈ E ×E , by definition of the cou-
pled operator T , we obtain

‖T (x,y)−T (u,v)‖ � ‖A xG (x,y)−A uG (u,v)‖+‖C x−C u‖
� ‖A x−A u‖‖G (x,y)‖+‖A u‖‖G(x,y)−G(u,v)‖

+‖C x−C u‖
� MG ψA

( ‖x−u‖ ) +MA ‖G (x,y)−G (u,v)‖
+ ψC

( ‖x−u‖ ) . (4.9)

Similarly,

‖T (y,x)−T (v,u)‖ � MG ψA

( ‖v− y‖ ) +MA ‖G (y,x)−G (v,u)‖
+ ψC

( ‖v− y‖ ) . (4.10)

Next, let ε > 0 be given and let C and D be two bounded chains in the Banach
algebra E satisfying the conditions (3.10) and (3.11) respectively. As T is partially
bounded, we have that T (C×D) is a bounded chain of E . Therefore, by definition of
the diameter of a set in E , we obtain

diam
(
T

(
C×D

))
= sup

(x,y),(u,v)∈C×D
‖T (x,y)−T (u,v)‖

� sup
(x,y),(u,v)∈C×D

MG ψA

( ‖x−u‖ )
+MA sup

(x,y),(u,v)∈C×D
‖G (y,x)−G (v,u)‖

+ sup
(x,y),(u,v)∈C×D

ψC

( ‖x−u‖ )
� MG ψA

(
diam(C)

)
+MA diam

(
G (C×D)

)
+ψC

(
diam(C)

)
. (4.11)
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Similarly, we obtain

diam
(
T

(
D×C

))
� MG ψA

(
diam(D)

)
+MA diam

(
G (D×C)

)
+ψC

(
diam(D)

)
. (4.12)

Next, since G is partially compact, G (C×D) = G is relatively compact subset
of E . Therefore, for above ε > 0, by partial Kuratowskii measure of noncompactness,
there exist subchains G1 , G2, . . . ,Gm2 of G such that

G (C×D) =
m2⋃

λ=1

Gλ = G ⇒
m2⋃

λ=1

G −1(Gλ ) = C×D

and
diam(Gλ ) <

ε
2MA

for each λ . (4.13)

Similarly, G (D×C) = G′ is a relatively compact subset of E and for above
ε > 0, by partial Kuratowskii measure of noncompactness, there exist subchains G′

1 ,
G′

2, . . . ,G
′
n2

of G′ such that

G (D×C) =
n2⋃

γ=1

G′
γ = G′ ⇒

n2⋃
γ=1

G −1(G′
γ ) = D×C

and
diam(G′

γ ) <
ε

2MA
for each γ. (4.14)

Denote
�λ ,i, j = G −1(Gλ

)⋂(
Ci ×Dj

)
.

Then we have ⋃
λ ,i, j

�λ ,i, j =C×D.

Similarly, let
�′γ, j,i = G −1(G′

γ
)⋂(

Dj ×Ci
)
.

Therefore, we have ⋃
γ, j,i

�′γ, j,i = D×C.

Now, from the inequalities (4.11) and (4.13), we obtain

αp

(
T (C×D)

)
� diam

(
T

(
�λ ,i, j

))
� MG ψA

(
diam(Ci)

)
+MA diam

(
G
(
�λ ,i, j

))
+ ψC

(
diam(Ci)

)
� MG ψA

(
αp(C)+ ε

)
+MA diamGλ

+ ψC

(
αp(C)+ ε

)
< MG ψA

(
αp(C)+ ε

)
+ψC

(
αp(C)+ ε

)
+

ε
2
. (4.15)
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Similarly, from the inequalities (4.12) and (4.14), we obtain

αp

(
T (D×C)

)
� diam

(
T

(
�′γ, j,i

))
� MG ψA

(
diam(Dj)

)
+MA diam

(
G (�γ, j,i)

)
+ ψC

(
diam(Di)

)
� MG ψA

(
αp(D)+ ε

)
+MA diamG′

γ

+ ψC

(
αp(D)+ ε

)
< MG ψA

(
αp(D)+ ε

)
+ψC

(
αp(D)+ ε

)
+

ε
2
. (4.16)

Adding (4.15) and (4.16) together implies that

αp

(
T

(
C×D

))
+ αp

(
T

(
D×C

))
< MG ψA

(
αp(C)+ ε

)
+ψC

(
αp(C)+ ε

)
+MG ψA

(
αp(D)+ ε

)
+ψC

(
αp(D)+ ε

)
+ε.

Since ε is arbitrary, one has

αp

(
T

(
C×D

))
+ αp

(
T

(
D×C

))
� MG ψA

(
αp(C)

)
+ψC

(
αp(C)

)
+MG ψA

(
αp(D)

)
+ψC

(
αp(D)

)
< αp(C)+ αp(D)

for all bounded chains C and D in E for which αp(C)+ αp(D) > 0. As a result, the
coupled operator T is a partially condensing with respect to the partial Kuratowskii
measure αp of noncompactness in E . Thus, T satisfies all the conditions of Theorem
2.8 and so the coupled operator equations x = T (x,y) and y = T (y,x) have a coupled
solution (x∗,y∗) . Consequently the coupled operator equations (4.1) and (4.2) have
a coupled solution (x∗,y∗) and the sequences {xn} and {yn} of successive iterations
defined by (4.5) and (4.6) converge monotonically to x∗ and y∗ respectively. This
completes the proof. �

THEOREM 4.2. Let (E,�,‖ · ‖) be a partially ordered Banach algebra and let
every compact chain C in E be Janhavi. Suppose that A : E → K and C : E → E are
nondecreasing operators and G : E ×E → K is a mixed monotone coupled operator
satisfying the following conditions.

(a) A is partially bounded and partial D -Lipschitz with a D -function ψA ,

(b) G is partially continuous and uniformly partially compact with uniform bound
MG = sup

{‖G (C×D)‖ : C,D ∈ Pbd,cn(E)
}

,

(c) C is partially continuous and partially compact,
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(d) MG ψA (r) < r for each r > 0 , and

(e) there exists an element (x0,y0) ∈ E × E such that x0 � A x0 G (x0,y0) + C x0

and y0 � A y0 G (y0,x0) + C y0 or x0 � A x0 G (x0,y0) + C x0 and
y0 � A y0 G (y0,x0)+C y0 .

Then the coupled operator equations (4.1) and (4.2) have a coupled solution (x∗,y∗)
and the sequences {xn} and {yn} of successive iterations defined by (4.5) and (4.6)
converge monotonically to x∗ and y∗ respectively. Moreover, the set of all comparable
coupled solutions is compact.

The proof of Theorem 4.2 is simple and can be obtained by giving similar argu-
ments and closely observing the proof of Theorem 4.1. We omit the details. As a
consequence of above Theorems 4.1 and 4.2 we obtain the following corollary.

COROLLARY 4.1. Let (E,�,‖ ·‖) be a partially ordered Banach algebra and let
every compact chain C in E be Janhavi. Suppose that A : E → K is nondecreasing
operator and G : E × E → K is a mixed monotone coupled operator satisfying the
following conditions.

(a) A is partially bounded and partial D -Lipschitz with a D -function ψA ,

(b) G is partially continuous and uniformly partially compact with uniform bound
MG = sup

{‖G (C×D)‖ : C,D ∈ Pbd,cn(E)
}

,

(c) MG ψA (r) < r for each r > 0 , and

(d) there exists an element (x0,y0) ∈ E ×E such that x0 � A x0 G (x0,y0) and y0 �
A y0 G (y0,x0) or x0 � A x0 G (x0,y0) and y0 � A y0 G (y0,x0) .

Then the coupled operator equations

x = A xG (x,y) (4.17)

and
y = A yG (y,x) (4.18)

have a positive coupled solution (x∗,y∗) and the sequences {xn} and {yn} of succes-
sive iterations defined by

xn+1 = A xn G (xn,yn) (4.19)

and
yn+1 = A yn G (yn,xn) (4.20)

for n � 0 , converge monotonically to x∗ and y∗ respectively. Moreover, the set of all
comparable coupled solutions is compact.

Now, in view of the Lemmas 2.1 and 2.2, we obtain
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COROLLARY 4.2. Let (E,K) be an ordered Banach algebra. Suppose that
A : E → K and C : E → E are nondecreasing operators and G : E ×E → K is a
mixed monotone coupled operator satisfying the conditions (a) through (e) of Theorem
4.1 or 4.2. Then the coupled operator equations (4.1) and (4.2) have a positive coupled
solution (x∗,y∗) and the sequences {xn} and {yn} of successive iterations defined by
(4.5) and (4.6) converge monotonically to x∗ and y∗ respectively. Moreover, the set of
all comparable coupled solutions is compact.

4.2. Mixed coupled equations of type II

Next, we consider the mixed coupled operator equations

x = A xF (x,y)+C x (4.21)

and
y = A yF (y,x)+C y, (4.22)

where A ,C : E → E are nonlinear operators and F : E×E → E is a coupled operator
which are not necessarily continuous.

A pair of elements (x∗,y∗) ∈ E ×E is called a coupled fixed point of the coupled
operator equations (4.21) and (4.22) if

x∗ = A x∗F (x∗,y∗)+C x∗ (4.23)

and
y∗ = A y∗F (y∗,x∗)+C y∗. (4.24)

THEOREM 4.3. Let (E,�,‖ · ‖) be a partially ordered Banach algebra and let
every compact chain C in E be Janhavi. Suppose that A : E → K and C : E → E are
nondecreasing operators and F : E ×E → K is a mixed monotone coupled operator
satisfying the following conditions.

(a) A is partially continuous and uniformly partially compact with uniform bound
MA = sup

{‖A (C)‖ : C ∈ Pbd,cn(E)
}

,

(b) F is partially bounded and partial D -Lipschitz with a D -function ψF ,

(c) C is partially bounded and partial D -Lipschitz with a D -function ψC ,

(d) MA ψF (r1 + r2)+ ψC (r1)+ ψC (r2) < r1 + r2 for each r1 > 0 , r2 > 0 , and

(e) there exists an element (x0,y0) ∈ E × E such that x0 � A x0 F (x0,y0)+ C x0

and y0 � A y0 F (y0,x0) + C y0 or x0 � A x0 F (x0,y0) + C x0 and
y0 � A y0 F (y0,x0)+C y0 .

Then the coupled operator equations (4.21) and (4.22) have a coupled solution (x∗,y∗)
and the sequences {xn} and {yn} of successive iterations defined by

xn+1 = A xn F (xn,yn)+C xn (4.25)
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and

yn+1 = A yn F (yn,xn)+C yn (4.26)

for n � 0 , converge monotonically to x∗ and y∗ respectively. Moreover, the set of all
comparable coupled solutions is compact.

Proof. Define a coupled operator T : E ×E → E by

T (x,y) = A xF (x,y)+C x (4.27)

so that we have

T (y,x) = A yF (y,x)+C y. (4.28)

Since the operator A and C are nondecreasing on E and the coupled operator
F (x,y) is nondecreasing in x for each y ∈ E , the coupled operator T (x,y) is nonde-
creasing in x for each y ∈ E . Similarly, since the operator F (x,y) is nonincreasing in
y for each x ∈ E , the coupled operator T (x,y) is nonincreasing in y for each x ∈ E .
Thus the coupled operator T is mixed monotone on E ×E . Again, as A and C are
partially bounded on E and F is partially bounded on E ×E , the coupled operator
T is partially bounded on E ×E . We show that T satisfies the measure theoretic
set-contractive condition (2.25) of Theorem 2.8 with respect to the partial Kuratowskii
measure of noncompactness on E ×E .

Now for any two comparable elements (x,y),(u,v) ∈ E ×E , by definition of the
coupled operator T , we obtain

‖T (x,y)−T (u,v)‖ � ‖(A xF (x,y)
)− (

A uF (u,v)
)‖+‖C x−C u‖

� ‖A x−A u‖‖F (x,y)‖+‖A u‖‖F (x,y)−F (u,v)‖
+‖C x−C u‖

� MF ‖A x−A u‖+
1
2
MA ψF

( ‖x−u‖+‖v− y‖ )
+ ψC

( ‖x−u‖ ) . (4.29)

Similarly,

‖T (y,x)−T (v,u)‖ � MF ‖A y−A v‖+
1
2
MA ψF

( ‖x−u‖+‖v− y‖ )
+ ψC

( ‖y− v‖ ) . (4.30)

Next, let ε > 0 be given and let C and D be two bounded chains in the Banach
algebra E satisfying the inequalities (3.10) and (3.11) respectively. As T is partially
bounded, we have that T (C×D) is a bounded chain of E . Therefore, by definition of
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the diameter of a set in E , we obtain

diam
(
T

(
C×D

))
= sup

(x,y),(u,v)∈C×D
‖T (x,y)−T (u,v)‖

� sup
(x,y),(u,v)∈C×D

MF ‖A x−A u‖

+
1
2
· sup
(x,y),(u,v)∈C×D

MA ψF

( ‖x−u‖+‖v− y‖ )
+ sup

(x,y),(u,v)∈C×D
ψC

( ‖x−u‖ )
� MF diamA (C)+

1
2
·MA ψF

(
diamC+diamD

)
+ ψC

(
diamC

)
. (4.31)

Similarly, we obtain

diam
(
T

(
D×C

))
� MF diamA (D)+

1
2
·MA ψF

(
diamD+diamC

)
+ψC

(
diamD

)
. (4.32)

Next, since A is partially compact, A (C) = A is relatively compact subset of E .
Therefore, for above ε > 0, by partial Kuratowskii measure of noncompactness, there
exist subchains A1 , A2, . . . ,Am3 of A such that

A (C) =
m3⋃

μ=1

Aμ = A =⇒
m3⋃

μ=1

A −1(Aμ) = C

and
diam(Aμ) <

ε
2MF

for each μ . (4.33)

Similarly, A (D) = A′ is a relatively compact subset of E and therefore, for above
ε > 0, by partial Kuratowskii measure of noncompactness, there exist subchains A′

1 ,
A′

2, . . . ,A
′
n3

of A′ such that

A (D) =
n3⋃

ν=1

A′
ν = A′ =⇒

n3⋃
ν=1

A −1(A′
ν) = D

and
diam(A′

ν) <
ε

2MF
for each ν. (4.34)

Denote
�μ,i, j =

(
G −1(Gμ

)⋂
Ci

)
×Dj,

then we have ⋃
μ,i, j

�μ,i, j = C×D.
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Similarly, let

�′ν, j,i =
(
G −1(A′

ν
)⋂

Dj

)
×Ci,

so, we have ⋃
ν, j,i

�′ν, j,i = D×C.

Now, from the expressions (4.31) and (4.33) we obtain

αp
(

T (C×D)
)

� diam
(

T
(
�μ,i, j

) )
� MF diamAμ +

1
2
·MA ψF

(
diamCi +diamDj

)
+ ψC

(
diamCi

)
<

1
2
·MA ψF

(
α(C)+ α(D)+ ε

)
+ ψC

(
α(C)+ ε

)
+

ε
2
. (4.35)

Similarly, we have

αp
(

T (D×C)
)

� diam
(

T
(
�′ν,i, j

) )
� MF diamA′

ν +
1
2
·MA ψF

(
diamCi +diamDj

)
+ ψC

(
diamDi

)
<

1
2
·MA ψF

(
α(C)+ α(D)+ ε

)
+ ψC

(
α(D)+ ε

)
+

ε
2
. (4.36)

Adding (4.35) and (4.36) together implies that

αp

(
T

(
C×D

))
+ αp

(
T

(
D×C

))
< MA ψF

(
αp(C)+ αp(D)+ ε

)
+ ψC

(
αp(C)+ ε

)
+ψC

(
αp(D)+ ε

)
+ε.

Since ε is arbitrary, one has

αp

(
T

(
C×D

))
+ αp

(
T

(
D×C

))
� MA ψF

(
αp(C)+ αp(D)

)
+ ψC

(
αp(C)

)
+ψC

(
αp(D)

)
< αp(C)+ αp(D)

for all bounded chains C and D in E for which αp(C)+ αp(D) > 0. As a result, the
coupled operator T is a partially condensing with respect to the partial Kuratowskii
measure αp in E . Thus, T satisfies all the conditions of Theorem 2.8 and so the cou-
pled operator equations x = T (x,y) and y = T (y,x) have a coupled solution (x∗,y∗) .
Consequently the coupled operator equations (4.21) and (4.22) have a coupled solution
(x∗,y∗) and the sequences {xn} and {yn} of successive iterations defined by (4.25) and
(4.26) converge monotonically to x∗ and y∗ respectively. This completes the proof. �
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THEOREM 4.4. Let (E,�,‖ · ‖) be a partially ordered Banach algebra and let
every compact chain C in E be Janhavi. Suppose that A : E → K and C : E → E are
nondecreasing operators and G : E ×E → K is a mixed monotone coupled operator
satisfying the following conditions.

(a) A is partially continuous and uniformly partially compact with uniform bound
MA = sup

{‖A (C)‖ : C ∈ Pbd,cn(E)
}

,

(b) F is partially bounded and partial D -Lipschitz with a D -function ψF ,

(c) C is partially continuous and partially compact,

(d) MA ψF (r) < r for each r > 0 , and

(e) there exists an element (x0,y0) ∈ E × E such that x0 � A x0 F (x0,y0)+ C x0

and y0 � A y0 F (y0,x0) + C y0 or x0 � A x0 F (x0,y0) + C x0 and
y0 � A y0 F (y0,x0)+C y0 .

Then the coupled operator equations (4.21) and (4.22) have a coupled solution (x∗,y∗)
and the sequences {xn} and {yn} of successive iterations defined by (4.25) and (4.26)
converge monotonically to x∗ and y∗ respectively. Moreover, the set of all comparable
coupled solutions is compact.

The proof of Theorem 4.4 is obtained by closely observing the proof of Theorem
4.3. We omit the details. As a consequence of above Theorems 4.3 and 4.4 we obtain
the following corollary.

COROLLARY 4.3. Let (E,K) be an ordered Banach algebra. Suppose that
A : E → K and C : E → E are nondecreasing operators and F : E ×E → K is a
mixed monotone coupled operator satisfying the conditions (a) through (e) of Theorem
4.3 or 4.4. Then the coupled operator equations (4.21) and (4.22) have a coupled so-
lution (x∗,y∗) and the sequences {xn} and {yn} of successive iterations defined by
(4.25) and (4.26) converge monotonically to x∗ and y∗ respectively. Moreover, the set
of all comparable coupled solutions is compact.

4.3. Mixed coupled equations of type III

Now, consider the coupled operator equations

x = A xG (x,y)+C y (4.37)

and
y = A yG (y,x)+C x, (4.38)

where A ,C : E → E are nonlinear operators and F : E×E → E is a coupled operator
which are not necessarily continuous.

A pair of elements (x∗,y∗) ∈ E ×E is called a coupled fixed point of the coupled
operator equations (4.37) and (4.38) if

x∗ = A x∗G (x∗,y∗)+C y∗ (4.39)
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and
y∗ = A y∗G (y∗,x∗)+C x∗. (4.40)

THEOREM 4.5. Let (E,�,‖ · ‖) be a partially ordered Banach algebra and let
every compact chain C in E be Janhavi. Suppose that A : E → K is nondecreasing
operator, C : E → E is nonincreasing operator and G : E×E → K is mixed monotone
coupled operator satisfying the following conditions.

(a) A is partially bounded and partial D -Lipschitz with a D -function ψA ,

(b) G is partially continuous and uniformly partially compact with uniform bound
MG = sup

{‖G (C×D)‖ : C,D ∈ Pbd,cn(E)
}

,

(c) C is partially bounded and partially D -Lipschitz with a D -function ψC ,

(d) MG ψA (r)+ ψC (r) < r for each r > 0 , and

(e) there exists an element (x0,y0) ∈ E × E such that x0 � A x0 G (x0,y0) + C y0

and y0 � A y0 G (y0,x0) + C x0 or x0 � A x0 G (x0,y0) + C y0 and
y0 � A y0 G (y0,x0)+C x0 .

Then the coupled operator equations (4.37) and (4.38) have a coupled solution (x∗,y∗)
and the sequences {xn} and {yn} of successive iterations defined by

xn+1 = A xn G (xn,yn)+C yn (4.41)

and
yn+1 = A yn G (yn,xn)+C xn (4.42)

for n � 0 , converge monotonically to x∗ and y∗ respectively. Moreover, the set of all
comparable coupled solutions is compact.

Proof. Define a coupled operator T : E ×E → E by

T (x,y) = A xG (x,y)+C y (4.43)

so that we have
T (y,x) = A yG (y,x)+C x. (4.44)

Since the operator A is nondecreasing and the coupled operator G (x,y) is non-
decreasing in x for each y ∈ E , the coupled operator T (x,y) is nondecreasing in x
for each y ∈ E . Similarly, since the operator C is nonincreasing and the coupled op-
erator G (x,y) is nonincreasing in y for each x ∈ E , the coupled operator T (x,y) is
nonincreasing in y for each x ∈ E . Thus the coupled operator T is mixed monotone
on E×E . Again, as A and C are partially bounded on E and G is partially bounded
on E×E , the coupled operator T is partially bounded on E ×E . The rest of the proof
is similar to Theorem 4.1 and hence we omit the details. �
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THEOREM 4.6. Let (E,�,‖ · ‖) be a partially ordered Banach algebra and let
every compact chain C in E be Janhavi. Suppose that A : E → K is nondecreasing
operator, C : E → E is nonincreasing operator and G : E×E → K is mixed monotone
coupled operator satisfying the following conditions.

(a) A is partially bounded and partial D -Lipschitz with a D -function ψA ,

(b) G is partially continuous and uniformly partially compact with uniform bound
MG = sup

{‖G (C×D)‖ : C,D ∈ Pbd,cn(E)
}

,

(c) C is partially continuous and partially compact,

(d) MG ψA (r) < r for each r > 0 , and

(e) there exists an element (x0,y0) ∈ E × E such that x0 � A x0 G (x0,y0) + C y0

and y0 � A y0 G (y0,x0) + C x0 or x0 � A x0 G (x0,y0) + C y0 and
y0 � A y0 G (y0,x0)+C x0 .

Then the coupled operator equations (4.37) and (4.38) have a coupled solution (x∗,y∗)
and the sequences {xn} and {yn} of successive iterations defined by (4.41) and (4.42)
converge monotonically to x∗ and y∗ respectively. Moreover, the set of all comparable
coupled solutions is compact.

COROLLARY 4.4. Let (E,K) be an ordered Banach algebra. Suppose that
A : E → K and C : E → E are nondecreasing operators and F : E ×E → K is a
mixed monotone coupled operator satisfying the conditions (a) through (e) of Theorem
4.5 or 4.6. Then the coupled operator equations (4.37) and (4.38) have a positive cou-
pled solution (x∗,y∗) and the sequences {xn} and {yn} of successive iterations defined
by (4.41) and (4.42) converge monotonically to x∗ and y∗ respectively. Moreover, the
set of all comparable coupled solutions is compact.

4.4. Mixed coupled equations of type IV

Now, consider the coupled operator equations

x = A xF (x,y)+C y (4.45)

and
y = A yF (y,x)+C x, (4.46)

where A ,C : E → E are nonlinear operators and F : E×E → E is a coupled operator
which are not necessarily continuous.

A pair of elements (x∗,y∗) ∈ E ×E is called a coupled fixed point of the coupled
operator equations (4.45) and (4.46) if

x∗ = A x∗F (x∗,y∗)+C y∗ (4.47)

and
y∗ = A y∗F (y∗,x∗)+C x∗. (4.48)
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THEOREM 4.7. Let (E,�,‖ · ‖) be a partially ordered Banach algebra and let
every compact chain C in E be Janhavi. Suppose that A : E → K is nondecreasing
operator, C : E → E is nonincreasing operator and F : E×E →K is mixed monotone
coupled operator satisfying the following conditions.

(a) A is partially continuous and uniformly partially compact with uniform bound
MA = sup

{‖A (C)‖ : C ∈ Pbd,cn(E)
}

,

(b) F is partially bounded and partial D -Lipschitz with a D -function ψF ,

(c) C is partially bounded and partial D -Lipschitz with a D -function ψC ,

(d) MA ψF (r1 + r2)+ ψC (r1)+ ψC (r2) < r1 + r2 for each r1 > 0 , r2 > 0 , and

(e) there exists an element (x0,y0) ∈ E × E such that x0 � A x0 F (x0,y0)+ C y0

and y0 � A y0 F (y0,x0) + C x0 or x0 � A x0 F (x0,y0) + C y0 and
y0 � A y0 F (y0,x0)+C x0 .

Then the coupled operator equations (4.45) and (4.46) have a coupled solution (x∗,y∗)
and the sequences {xn} and {yn} of successive iterations defined by

xn+1 = A xn F (xn,yn)+C yn (4.49)

and
yn+1 = A yn F (yn,xn)+C xn (4.50)

for n � 0 , converge monotonically to x∗ and y∗ respectively. Moreover, the set of all
comparable coupled solutions is compact.

Proof. The proof of the theorem is obtained by closely observing the proof of
Theorems 4.3 and 4.5 and hence we omit the details. �

THEOREM 4.8. Let (E,�,‖ · ‖) be a partially ordered Banach algebra and let
every compact chain C in E be Janhavi. Suppose that A : E → K is nondecreasing
operator, C : E → E is nonincreasing operator and F : E×E →K is mixed monotone
coupled operator satisfying the following conditions.

(a) A is partially continuous and uniformly partially compact with uniform bound
MA = sup

{‖A (C)‖ : C ∈ Pbd,cn(E)
}

,

(b) F is partially bounded and partial D -Lipschitz with a D -function ψF ,

(c) C is partially continuous and partially compact,

(d) MA ψF (r) < r for each r > 0 , and

(e) there exists an element (x0,y0) ∈ E × E such that x0 � A x0 F (x0,y0)+ C y0

and y0 � A y0 F (y0,x0) + C x0 or x0 � A x0 F (x0,y0) + C y0 and
y0 � A y0 F (y0,x0)+C x0 .
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Then the coupled operator equations (4.45) and (4.46) have a coupled solution (x∗,y∗)
and the sequences {xn} and {yn} of successive iterations defined by (4.49) and (4.50)
converge monotonically to x∗ and y∗ respectively. Moreover, the set of all comparable
coupled solutions is compact.

Proof. The proof of the theorem is obtained by closely observing the proof of
Theorems 4.4 and 4.6 and hence we omit the details. �

COROLLARY 4.5. Let (E,K) be an ordered Banach algebra. Suppose that
A : E → K and C : E → E are nonincreasing operators and F : E ×E → K is a
mixed monotone coupled operator satisfying the conditions (a) through (e) of Theorem
4.7 or 4.8. Then the coupled operator equations (4.45) and (4.46) have a coupled so-
lution (x∗,y∗) and the sequences {xn} and {yn} of successive iterations defined by
(4.49) and (4.50) converge monotonically to x∗ and y∗ respectively. Moreover, the set
of all comparable coupled solutions is compact.

4.5. Mixed coupled equations of type V

Now, consider the coupled operator equations

x = A x+G (x,y) (4.51)

and
y = A y+G (y,x), (4.52)

where A : E → E is a nonlinear operators and G : E ×E → E is a coupled operator
which are not necessarily continuous.

A pair of elements (x∗,y∗) ∈ E ×E is called a coupled fixed point of the coupled
operator equations (4.51) and (4.52) if

x∗ = A x∗ +G (x∗,y∗) (4.53)

and
y∗ = A y∗ +G (y∗,x∗) (4.54)

THEOREM 4.9. Let (E,�,‖·‖) be a partially ordered Banach space and let every
compact chain C in E be Janhavi. Suppose that A : E → E is a nondecreasing opera-
tor and G : E ×E → K is a mixed monotone coupled operator satisfying the following
conditions.

(a) A is partially bounded and nonlinear partial D -contraction with a D -function
ψA ,

(b) G is partially continuous and partially compact, and

(c) there exists an element (x0,y0) ∈ E × E such that x0 � A x0 + G (x0,y0) and
y0 � A y0 +G (y0,x0) or x0 � A x0 +G (x0,y0) and y0 � A y0 +G (y0,x0) .
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Then the coupled operator equations (4.51) and (4.52) have a coupled solution (x∗,y∗)
and the sequences {xn} and {yn} of successive iterations defined by

xn+1 = A xn +G (xn,yn) (4.55)

and
yn+1 = A yn +G (yn,xn) (4.56)

for n � 0 , converge monotonically to x∗ and y∗ respectively. Moreover, the set of all
comparable coupled solutions is compact.

Proof. Define a coupled operator T : E ×E → E by

T (x,y) = A x+G (x,y) (4.57)

so that
T (y,x) = A y+G (y,x). (4.58)

Since the operator A is nondecreasing on E and the coupled operator G (x,y) is
nondecreasing in x for each y ∈ E , the coupled operator T (x,y) is nondecreasing in
x for each y ∈ E . Similarly, since the operator G (x,y) is nonincreasing in y for each
x ∈ E , the coupled operator T (x,y) is nonincreasing in y for each x ∈ E . Thus the
coupled operator T is mixed monotone on E×E . Again, as A is partially bounded on
E and G is partially bounded on E ×E , the coupled operator T is partially bounded
on E ×E . We show that T satisfies the measure theoretic set-contractive condition
(2.25) of Theorem 2.8 on E ×E .

Let C and D be two bounded chains in the Banach space E . As T is partially
bounded, we have that T (C×D) is a bounded chain of E . Then we have

T (C×D) ⊆ A (C)+G (C×D)

and
T (D×C) ⊆ A (D)+G (D×C).

Now, by property (P6) of partial Kuratowski measure αp of noncompactness in
E , we obtain

αp
(
T (C×D)

)
� αp

(
A (C)

)
+ αp

(
G (C×D)

)
� ψA

(
αp(C)

)
(4.59)

and
αp

(
T (D×C)

)
� αp

(
A (D)

)
+ αp

(
G (D×C)

)
� ψA

(
αp(D)

)
(4.60)

Adding (4.59) and (4.60) together implies that

αp

(
T

(
C×D

))
+ αp

(
T

(
D×C

))
� ψA

(
αp(C)

)
+ ψA

(
αp(D)

)
< αp(C)+ αp(D)
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for all bounded chains C and D in E for which αp(C)+ αp(D) > 0. As a result, the
coupled operator T is a partially condensing with respect to the partial Kuratowskii
measure αp of noncompactness in E . Thus, T satisfies all the conditions of Theorem
2.1 and so the coupled operator equations x = T (x,y) and y = T (y,x) have a coupled
solution (x∗,y∗) . Consequently the coupled operator equations (4.51) and (4.52) have
a coupled solution (x∗,y∗) and the sequences {xn} and {yn} of successive iterations
defined by (4.55) and (4.56) converge monotonically to x∗ and y∗ respectively. This
completes the proof. �

As a consequence of above Theorem 4.9 we obtain the following corollary.

COROLLARY 4.6. Let (E,K) be an ordered Banach space. Suppose that A :
E → E is a nondecreasing operator and G : E ×E → E is a mixed monotone coupled
operator satisfying the conditions (a) through (c) of Theorem 4.9. Then the coupled op-
erator equations (4.51) and (4.52) have a coupled solution (x∗,y∗) and the sequences
{xn} and {yn} of successive iterations defined by (4.55) and (4.56) converge monoton-
ically to x∗ and y∗ respectively. Moreover, the set of all comparable coupled solutions
is compact.

Next, we consider the mixed coupled operator equations

x = A x+F (x,y) (4.61)

and
y = A y+F (y,x), (4.62)

where A : E → E is a nonlinear operator and F : E ×E → E is a coupled operator
which are not necessarily continuous.

A pair of elements (x∗,y∗) ∈ E ×E is called a coupled fixed point of the coupled
operator equations (4.61) and (4.62) if

x∗ = A x∗ +F (x∗,y∗) (4.63)

and
y∗ = A y∗ +F (y∗,x∗). (4.64)

THEOREM 4.10. Let (E,�,‖ · ‖) be a partially ordered Banach space and let
every compact chain C in E be Janhavi. Suppose that A : E → E is a nondecreasing
operator and F : E × E → K is a mixed monotone coupled operator satisfying the
following conditions.

(a) A is partially continuous and partially compact,

(b) F is partially bounded and nonlinear partial D -contraction with a D -function
ψF , and

(c) there exists an element (x0,y0) ∈ E ×E such that x0 � A x0 + F (x0,y0) and
y0 � A y0 +F (y0,x0) or x0 � A x0 +F (x0,y0) and y0 � A y0 +F (y0,x0) .



Differ. Equ. Appl. 11, No. 1 (2019), 1–85. 53

Then the coupled operator equations (4.61) and (4.62) have a coupled solution (x∗,y∗)
and the sequences {xn} and {yn} of successive iterations defined by

xn+1 = A xn +F (xn,yn) (4.65)

and
yn+1 = A yn +F (yn,xn) (4.66)

for n � 0 , converge monotonically to x∗ and y∗ respectively. Moreover, the set of all
comparable coupled solutions is compact.

Proof. The proof is similar to Theorem 4.9 with appropriate modifications and
hence we omit the details. �

As a consequence of above Theorem 4.10 we obtain the following corollary.

COROLLARY 4.7. Let (E,K) be an ordered Banach space. Suppose that A :
E → E is a nondecreasing operator and F : E×E → K is a mixed monotone coupled
operator satisfying the conditions (a) through (c) of Theorem 4.10. Then the coupled
operator equations (4.61) and (4.62) have a coupled solution (x∗,y∗) and the sequences
{xn} and {yn} of successive iterations defined by (4.65) and (4.66) converge monoton-
ically to x∗ and y∗ respectively. Moreover, the set of all comparable coupled solutions
is compact.

The common existence principle running through all of the above coupled and
mixed coupled hybrid fixed point theorems is called “Dhage monotone iteration princi-
ple” in nonlinear analysis and which may be described as “the monotonic convergence
of the sequences of successive iterations or approximations to the coupled solutions of
the nonlinear coupled equations beginning with a lower or an upper coupled solution
of the related coupled equations as their first or initial approximation” and the proce-
dure of applying the above iteration principle to nonlinear coupled equations is called
the “Dhage monotone iteration method”. This method is very much useful in the study
of nonlinear coupled equations in view of the fact that we obtain the algorithms along
with existence of the coupled solutions for a system of nonlinear coupled and mixed
coupled equations under consideration.

5. Coupled periodic boundary value problems

The periodic boundary value problems are often times discussed in the literature
for different aspects of the solutions via applications of the tools from nonlinear func-
tional analysis. See for example, Dhage [18, 21, 22, 23, 24], Dhage and Dhage [27]
and the references therein. In the following we consider a coupled periodic boundary
value problem of nonlinear first order quadratic differential equations with linear and
quadratic perturbations of second type to be discussed by an application of coupled
hybrid fixed point principle embodied in Theorem 4.1.
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Given a closed and bounded interval J = [0,T ] of the real line R , we consider the
coupled hybrid quadratic periodic boundary value problems (in short coupled hybrid
QPBVPs) of nonlinear first order ordinary differential equations,(

x(t)− k(t,x(t))
f (t,x(t))

)′
+ λ

(
x(t)− k(t,x(t))

f (t,x(t))

)
= g(t,x(t),y(t)), t ∈ J,

x(0) = x(T ),

⎫⎪⎪⎬⎪⎪⎭ (5.1)

and (
y(t)− k(t,y(t))

f (t,y(t))

)′
+ λ

(
y(t)− k(t,y(t))

f (t,y(t))

)
= g(t,y(t),x(t)), t ∈ J,

y(0) = y(T ),

⎫⎪⎪⎬⎪⎪⎭ (5.2)

for λ ∈ R , λ > 0, where f : J×R → R\ {0} , g : J×R×R → R and k : J×R → R

are continuous functions.

By a coupled solution of the coupled hybrid QPBVPs (5.1) and (5.2) we mean a
pair of functions (x∗,y∗) ∈ C(J,R)×C(J,R) such that the functions t �→ x(t)−k(t,x(t))

f (t,x(t))

and t �→ y(t)−k(t,y(t))
f (t,y(t)) are well defined, continuous and differentiable satisfying the equa-

tions (5.1) and (5.2) on J , where C(J,R) is the space of continuous real-valued func-
tions defined on J .

The special case of the coupled hybrid QPBVPs of the form

x′(t)+ λx(t) = g(t,x(t),y(t)), t ∈ J,

x(0) = x(T ),

}
(5.3)

and
y′(t)+ λy(t) = g(t,y(t),x(t)), t ∈ J,

y(0) = y(T ),

}
(5.4)

have been discussed by Bhaskar and Lakshmikantham [4] and Berinde [3] for the ex-
istence and uniqueness theorem if the nonlinearities f and g satisfy a Lipschitz type
condition and when f and g satisfy a compactness type condition it has been discussed
in Dhage [16] for the existence and approximation of coupled solutions on J . However,
the special cases of the coupled hybrid PBVPs (5.1) and (5.2) in the form[

x(t)− k(t,x(t))
]′ + λ

[
x(t)− k(t,x(t))

]
= g(t,x(t),y(t)), t ∈ J,

x(0) = x(T ),

⎫⎬⎭ (5.5)

and [
y(t)− k(t,y(t))

]′ + λ
[
y(t)− k(t,y(t))

]
= g(t,y(t),x(t)), t ∈ J,

y(0) = y(T ),

⎫⎬⎭ (5.6)
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as well as the coupled hybrid QPBVPs(
x(t)

f (t,x(t))

)′
+ λ

(
x(t)

f (t,x(t))

)
= g(t,x(t),y(t)), t ∈ J,

x(0) = x(T ),

⎫⎪⎪⎬⎪⎪⎭ (5.7)

and (
y(t)

f (t,y(t))

)′
+ λ

(
y(t)

f (t,y(t))

)
= g(t,y(t),x(t)), t ∈ J,

y(0) = y(T ),

⎫⎪⎪⎬⎪⎪⎭ (5.8)

are also new and not discussed in the literature. In view of above presentation, the
coupled hybrid QPBVPs (5.1) and (5.2) are more general in the theory of nonlinear
coupled differential equations and therefore, it is of interest to discuss them for different
aspects of the coupled solutions.

The existence theorems for all the above PBVPs without monotonic property may
be proved using the hybrid fixed point theorems given in Dhage [23], however in that
case we do not get the algorithms for the coupled solutions. The purpose of the present
study is to establish an existence result and develop an algorithm for approximating the
coupled solutions of the coupled hybrid QPBVPs (5.1) and (5.2) under certain mixed
hybrid conditions on the nonlinearities f , g and k .

The following useful lemmas are obvious and may be found in Nieto [32, 33],
Nieto and Lopez [34, 35] and Dhage [18, 20] and the references therein.

LEMMA 5.1. For any function σ ∈ L1(J,R) , x is a solution to the differential
equation

x′(t)+ λx(t) = σ(t), t ∈ J,

x(0) = x(T ),

}
(5.9)

if and only if it is a solution of the integral equation

x(t) =
∫ T

0
Gλ (t,s)σ(s)ds, t ∈ J, (5.10)

where, the Green’s function G(t,s) is given by

Gλ (t,s) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
eλ s−λ t+λT

eλT −1
, if 0 � s � t � T,

eλ s−λ t

eλT −1
, if 0 � t < s � T.

(5.11)

Notice that the Green’s function Gλ is continuous and nonnegative on J× J and
therefore, the number

MGλ := max{|Gλ (t,s)| : t,s ∈ [0,T ]}
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exists for all λ ∈ R
+ . For the sake of convenience, we write Gλ (t,s) = G(t,s) and

MGλ = MG .

Other useful results for establishing the main result are as follows.

LEMMA 5.2. (Dhage [22, 23]) If there exists a differentiable function u∈C(J,R)
such that

u′(t)+ λu(t) � σ(t), t ∈ J,

u(0) � u(T ),

}
(5.12)

where λ ∈ R , λ > 0 and σ ∈ L1(J,R) , then

u(t) �
∫ T

0
G(t,s)σ(s)ds, (5.13)

for all t ∈ J , where G(t,s) is the Green’s function given by the expression (5.11) on
J× J .

Proof. The proof of the lemma appears in Dhage [15, 16, 17, 20] and Dhage and
Dhage [27, 28] and so we omit the details. �

Similarly, we have the following result of differential inequality related to the first
order periodic boundary value problems defined on J .

LEMMA 5.3. (Dhage [22, 23]) If there exists a differentiable function v∈C(J,R)
such that

v′(t)+ λv(t) � σ(t), t ∈ J,

v(0) � v(T ),

}
(5.14)

where λ ∈ R , λ > 0 and σ ∈ L1(J,R) , then

v(t) �
∫ T

0
G(t,s)σ(s)ds, (5.15)

for all t ∈ J , where G(t,s) is the Green’s function given by the expression (5.11) on
J× J .

Now we are ready to apply our abstract mixed coupled hybrid fixed point theorem
to coupled hybrid QPBVPs (5.1) and (5.2) under suitable natural conditions. In the
following section we prove our main existence and approximation theorem for coupled
solutions of the coupled hybrid QPBVPs (5.1) and (5.2) defined on J .

6. Existence and approximation results

The equivalent integral forms of the coupled hybrid QPBVPs (5.1) and (5.2) are
considered in the function space C(J,R) of continuous real-valued functions defined
on J . We define a norm ‖ · ‖ and the order relation � in C(J,R) by

‖x‖ = sup
t∈J

|x(t)| (6.1)
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and
x � y if and only if x(t) � y(t) for all t ∈ J. (6.2)

Clearly, C(J,R) is a Banach space with respect to above supremum norm which is
also a partially ordered with respect to the above partially order relation � . Moreover,
C(J,R) is also a Banach algebra with respect to the multiplication “ ·” defined by

(x · y)(t) = x(t) · y(t) for all t ∈ J. (6.3)

It is known that the partially ordered Banach space C(J,R) is regular and has
some nice properties concerning the compatibility of norm and order relation in it. The
following lemma concerning the Janhavi sets in C(J,R) follows by an application of
the Arzelá-Ascoli theorem.

LEMMA 6.1. Let
(
C(J,R),�,‖ ·‖) be a partially ordered Banach space with the

norm ‖ ·‖ and the order relation � defined by (6.1) and (6.2) respectively. Then, every
partially compact subset of C(J,R) possesses D -compatibility property with respect
to ‖ · ‖ and � and so is Janhavi.

Proof. The proof of the lemma is well-known and appears in the papers of Dhage
[14, 16, 17, 18] and Dhage and Dhage [26, 28]. Here we give the proof of the lemma
using somewhat different arguments via cones in a Banach space C(J,R) . Define a
subset K of C(J,R) by

K = {x ∈C(J,R) | x(t) � 0 for all t ∈ J}. (6.4)

Clearly K is a non-empty, closed and convex subset of the Banach space C(J,R)
satisfying the properties (i)- (iv) of a cone in C(J,R) . So K is a positive cone in
C(J,R) . Now, the order relation � given by (6.2) is equivalent to the order relation
� defined by the cone K in C(J,R) . Therefore, the desired conclusion follows by an
application of Lemma 2.2. This completes the proof. �

We need the following definition in what follows.

DEFINITION 6.1. A pair of differentiable functions (u,v) ∈C(J,R)×C(J,R) is
said to be a lower coupled solution of the coupled equations (5.1) and (5.2) if the func-

tions t �→ u(t)− k(t,u(t))
f (t,u(t))

and t �→ v(t)− k(t,v(t))
f (t,v(t))

are continuous and differentiable

on J satisfying(
u(t)− k(t,u(t))

f (t,u(t))

)′
+ λ

(
u(t)− k(t,u(t))

f (t,u(t))

)
� g(t,u(t),v(t)), t ∈ J,

u(0) � u(T ),

⎫⎪⎪⎬⎪⎪⎭ (6.5)

and (
v(t)− k(t,v(t))

f (t,v(t))

)′
+ λ

(
v(t)− k(t,v(t))

f (t,v(t))

)
� g(t,v(t),u(t)), t ∈ J,

v(0) � v(T ).

⎫⎪⎪⎬⎪⎪⎭ (6.6)
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Similarly, a pair of differentiable functions (w,z) ∈C(J,R)×C(J,R) is called an
upper coupled solution of the coupled hybrid QPBVPs (5.1) and (5.2) if the functions

t �→ w(t)− k(t,w(t))
f (t,w(t))

and t �→ z(t)− k(t,z(t))
f (t,z(t))

are continuous and differentiable on J

and the above inequalities are satisfied with reverse sign.

The coupled hybrid QPBVPs (5.1) and (5.2) will be considered under the follow-
ing assumptions:

(A1 ) f defines a mapping f : J×R → R+ \ {0} .

(A2 ) f (t,x) is periodic in t with period T for each x ∈ R .

(A3 ) There exists a D -function ϕ f ∈ D such that

0 � f (t,x1)− f (t,x2) � ϕ f
(
x1− x2

)
for all x1,x2 ∈ R with x1 � x2 .

(A4 ) The function f is bounded on J×R×R with bound Mf .

(B1 ) g defines a mapping g : J×R×R→ R+ .

(B2 ) g(t,x,y) is nondecreasing in x and nonincreasing in y for each t ∈ J .

(B3 ) The function g is bounded on J×R×R with bound Mg .

(C1 ) k(t,x) is periodic in t with period T for each x ∈ R .

(C2 ) There exists a D -function ϕk ∈ D such that

0 � k(t,x1)− k(t,x2) � ϕk
(
x1− x2

)
for all x1,x2 ∈ R with x1 � x2 .

(C3 ) The function k is bounded on J×R with bound Mk .

(D1 ) The map x �→ x− k(0,x)
f (0,x)

is injection on R .

(D2 ) The coupled hybrid QPBVPs (5.1) and (5.2) have a lower coupled solution
(u,v) ∈C(J,R)×C(J,R) .

The hypotheses (A1 )–(A4 ), (B1 )–(B3 ) and (C1 )–(C3 ) are standard and have
been widely used in the literature on nonlinear differential and integral equations. The

special case of the hypothesis (A3 ) and (C2 ) with ϕ(r) =
Lr

M + r
, where L > 0 and

M > 0 satisfy L � M , is considered recently in Dhage [9, 12].

REMARK 6.1. The hypothesis (D1) holds, in particular if the map x �→ x− k(0,x)
f (0,x)

is increasing in R .
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The following useful lemma follows by an application of Lemma 5.1.

LEMMA 6.2. Assume that the hypotheses (A2) , (C1) and (D1) hold. Then a pair
of differentiable functions (x,y)∈C(J,R)×C(J,R) is a coupled solution to the coupled
hybrid QPBVPs (5.1) and (5.2) if and only if x and y are the solutions of the quadratic
coupled integral equations

x(t) = k(t,x(t))+
[

f (t,x(t))
] (∫ T

0
G(t,s)g(s,x(s),y(s))ds

)
(6.7)

and

y(t) = k(t,y(t))+
[

f (t,y(t))
] (∫ T

0
G(t,s)g(s,y(s),x(s))ds

)
(6.8)

for all t ∈ J .

Proof. Set z(t) =
x(t)− k(t,x(t))

f (t,x(t))
and w(t) =

y(t)− k(t,y(t))
f (t,y(t))

for t ∈ J . Then the

functions t �→ z(t) and t �→ w(t) are continuous and differentiable on J . Moreover, by
the periodic boundary conditions x(0) = x(T ) and y(0) = y(T ) , get

z(0) =
x(0)− k(0,x(0))

f (0,x(0))
=

x(T )− k(T,x(T ))
f (T,x(T ))

= z(T )

and

w(0) =
y(0)− k(0,y(0))

f (0,y(0))
=

y(T )− k(T,y(T ))
f (T,y(T ))

= w(T )

and conversely in view of hypotheses (A2 ), (C1 ) and (D1 ). Substituting these values
in the coupled hybrid QPBVPs (5.1) and (5.2) we obtain the PBVPs

z′(t)+ λ z(t) = g(t,x(t),y(t))
z(0) = z(T )

}
(∗)

and
w′(t)+ λw(t) = g(t,y(t),x(t))

w(0) = w(T )

}
(∗∗)

for all t ∈ J and vice versa. Now, from Lemma 5.1 we infer that the above PBVPs (∗ )
and (∗∗ ) are equivalent to the integral equations

z(t) =
∫ T

0
G(t,s)g(s,x(s),y(s))ds,

and

w(t) =
∫ T

0
G(t,s)g(s,y(s),x(s))ds,

for all t ∈ J . The desired quadratic integral equations (6.7) and (6.8) now follow from
definitions of the functions z and w on J and the proof of the lemma is complete. �

Now we formulate the main existence and approximation result for the coupled
hybrid QPBVPs (5.1) and (5.2) under previously mentioned natural conditions.
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THEOREM 6.1. Assume that the hypotheses (A1)–(A4) , (B1)–(B3) , (C1)–(C3)
and (D1)–(D2) hold. Furthermore, if the inequality

MgMGTϕ f (r)+ ϕk(r) < r, r > 0, (6.9)

holds, then the coupled hybrid QPBVPs (5.1)–(5.2) have a coupled solution (x∗,y∗)
and the sequences {xn} and {yn} of successive approximations defined by

x0 = u, xn+1(t) = k(t,xn(t))

+
[

f (t,xn(t))
] (∫ T

0
G(t,s)g(s,xn(s),yn(s))ds

)
(6.10)

and
y0 = v, yn+1(t) = k(t,yn(t))

+
[

f (t,yn(t))
] (∫ T

0
G(t,s)g(s,yn(s),xn(s))ds

)
(6.11)

for t ∈ J , converge monotonically to x∗ and y∗ respectively.

Proof. Set E = C(J,R) . Then, by Lemma 6.1, every compact chain C in E is
Janhavi. We introduce a Kasu norm ‖ ·‖E2 and a Kasu partial order �m in E2 = E×E
by the relation

‖(x,y)‖E2 = ‖x‖+‖y‖
and

(x,y) �m (u,v) ⇐⇒ x � u∧ y � v

for (x,y),(u,v) ∈ E×E . Clearly
(
E2,�m,‖·‖E2

)
is a regular partially ordered Banach

algebra with respect to above norm and partial order and every compact chain is E2 is
Janhavi in view of Theorem 2.5. Now, by Lemma 6.2, the coupled hybrid QPBVPs
(5.1) and (5.2) are equivalent to the nonlinear coupled integral equations of Fredholm
type (6.7) and (6.8) respectively.

Next, we define the three mappings A and C on E and G on E ×E by

A x(t) = f (t,x(t)), t ∈ J, (6.12)

C x(t) = k(t,x(t)), t ∈ J, (6.13)

and

G (x,y)(t) =
∫ T

0
G(t,s)g(s,x(s),y(s))ds, t ∈ J, (6.14)

respectively.

Then, the nonlinear coupled hybrid quadratic integral equations (6.7) and (6.8) are
equivalent to the coupled operator equations,

x(t) = A x(t)G (x,y)(t)+C x(t), t ∈ J, (6.15)
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and
y(t) = A y(t)G (y,x)(t)+C y(t), t ∈ J. (6.16)

Since the hypotheses (A1 ), (B1 ) hold, A and G define the mappings A : E → K
and G : E ×E → K . Also the operator C maps E into itself. We shall show that the
operators A and C and the coupled operator G satisfy all the conditions of Theorem
4.1 on their respective domains of definition into E . This will be done in a series of
following steps:

Step I: The operators A , C and G are monotone.

Let x,y ∈C(J,R) be two elements such that x � y . Then by hypothesis (A1 ), we
get

A x(t) = f (t,x(t)) � f (t,y(t)) = A y(t)

for all t ∈ J , and so A x � A y . Similarly, by hypothesis (C2 ), we obtain

C x(t) = k(t,x(t)) � k(t,y(t)) = C y(t)

for all t ∈ J , and so C x � C y . Therefore the operators A and C are nondecreasing
on E .

Next, let (x,y),(u,v) ∈ E × E be arbitrary elements such that (x,y) �m (u,v) .
Then by definition of �m , we get x � u and y � v . Now, by hypotheses (B2 ),

G (x,y)(t) =
∫ T

0
G(t,s) f (s,x(s),y(s))ds

�
∫ T

0
G(t,s)g(s,u(s),v(s))ds

= G (u,v)(t)

for all t ∈ J . Hence G is a mixed monotone coupled operator on E ×E into K .

Step II: A and C are partially bounded and partial D -Lipschitz operator on E .

Let x ∈ E be arbitrary. Then by (A2 ),

|A x(t)| � | f (t,x(t))| � Mf

for all t ∈ J . Taking the supremum over t in the above inequality, we obtain

‖A x‖ � Mf

for all x ∈ E . So, A is bounded and consequently a partially bounded operator on E .
Similarly, it can be shown that the operator C is also bounded with bound Mk .

Next, let x,y ∈ E be such that x � y . Then, we have

|A x(t)−A y(t)| = ∣∣ f (t,x(t))− f (t,y(t))
∣∣

� ϕ f
( |x(t)− y(t)| )

� ϕ f
( ‖x− y‖ )
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for all t ∈ J , where ϕ f ∈ D. Taking the supremum over t , we obtain

‖A x−A y‖ � ϕ f (‖x− y‖),
for all x,y ∈ E with x � y . Hence, A is a partially D -Lipschitz on E with a D -
function ϕ f and which further also implies that A is a partially continuous operator
on E . Similarly, we have

‖A x−A y‖ � ϕk(‖x− y‖),
for all x,y ∈ E with x � y , and so C is also partially D -Lipschitz on E with a D -
function ϕk and which further also implies that C is a partially continuous operator on
E .

Step III: G is a partially continuous coupled operator on E ×E .

Let C and D be any two chains in E and let {xn} and {yn} be two sequences in
C and D respectively such that xn → x and yn → y . Then, by continuity of the function
g , we obtain

lim
n→∞

G (xn,yn)(t) = lim
n→∞

∫ T

0
G(t,s)g(s,xn(s),yn(s))ds

=
∫ T

0
G(t,s)

[
lim
n→∞

g(s,xn(s),yn(s))
]

ds

=
∫ T

0
G(t,s)g(s,x(s),y(s))ds

= G (x,y)(t)

for all t ∈ J . This shows that the sequence {G (xn,yn)} converges to G (x,y) pointwise
on J . We show that the convergence is uniform. To do so, it is enough to show that
the sequence {G (xn,yn)} is equicontinuous set of functions in E . Let t1,t2 ∈ J be
arbitrary. Then,∣∣G (xn,yn)(t1)−G (xn,yn)(t2)

∣∣
�

∫ T

0
|G(t1,s)−G(t2,s)| |g(s,xn(s),yn(s))|ds

� Mg

∫ T

0
|G(t1,s)−G(t2,s)|ds

→ 0 as t1 → t2,

uniformly for all n ∈ N . This proves the equicontinuity of the sequence {G (xn,yn)}
of functions in E . As a result, G (xn,yn) → G (x,y) uniformly. Hence G is continuous
coupled operator on C×D . Consequently, G is partially continuous on E ×E into K .

Step IV: G is a partially compact coupled operator on E ×E .
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Let C and D be any two chains in E . We show that G (C×D) is a relatively
compact subset of E . First we show that G (C×D) is a uniformly bounded subset of
E . Let z ∈ G (C×D) be a fixed element. Then there exists a point (x,y) ∈C×D such
that z = G (x,y) . Then,

∣∣z(t)∣∣ =
∣∣G (x,y)(t)

∣∣ �
∫ T

0
G(t,s)|g(s,x(s),y(s))|ds � MgMGT

for all t ∈ J . Taking the supremum over t , ‖z‖� MgMGT for all z ∈ G (C×D) . Hence
G (C×D) is a uniformly bounded subset of E .

Next, we show that G (C×D) is an equicontinuous subset of E . Let t1, t2 ∈ J be
arbitrary. Then,

|z(t1)− z(t2)| =
∣∣G (x,y)(t1)−G (x,y)(t2)

∣∣
�

∫ T

0
|G(t1,s)−G(t2,s)| |g(s,x(s),y(s))|ds

� Mg

∫ T

0
|G(t1,s)−G(t2,s)|ds

→ 0 as t1 → t2,

uniformly for all z ∈ G (C×D) . This proves the equicontinuity of the set G (C×D) in
E . As a result, G (C×D) is compact and hence relatively compact in view of Arzelá-
Ascoli theorem. Hence G is a partially compact coupled operator on E ×E into E .

Step V: The operators G , A and C satisfy condition (d) of Theorem 4.1.

Now, since condition (6.9) holds, we have

MG ψA (r)+ ψC (r) � MgMGTϕ f (r)+ ϕk(r) < r

for each r > 0 and so, condition (d) of Theorem 4.1 is satisfied.

Step VI: Coupled equations (6.15)–(6.16) have a lower coupled solution.

Now, by hypothesis (H5 ), there exists an element (u,v)∈E×E such that the func-

tions t �→ u(t)− k(t,u(t))
f (t,u(t))

and t �→ v(t)− k(t,v(t))
f (t,v(t))

are continuous and differentiable

satisfying the inequalities(
u(t)− k(t,u(t))

f (t,u(t))

)′
+ λ

(
u(t)− k(t,u(t))

f (t,u(t))

)
� g(t,u(t),v(t)),

u(0) � u(T ),

⎫⎪⎪⎬⎪⎪⎭
and (

v(t)− k(t,v(t))
f (t,v(t))

)′
+ λ

(
v(t)− k(t,v(t))

f (t,v(t))

)
� g(t,v(t),u(t)),

u(0) � u(T ).

⎫⎪⎪⎬⎪⎪⎭
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for all t ∈ J. This further in view of Lemmas 5.1, 5.2 and 5.3 implies that

u(t) � k(t,u(t))+
[

f (t,u(t))
] (∫ T

0
G(t,s)g(s,u(s),v(s))ds

)
and

v(t) � k(t,v(t))+
[

f (t,v(t))
] (∫ T

0
G(t,s)g(s,v(s),u(s))ds

)
for all t ∈ J . Again, from definition of the operators A and C and the coupled operator
G it follows that

u(t) � A u(t)G (u,y)(t)+C u(t), t ∈ J,

and
v(t) � A v(t)G (v,u)(t)+C v(t), t ∈ J.

Therefore, the coupled operator equations (6.15)–(6.16) have a lower coupled so-
lution (u,v) in E ×E . Thus the coupled operators F and G satisfy all the conditions
of Theorem 4.1 and hence the coupled operator equations (6.15)–(6.16) and conse-
quently the coupled hybrid QPBVPs (5.1)–(5.2) have a coupled solution (x∗,y∗) and
the sequences {xn} and {yn} defined by (6.10) and (6.11) converge monotonically to
x∗ and y∗ respectively. �

REMARK 6.2. The conclusion of Theorem 6.1 also remains true if we replace the
hypothesis (D2 ) by the following one:

(D3 ) The coupled hybrid QPBVPs (5.1)–(5.2) have a upper coupled solution (w,z) ∈
C(J,R)×C(J,R) .

The proof under this new hypothesis (D3 ) is obtained by giving similar arguments as
in the proof of Theorem 6.1 with appropriate modifications.

COROLLARY 6.1. Assume that the hypotheses (A1)–(A4) , (B1)–(B3) and (D1)–
(D2) hold with k ≡ 0 . Furthermore, if the inequality

MgMGTϕ f (r) < r, r > 0, (6.17)

holds, then the coupled hybrid QPBVPs (5.7) and (5.8) have a positive coupled solution
(x∗,y∗) and the sequences {xn} and {yn} of successive approximations defined by

x0 = u, xn+1(t) =
[

f (t,xn(t))
] (∫ T

0
G(t,s)g(s,xn(s),yn(s))ds

)
(6.18)

and

y0 = v, yn+1(t) =
[

f (t,yn(t))
] (∫ T

0
G(t,s)g(s,yn(s),xn(s))ds

)
(6.19)

for t ∈ J , converge monotonically to x∗ and y∗ respectively.
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Proof. The proof is similar to Theorem6.1 and now the desired conclusion follows
by an application of Corollary 4.1. �

COROLLARY 6.2. Assume that the hypotheses (B1)–(B3) , (C1)–(C3) and (D1)–
(D2) hold with f ≡ 1 . Furthermore, if the inequality

ϕ f (r) < r, r > 0, (6.20)

holds, then the coupled hybrid QPBVPs (5.5) and (5.6) have a coupled solution (x∗,y∗)
and the sequences {xn} and {yn} of successive approximations defined by

x0 = u, xn+1(t) = f (t,xn(t))+
(∫ T

0
G(t,s)g(s,xn(s),yn(s))ds

)
(6.21)

and

y0 = v, yn+1(t) = f (t,yn(t))+
(∫ T

0
G(t,s)g(s,yn(s),xn(s))ds

)
(6.22)

for t ∈ J , converge monotonically to x∗ and y∗ respectively.

Proof. The proof is similar to Theorem6.1 and now the desired conclusion follows
by an application of Theorem 4.9. �

REMARK 6.3. We note that if the coupled hybrid QPBVPs (5.1) and (5.2) have
a lower coupled solution (u,v) as well as an upper coupled solution (w,z) such that
(u,v) �m (w,z) , then under the given hypotheses of Theorem 6.1, they have a corre-
sponding coupled solution (x∗,y∗) of the coupled hybrid QPBVPs (5.1)–(5.2) which
satisfies the inequalities u � x∗ � w and v � y∗ � z and therefore, (x∗,y∗) ∈ [u,w]×
[z,v] , where the vector segment [u,w] and [z,v] are the sets in C(J,R) defined by

[u,w] = {x ∈C(J,R) | u � x � w}
and

[z,v] = {x ∈C(J,R) | z � x � v}.
Moreover, if (u,v) is a lower coupled solution of the coupled hybrid QPBVPs

(5.1) and (5.2) with u � v , then they have a coupled solution (x∗,y∗) satisfying the
inequality

u = x0 � · · · � xn � x∗ � y∗ � yn � · · · � y0 = v, (6.23)

where the sequences {xn} and {yn} are defined by (6.10) and (6.11) respectively. Thus,
(x∗,y∗) is a maximal coupled solution of the coupled hybrid QPBVPs (5.1) and (5.2)
in the vector segment [u,v] of the Banach space E = C(J,R) with respect to the order
relation �m . The similar conclusion holds for the first order PBVPs (5.3)–(5.4), (5.5)–
(5.6) and (5.7)–(5.8) on J . Again, we note that the present study via Dhage iteration
method does not require any property of the cone K in the existence theorems of this
paper which is otherwise to the case of nonlinear differential equations for proving the
existence of maximal and minimal solutions.
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7. Coupled hybrid QPBVPs of second order differential equations

Given a closed and bounded interval J = [0,T ] of the real line R , we consider the
coupled hybrid quadratic periodic boundary value problems (in short coupled hybrid
QPBVPs) of nonlinear second order ordinary differential equations,

−
(

x(t)− k(t,x(t))
f (t,x(t))

)′′
+ λ 2

(
x(t)− k(t,x(t))

f (t,x(t))

)
= g(t,x(t),y(t)), t ∈ J,

x(0) = x(T ), x′(0) = x′(T ),

⎫⎪⎪⎬⎪⎪⎭ (7.1)

and

−
(

y(t)− k(t,y(t))
f (t,y(t))

)′′
+ λ 2

(
y(t)− k(t,y(t))

f (t,y(t))

)
= g(t,y(t),x(t)), t ∈ J,

y(0) = y(T ), y′(0) = y′(T ),

⎫⎪⎪⎬⎪⎪⎭ (7.2)

for λ ∈ R , λ > 0, where the functions k : J ×R → R , f : J ×R → R \ {0} and
g : J ×R×R → R are continuous and satisfy certain mixed hybrid conditions from
algebra, geometry and topology.

By a coupled solution of the coupled hybrid QPBVPs (7.1) and (7.2) we mean
a pair of functions (x∗,y∗) ∈ C1(J,R)×C1(J,R) with the property that the functions

t �→ x(t)− k(t,x(t))
f (t,x(t))

and t �→ y(t)− k(t,y(t))
f (t,y(t))

are well defined, continuously differen-

tiable satisfying the equations (7.1) and (7.2) on J , where C1(J,R) is the space of
continuously differentiable real-valued functions defined on J .

The QPBVPs (7.1) and (7.2) are the mixed linear and quadratic perturbations of
second type of the coupled hybrid PBVPs of nonlinear second order ordinary differen-
tial equations,

−x′′(t)+ λ 2x(t) = g(t,x(t),y(t)), t ∈ J,

x(0) = x(T ), x′(0) = x′(T ),

}
(7.3)

and
−y′′(t)+ λ 2y(t) = g(t,y(t),x(t)), t ∈ J,

y(0) = y(T ), y′(0) = y′(T ),

}
(7.4)

and include the following coupled hybrid PBVPs

−[
x(t)− k(t,x(t))

]′′ + λ 2[x(t)− k(t,x(t))
]
= g(t,x(t),y(t)), t ∈ J,

x(0) = x(T ), x′(0) = x′(T ),

⎫⎬⎭ (7.5)

and

−[
y(t)− k(t,y(t))

]′′ + λ 2[y(t)− k(t,y(t))
]
= g(t,y(t),x(t)), t ∈ J,

y(0) = y(T ), y′(0) = y′(T ),

⎫⎬⎭ (7.6)
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as well as the coupled hybrid QPBVPs

−
(

x(t)
f (t,x(t))

)′′
+ λ 2

(
x(t)

f (t,x(t))

)
= g(t,x(t),y(t)), t ∈ J,

x(0) = x(T ), x′(0) = x′(T ),

⎫⎪⎪⎬⎪⎪⎭ (7.7)

and

−
(

y(t)
f (t,y(t))

)′′
+ λ 2

(
y(t)

f (t,y(t))

)
= g(t,y(t),x(t)), t ∈ J,

y(0) = y(T ), y′(0) = y′(T ),

⎫⎪⎪⎬⎪⎪⎭ (7.8)

as special cases (see Dhage [12, 13] and the references therein). Notice that while ap-
plying the newly developed mixed coupled hybrid fixed point theorem to the QPBVPs
(5.1) and (5.2) we made use of two features of the problem, namely, the nonnegativ-
ity of the Green’s function and two differential inequalities established in Lemmas 5.2
and 5.3. The following lemma is crucial concerning the Green’s function related to the
PBVP of second order linear ordinary differential equations (see Nieto [32, 33]).

LEMMA 7.1. For any function σ ∈ L1(J,R) , x is a solution to the differential
equation

−x′′(t)+ λ 2x(t) = σ(t), t ∈ J,

x(0) = x(T ), x′(0) = x′(T ),

}
(7.9)

if and only if it is a solution of the integral equation

x(t) =
∫ T

0
G̃λ (t,s)σ(s)ds, t ∈ J, (7.10)

where G̃λ (t,s) is the Green’s function associated with the homogeneous PBVP

−x′′(t)+ λ 2x(t) = 0, t ∈ J,

x(0) = x(T ), x′(0) = x′(T ),

}
(7.11)

given by

G̃λ (t,s) =

⎧⎪⎪⎨⎪⎪⎩
1

2λ (eλT −1)

[
eλ (t−s) + eλ (T−t+s)

]
, 0 � s � t � T,

1

2λ (eλT −1)

[
eλ (s−t) + eλ (T−s+t)

]
, 0 � t < s � T.

(7.12)

Notice that the Green’s function G̃λ is continuous and nonnegative on J× J and
the numbers

α = min{|G̃λ (t,s)| : t,s ∈ [0,T ]} =
eλT

λ (eλT −1)
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and

β = max{|G̃λ (t,s)| : t,s ∈ [0,T ]} =
eλT +1

2λ (eλT −1)

exist for every positive real number λ .

Again, the linear differential inequalities similar to Lemmas 5.2 and 5.3 related to
the PBVP of ordinary linear second order differential equation (7.9) may be stated as
follows.

LEMMA 7.2. If there exists a continuously differentiable function u : J → R

such that
−u′′(t)+ λ 2u(t) � σ(t), t ∈ J,

u(0) � u(T ), u′(0) � u′(T ),

}
(7.13)

where λ ∈ R , λ > 0 and σ ∈ L1(J,R) , then

u(t) �
∫ T

0
G̃λ (t,s)σ(s)ds, t ∈ J, (7.14)

where G̃λ (t,s) is the Green’s function given by the expression (7.12) on J× J .

Proof. The proof of the lemma is obvious and follows from the maximum prin-
ciple for BVPs of second order ordinary differential equations (see Protter and Wein-
berger [37] and Dhage and Heikkilä [29]). We omit the details. �

Similarly, we have the following differential inequality related to the second order
periodic boundary value problems defined on J .

LEMMA 7.3. If there exists a continuously differentiable function v : J → R

such that
−v′′(t)+ λ 2v(t) � σ(t), t ∈ J,

v(0) � v(T ), v′(0) � v′(T ),

}
(7.15)

where λ ∈ R , λ > 0 and σ ∈ L1(J,R) , then

v(t) �
∫ T

0
G̃λ (t,s)σ(s)ds, t ∈ J, (7.16)

where G̃λ (t,s) is the Green’s function given by the expression (7.12) on J× J .

The following useful result follows by an application of Lemma 7.1.

LEMMA 7.4. Assume that the hypotheses (A2) , (C1) and (D1) hold. Then a pair
of continuously differentiable functions (x,y) ∈ C(J,R)×C(J,R) is a solution to the
coupled hybrid QPBVPs (7.1) and (7.2) if and only if x and y are the solutions of the
nonlinear quadratic coupled integral equations

x(t) = k(t,x(t))+
[

f (t,x(t))
] (∫ T

0
G̃λ (t,s)g(s,x(s),y(s))ds

)
(7.17)
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and

y(t) = k(t,y(t))+
[

f (t,y(t))
] (∫ T

0
G̃λ (t,s)g(s,y(s),x(s))ds

)
(7.18)

for all t ∈ J .

We need the following definition in what follows.

DEFINITION 7.1. A pair (u,v) of continuously differentiable functions u,v : J →
R is said to be a lower coupled solution of the coupled equations (7.1) and (7.2) if the

functions t �→ u(t)− k(t,u(t))
f (t,u(t))

and t �→ v(t)− k(t,v(t))
f (t,v(t))

are continuously differentiable

on J satisfying the inequalities

−
(

u(t)− k(t,u(t))
f (t,u(t))

)′′
+ λ 2

(
u(t)− k(t,u(t))

f (t,u(t))

)
� g(t,u(t),v(t)), t ∈ J,

u(0) � u(T ), u′(0) � u′(T ),

⎫⎪⎪⎬⎪⎪⎭ (7.19)

and

−
(

v(t)− k(t,v(t))
f (t,v(t))

)′′
+ λ 2

(
v(t)− k(t,v(t))

f (t,v(t))

)
� g(t,v(t),u(t)), t ∈ J,

v(0) � v(T,) v′(0) � v′(T ).

⎫⎪⎪⎬⎪⎪⎭ (7.20)

Similarly, a pair (w,z) of continuously differentiable functions w,z : J → R is
called an upper coupled solution of the coupled hybrid QPBVPs (7.1) and (7.2) if the

functions t �→ w(t)− k(t,w(t))
f (t,w(t))

and t �→ z(t)− k(t,z(t))
f (t,z(t))

are continuously differen-

tiable on J and the above inequalities are satisfied with reverse sign.

We consider the following hypothesis in what follows:

(D4 ) The coupled hybrid QPBVPs (7.1) and (7.2) have a lower coupled solution
(u,v) ∈C1(J,R)×C1(J,R) .

THEOREM 7.1. Assume that the hypotheses (A1)–(A4) , (B1)–(B3) , (C1)–(C3)
and (D1) , (D4) hold. Furthermore, if the inequality

Mgβ Tϕ f (r)+ ϕk(r) < r, r > 0, (7.21)

holds, then the coupled hybrid QPBVPs (7.1) and (7.2) have a coupled solution (x∗,y∗)
and the sequences {xn} and {yn} of successive approximations defined by

x0 = u, xn+1(t) = k(t,xn(t))+
[

f (t,xn(t))
] (∫ T

0
G̃λ (t,s)g(s,xn(s),yn(s))ds

)
(7.22)
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and

y0 = v, yn+1(t) = k(t,yn(t))+
[

f (t,yn(t))
] (∫ T

0
G̃λ (t,s)g(s,yn(s),xn(s))ds

)
(7.23)

for t ∈ J , converge monotonically to x∗ and y∗ respectively.

Proof. The proof is similar to Theorem 6.1 with appropriate modifications. Hence
we omit the details. �

REMARK 7.1. The conclusion of Theorem 7.1 also remains true if we replace the
hypothesis (D4 ) by the following one:

(D5 ) The coupled hybrid QPBVPs (7.1) and (7.2) have a upper coupled solution
(w,z) ∈C1(J,R)×C1(J,R) .

The proof under this new hypothesis (D5 ) is obtained by giving similar arguments as
in the proof of Theorem 7.1 with appropriate modifications.

COROLLARY 7.1. Assume that the hypotheses (A1)–(A4) , (B1)–(B3) , (D1) and
(D4) hold with k ≡ 0 . Furthermore, if the inequality

Mgβ Tϕ f (r) < r, r > 0, (7.24)

holds, then the coupled hybrid QPBVPs (7.7) and (7.8) have a positive coupled solution
(x∗,y∗) and the sequences {xn} and {yn} of successive approximations defined by

x0 = u, xn+1(t) =
[

f (t,xn(t))
] (∫ T

0
G̃λ (t,s)g(s,xn(s),yn(s))ds

)
(7.25)

and

y0 = v, yn+1(t) =
[

f (t,yn(t))
] (∫ T

0
G̃λ (t,s)g(s,yn(s),xn(s))ds

)
(7.26)

for t ∈ J , converge monotonically to x∗ and y∗ respectively.

COROLLARY 7.2. Assume that the hypotheses (B1)–(B3) , (C1)–(C3) , (D1) , and
(D4) hold with f ≡ 1 . Furthermore, if the inequality

ϕ f (r) < r, r > 0, (7.27)

holds, then the coupled hybrid QPBVPs (7.5) and (7.6) have a coupled solution (x∗,y∗)
and the sequences {xn} and {yn} of successive approximations defined by

x0 = u, xn+1(t) = f (t,xn(t))+
(∫ T

0
G̃λ (t,s)g(s,xn(s),yn(s))ds

)
(7.28)

and

y0 = v, yn+1(t) = f (t,yn(t))+
(∫ T

0
G̃λ (t,s)g(s,yn(s),xn(s))ds

)
(7.29)

for t ∈ J , converge monotonically to x∗ and y∗ respectively.
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Furthermore, we mention that the obtained existence and approximation results of
the coupled hybrid QPBVPs (7.1) and (7.2) also include the existence and approxima-
tion results for the coupled hybrid PBVPs (7.3)–(7.4), (7.5)–(7.6) and (7.7)–(7.8) on J
as special cases.

REMARK 7.2. The conclusion of Remark 6.3 also remains true if we replace the
first order coupled hybrid QPBVPs (5.1) and (5.2) with the second order coupled hybrid
QPBVPs (7.1) and (7.2) on J . The similar conclusion holds for the second order PBVPs
(7.3)–(7.4), (7.5)–(5.6) and (7.7)–(7.8) on J .

REMARK 7.3. A unified generalization of the coupled hybrid PBVPs of first and
second order quadratic differential equations (5.1)–(5.2) and (7.1)–(7.2) is the following
problem of coupled hybrid nonlinear Fredholm type quadratic integral equations

x(t) = k(t,x(t))+
[
f (t,x(t))

](∫ T

0
v(t,s)g(s,x(s),y(s))ds

)
(7.30)

and

y(t) = k(t,y(t))+
[
f (t,y(t))

](∫ T

0
v(t,s)g(s,y(s),x(s))ds

)
(7.31)

for all t ∈ J , where v : J × J → R , k, f : J ×R → R and G : J ×R×R → R are
continuous functions. When the kernel function v(t,s) takes the special values like
(5.11) and (7.12), we obtain the coupled hybrid PBVPs of quadratic first and second
order differential equations (5.1)–(5.2) and (7.1)–(7.2) respectively defined on J .

Furthermore, the existence and approximation theorems along with algorithms for
the coupled hybrid nonlinear integral equations (7.30) and (7.31) may be obtained with
the arguments similar to existence theorem for the coupled hybrid PBVPs (5.1) and
(5.2) with appropriate modifications.

8. Examples

Below in the following we give some numerical examples of the nonlinear coupled
hybrid periodic boundary problems of first and second order ordinary quadratic differ-
ential equations illustrating the hypotheses and the conclusion of Theorems 6.1 and 7.1
and the Corollaries 6.1, 6.2, 7.1 and 7.2.

EXAMPLE 8.1. Given a closed and bounded interval J = [0,1] of the real line R ,
we consider the coupled hybrid quadratic periodic boundary value problems (in short
coupled hybrid QPBVPs) of nonlinear first order ordinary differential equations,(

x(t)− k1(t,x(t))
f1(t,x(t))

)′
+
(

x(t)− k1(t,x(t))
f1(t,x(t))

)
= g1(t,x(t),y(t)), t ∈ J,

x(0) = x(1),

⎫⎪⎪⎬⎪⎪⎭ (8.1)
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and (
y(t)− k1(t,y(t))

f1(t,y(t))

)′
+
(

y(t)− k1(t,y(t))
f1(t,y(t))

)
= g1(t,y(t),x(t)), t ∈ J,

y(0) = y(1),

⎫⎪⎪⎬⎪⎪⎭ (8.2)

where f1 : [0,1]×R → R \ {0} , g1 : [0,1]×R×R → R and k1 : [0,1]×R → R are
three functions defined by

f1(t,x) =

⎧⎨⎩
2 if −∞ < x � 0,

1
2
· x
1+ x

+2 if 0 < x < ∞,

g1(t,x,y) =
1
21

[
cothx+ cot−1 y+4

]
and

k1(t,x) =

⎧⎨⎩
1 if −∞ < x � 0,

1
2
· x
1+ x

+1 if 0 < x < ∞,

for all t ∈ [0,1] .
It is easy to verify that the real-valued function f1 is continuous on [0,1]×R

into R+ \ {0} , g1 is continuous on [0,1]×R×R into R+ and k1 is continuous on
[0,1]×R into R and so the hypotheses (A1 ) and (B1 ) are satisfied. We shall show
that the nonlinearities f1 , g1 and k1 satisfy the hypotheses (A1 )–(A4 ), (B1 )–(B3 ) and
(C1 )–(C3 ) respectively. Clearly the function f1(t,x) is periodic in t for each x ∈ R

and is bounded on [0,1]×R with bound Mf1 = 2 and so the hypotheses (A2 ) and (A4 )
are satisfied. Next let x1,x2 ∈ R be such that x1 � x2 > 0. Then, we have

0 � f1(t,x1)− f1(t,x2,)

=
1
2

[
x1

1+ x1
− x2

1+ x2

]

=
1
2

[
x1− x2

(1+ x1)(1+ x2)

]

=
1
2

[
x1− x2

1+ x1 + x2 + x1x2

]

� 1
2

[
x1− x2

1+ x1 + x2

]

� 1
2

[
x1− x2

1+ x1− x2

]
= ϕ f1(x1− x2)
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where, ϕ f1(r) =
1
2
· r
1+ r

for r > 0 and that ϕ f1 ∈D . Again, if x1 � 0 and x2 � 0, then

the above inequality is satisfied. Similarly, if x1 > 0 and x2 � 0, then also the above
inequality is satisfied. Therefore, in all cases, the function f1 satisfies the hypothesis
(A3 ) on [0,1]×R .

Similarly, the function k1(t,x) is periodic in t for each x ∈ R . Also k1 is bounded
on [0,1]×R with bound Mk1 = 2. Further, it can be shown as in the case of function
f1 that the function k1 satisfies the inequality

0 � k1(t,x1)− k1(t,x2,) � ϕk1(x1 − x2)

for all t ∈ [0,1] and for all elements x1,x2 ∈ R with x1 � x2 , where ϕk1(r) =
1
2
· r
1+ r

for r > 0 and that ϕk1 ∈ D .

Next, the function g1 is bounded on [0,1]×R×R with bound Mg1 =
1
3

. Again,

g1(t,x,y) is nondecreasing in x and nonincreasing in y for each t ∈ [0,1] . Here, the
Green’s function G(t,s) is given by

G(t,s) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
es−t+1

e−1
, if 0 � s � t � 1,

es−t

e−1
, if 0 � t < s � 1.

(8.3)

Therefore, MG = sup
(t,s)∈[0,1]×[0,1]

G(t,s) � 3. Then, we have

MgMGTϕ f1(r)+ ϕk1(r) � 1
3
·3 ·ϕ f1(r)+ ϕk1(r)

� 1
2
· r
1+ r

+
1
2
· r
1+ r

=
r

1+ r
< r

for each r > 0. So the condition (6.9) of Theorem 6.1 is satisfied.

Next, we show that the functions f1 and k1 satisfy the hypothesis (D1 ), that is, the

map x �→ x− k1(0,x)
f1(0,x)

is injection on R . If x � 0 and y � 0 are any two real numbers,

then the expression
x− k1(0,x)

f1(0,x)
=

y− k1(0,y)
f1(0,y)

implies that
x−1

2
=

y−1
2

=⇒ x = y.

Similarly, if x > 0 and y > 0 be any two real numbers, then the expression

x− k1(0,x)
f1(0,x)

=
y− k1(0,y)

f1(0,y)
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implies that

x−
[
1
2

( x
1+ x

)
+1

]
1
2

( x
1+ x

)
+2

=
y−

[
1
2

( y
1+ y

)
+1

]
1
2

( y
1+ y

)
+2

=⇒ 2x2− x−2
5x+4

=
2y2− y−2

5y+4

=⇒ 10x2y−10y+8x2−4x = 10y2x−10x+8y2−4y

=⇒ (x− y)
[
10xy+8(x+ y)+6

]
= 0

=⇒ x = y.

This proves that the map x �→ x− k1(0,x)
f1(0,x)

is injection on R , and so the hypothesis

(D1 ) is satisfied.

Finally, the pair of functions (u,v) given by

u(t) =
∫ 1

0
G(t,s)ds−1

and

v(t) =
∫ 1

0
G(t,s)ds+1

for all t ∈ [0,1] , are continuous and form the lower coupled solutions of the coupled
hybrid QPBVPs (8.1) and (8.2) defined on J = [0,1] , where the Green’s function G is
defined by (8.3) on [0,1]× [0,1] .

Thus the functions f1 , g1 and k1 satisfy all the hypotheses (A1 )–(A4 ), (B1 )–
(B3 ), (C1 )–(C3 ) and (D1 )–(D2 ) of Theorem 6.1 and therefore, the coupled hybrid
QPBVPs (8.1) and (8.2) have a coupled solution (x∗,y∗) and the sequences {xn} and
{yn} defined by

x0(t) =
∫ 1

0
G(t,s)ds−1,

xn+1(t) = k1(t,xn(t))+
[

f1(t,xn(t))
] (∫ 1

0
G(t,s)g1(s,xn(s),yn(s))ds

)
and

y0(t) =
∫ 1

0
G(t,s)ds+1,

yn+1(t) = k1(t,yn(t))+
[

f1(t,yn(t))
] (∫ 1

0
G(t,s)g1(s,yn(s),xn(s))ds

)
for all t ∈ [0,1] , converge monotonically to x∗ and y∗ respectively.
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EXAMPLE 8.2. Given a closed and bounded interval J = [0,1] in R , we consider
the coupled hybrid quadratic periodic boundary value problems (in short QPBVPs) of
nonlinear first order ordinary differential equations,(

x(t)
tan−1 x(t)+3

)′
+
(

x(t)
tan−1 x(t)+3

)
=

1
15

[
tanhx(t)− tanhy(t)+3

]
,

x(0) = x(1),

⎫⎪⎪⎬⎪⎪⎭ (8.4)

and(
y(t)

tan−1 y(t)+3

)′
+
(

y(t)
tan−1 y(t)+3

)
=

1
15

[
tanhy(t)− tanhx(t)+3

]
,

y(0) = y(1),

⎫⎪⎪⎬⎪⎪⎭ (8.5)

for all t ∈ [0,1] .
Here, f and g are the functions on [0,1]×R and [0,1]×R×R defined by

f (t,x) = tan−1 x+3

and

g(t,x,y) =
1
15

[
tanhx− tanhy+3

]
.

It is easy to verify that the real-valued functions f and g are continuous on [0,1]×
R and [0,1]×R×R respectively. We shall show that the nonlinearities f and g satisfy
the hypotheses (A1 )–(A4 ) and (B1 )–(B3 ) respectively. Obviously f and g define the
functions f : [0,1]×R → R+ \ {0} and g : [0,1]×R×R → R+ . So the hypotheses
(A1 ) and (B1 ) are satisfied. Clearly the function f is bounded on [0,1]×R with bound
Mf = 5. Next let x,y ∈ R be such that x � y . Then, we have

0 � f (t,x)− f (t,y) = tan−1 x− tan−1 y =
1

1+ ξ 2 (x− y) = ϕ f (x− y)

where, ϕ f (r) =
r

1+ ξ 2 for 0 < ξ < r and that ϕ f ∈ D . Thus, the function f satisfies

the hypothesis (A2 ).

Next, the function g is bounded on [0,1]×R×R with bound Mg =
1
3

. Again,

g(t,x,y) is nondecreasing in x and nonincreasing in y for each t ∈ [0,1] . Here, the
Green’s function G(t,s) is given by (8.3) on [0,1]× [0,1] . Therefore, we have

MG = sup
(t,s)∈[0,1]×[0,1]

G(t,s) � 3.

Then, we have

MgMGTϕ f (r) � 1
3
·3 ·ϕ f (r) � r

1+ ξ 2
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for each r > 0, where 0 < ξ < r . So the condition (6.17) of Corollary 6.1 holds.

Next, we show that the function f satisfies the hypothesis (D1 ) with k ≡ 0, that

is, the map x �→ x
f (0,x)

is injection on R . If x and y are any two real numbers, then

the expression
x

f (0,x)
=

x
tan−1 x+3

implies that

d
dx

[
x

f (0,x)

]
=

d
dx

[
x

tan−1 x+3

]
=

tan−1 x+3− x
1+ x2

(tan−1 x+3)2 > 0

for all x ∈ R . Therefore, the map x �→ x
f (0,x)

is increasing on R and consequently the

map x �→ x
f (0,x)

is injection on R in view of Remark 6.1.

Finally, the pair of functions (u,v) given by

u(t) =
1
15

∫ 1

0
G(t,s)ds

and

v(t) =
5
3

∫ 1

0
G(t,s)ds

for all t ∈ [0,1] , are continuous and form the lower coupled solution of the coupled
hybrid QPBVPs (8.4) and (8.5) defined on J = [0,1] , where the Green’s function G is
defined by (8.3) on [0,1]× [0,1] .

Thus, the functions f and g satisfy all the hypotheses (A1 )–(A4 ), (B1 )–(B3 ) and
(D1 )–(D2 ) of Corollary 6.1 and therefore, the coupled hybrid QPBVPs (8.4) and (8.5)
have a positive coupled solution (x∗,y∗) and the sequences {xn} and {yn} defined by

x0(t) =
1
15

∫ 1

0
G(t,s)ds,

xn+1(t) =
1
15

[
tan−1 xn(t)+3

] (∫ 1

0
G(t,s)

[
tanhxn(s)− tanhyn(s)+3

]
ds

)
and

y0(t) =
5
3

∫ 1

0
G(t,s)ds,

yn+1(t) =
1
15

[
tan−1 yn(t)+3

] (∫ 1

0
G(t,s)

[
tanhyn(s)− tanhxn(s)+3

]
ds

)
for all t ∈ [0,1] , converge monotonically to x∗ and y∗ respectively.
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EXAMPLE 8.3. Given a closed and bounded interval J = [0,1] in R , we consider
the coupled hybrid quadratic periodic boundary value problems (in short PBVPs) of
nonlinear first order ordinary differential equations,[

x(t)− 1
2

tan−1 x(t)
]′

+
[
x(t)− 1

2
tan−1 x(t)

]
= tanhx(t)− tanhy(t),

x(0) = x(1),

⎫⎪⎪⎬⎪⎪⎭ (8.6)

and [
y(t)− 1

2
tan−1 y(t)

]′
+
[
y(t)− 1

2
tan−1 y(t)

]
= tanhy(t)− tanhx(t),

y(0) = y(1),

⎫⎪⎪⎬⎪⎪⎭ (8.7)

for all t ∈ [0,1] .
Here, k and g are the functions respectively on [0,1]×R and [0,1]×R×R

defined by

k(t,x) =
1
2

tan−1 x

and
g(t,x,y) = tanhx− tanhy.

It is easy to verify that the real-valued functions k and g are continuous on [0,1]×
R and [0,1]×R×R respectively. We shall show that the nonlinearities k and g satisfy
the hypotheses (C1 )–(C4 ) and (B1 )–(B3 ) respectively. Obviously k and g define the
functions k : [0,1]×R → R and g : [0,1]×R×R → R . So the hypotheses (C1 ) and

(B1 ) are satisfied. Clearly the function k is bounded on [0,1]×R with bound Mk =
π
2

and so, the hypothesis (C3 ) is satisfied. Next let x,y ∈ R be such that x � y . Then, we
have

0 � k(t,x)− k(t,y) =
1
2

tan−1 x− 1
2

tan−1 y =
1
2
· x− y
1+ ξ 2 = ϕ f (x− y)

where, ϕk(r) =
1
2
· r
1+ ξ 2 < r for x < ξ < y and that ϕk ∈ D . Thus, the function k

satisfies the hypothesis (C2 ).

Next, the function g is bounded on [0,1]×R×R with bound Mg = 2. Again,
g(t,x,y) is nondecreasing in x and nonincreasing in y for each t ∈ [0,1] . Here, the
Green’s function G(t,s) is given by (8.3) on [0,1]× [0,1] . Therefore, we have

MG = sup
(t,s)∈[0,1]×[0,1]

G(t,s) � 3.

Then, we have
ϕk(r) � r

1+ ξ 2 < r
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for each r > 0. So the condition (6.20) of Corollary 6.2 holds.

Next, we show that the function k satisfies the hypothesis (D1 ) with f ≡ 1, that
is, the map x �→ [x− k(0,x)] is injection on R . If x and y are any two real numbers,
then the expression

x− k(0,x) = x− 1
2
· tan−1 x

implies that

d
dx

[x− k(0,x)] =
d
dx

[
x− 1

2
· tan−1 x

]
= 1− 1

2
· 1
1+ x2 > 0

for all x∈R . Therefore, the map x �→ [x−k(0,x)] is increasing on R and consequently
the map x �→ [x− k(0,x)] is injection on R in view of Remark 6.1.

Finally, the pair of functions (u,v) given by

u(t) = −
∫ 1

0
G(t,s)ds−1

and

v(t) = 2
∫ 1

0
G(t,s)ds+1

for all t ∈ [0,1] , are continuous and form the lower coupled solution of the coupled
hybrid PBVPs (8.6) and (8.7) defined on J = [0,1] , where the Green’s function G is
defined by (8.3) on [0,1]× [0,1] .

Thus, the functions k and g satisfy all the hypotheses (C1 )–(C4 ), (B1 )–(B3 )
and (D1 )–(D2 ) of Corollary 6.2 and therefore, the coupled hybrid linearly perturbed
PBVPs (8.6) and (8.7) have a coupled solution (x∗,y∗) and the sequences {xn} and
{yn} defined by

x0(t) = −
∫ 1

0
G(t,s)ds−1,

xn+1(t) =
1
2
· tan−1 xn(t)+

∫ 1

0
G(t,s)

[
tanhxn(s)− tanhyn(s)

]
ds

and

y0(t) = 2
∫ 1

0
G(t,s)ds+1,

yn+1(t) =
1
2
· tan−1 yn(t)+

∫ 1

0
G(t,s)

[
tanhyn(s)− tanhxn(s)

]
ds

for all t ∈ [0,1] , converge monotonically to x∗ and y∗ respectively.

In the following we give some numerical examples of PBVPs of nonlinear sec-
ond order ordinary differential equations in order to illustrate the abstract results of
Section 7.
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EXAMPLE 8.4. Given a closed and bounded interval J = [0,1] of the real line R ,
we consider the coupled hybrid QPBVPs of nonlinear second order ordinary differential
equations,

−
(

x(t)− k1(t,x(t))
f1(t,x(t))

)′′
+
(

x(t)− k1(t,x(t))
f1(t,x(t))

)
= g1(t,x(t),y(t)), t ∈ J,

x(0) = x(1), x′(0) = x′(1),

⎫⎪⎪⎬⎪⎪⎭ (8.8)

and

−
(

y(t)− k1(t,y(t))
f1(t,y(t))

)′′
+
(

y(t)− k1(t,y(t))
f1(t,y(t))

)
= g1(t,y(t),x(t)), t ∈ J,

y(0) = y(1), y′(0) = y′(1),

⎫⎪⎪⎬⎪⎪⎭ (8.9)

where f1 : [0,1]×R → R \ {0} , g1 : [0,1]×R×R → R and k1 : [0,1]×R → R are
three functions defined as in Example 8.1.

Here, λ = 1 and T = 1, so the Green’s function G̃1(t,s) associated with the
QPBVP (8.8) or (8.9) is given by

G̃1(t,s) =

⎧⎪⎪⎨⎪⎪⎩
1

2(e−1)

[
e(t−s) + e(1−t+s)

]
, 0 � s � t � 1,

1
2(e−1)

[
e(s−t) + e(1−s+t)

]
, 0 � t < s � 1.

(8.10)

Therefore, β = supt,s∈J G̃1(t,s)=
e+1

2(e−1)
� 2 < 3. Now following the arguments

similar to that given in Example 8.1, it is proved that the functions f , g and k satisfy
all the conditions of Theorem 7.1 and a lower coupled solution (u,v) of the QPBVPs
(8.8) and (8.9) is given by

u(t) =
∫ 1

0
G̃1(t,s)ds−1

and

v(t) =
∫ 1

0
G̃1(t,s)ds+1

for all t ∈ [0,1] . Therefore, the coupled hybrid QPBVPs (8.8) and (8.9) have a coupled
solution (x∗,y∗) and the sequences {xn} and {yn} defined by

x0(t) =
∫ 1

0
G̃1(t,s)ds−1,

xn+1(t) = k1(t,xn(t))+
[

f1(t,xn(t))
] (∫ 1

0
G̃1(t,s)g1(s,xn(s),yn(s))ds

)
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and

y0(t) =
∫ 1

0
G̃1(t,s)ds+1,

yn+1(t) = k1(t,yn(t))+
[

f1(t,yn(t))
] (∫ 1

0
G̃1(t,s)g1(s,yn(s),xn(s))ds

)
for all t ∈ [0,1] , converge monotonically to x∗ and y∗ respectively.

EXAMPLE 8.5. Given a closed and bounded interval J = [0,1] of the real line R ,
we consider the coupled hybrid quadratic periodic boundary value problems (in short
QPBVPs) of nonlinear second order ordinary differential equations,

−
(

x(t)
tan−1 x(t)+3

)′′
+
(

x(t)
tan−1 x(t)+3

)
=

1
15

[
tanhx(t)− tanhy(t)+3

]
,

x(0) = x(1), x′(0) = x′(1),

⎫⎪⎪⎬⎪⎪⎭
(8.11)

and

−
(

y(t)
tan−1 y(t)+3

)′′
+
(

y(t)
tan−1 y(t)+3

)
=

1
15

[
tanhy(t)− tanhx(t)+3

]
,

y(0) = y(1), y′(0) = y′(1),

⎫⎪⎪⎬⎪⎪⎭
(8.12)

for all t ∈ [0,1] .

Here, again the Green’s function G̃1(t,s) is given by (8.10). Next, following the
arguments similar to that given in Example 8.2, it is shown that the functions involved in
(8.11) and (8.12) satisfy all the conditions of Corollary 7.1 and a lower coupled solution
(u,v) of the QPBVPs (8.11) and (8.12) is given by

u(t) =
1
15

∫ 1

0
G̃1(t,s)ds

and

v(t) =
5
3

∫ 1

0
G̃1(t,s)ds

for all t ∈ [0,1] . Therefore, the coupled hybrid QPBVPs (8.11) and (8.12) have a
positive coupled solution (x∗,y∗) and the sequences {xn} and {yn} defined by

x0(t) =
1
15

∫ 1

0
G̃1(t,s)ds,

xn+1(t) =
1
15

[
tan−1 xn(t)+3

] (∫ 1

0
G̃1(t,s)

[
tanhxn(s)− tanhyn(s)+3

]
ds

)
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and

y0(t) =
5
3

∫ 1

0
G̃1(t,s)ds,

yn+1(t) =
1
15

[
tan−1 yn(t)+3

] (∫ 1

0
G̃1(t,s)

[
tanhyn(s)− tanhxn(s)+3

]
ds

)
for all t ∈ [0,1] , converge monotonically to x∗ and y∗ respectively.

EXAMPLE 8.6. Given a closed and bounded interval J = [0,1] in R , we consider
the coupled hybrid linear perturbed periodic boundary value problems (in short PBVPs)
of second type of nonlinear second order ordinary differential equations,

−
[
x(t)− 1

2
· tan−1 x(t)

]′′
+
[
x(t)− 1

2
· tan−1 x(t)

]
= tanhx(t)− tanhy(t),

x(0) = x(1) , x′(0) = x′(1)

⎫⎪⎪⎬⎪⎪⎭ (8.13)

and

−
[
y(t)− 1

2
· tan−1 y(t)

]′′
+
[
y(t)− 1

2
· tan−1 y(t)

]
= tanhy(t)− tanhx(t),

y(0) = y(1) , x′(0) = x′(1),

⎫⎪⎪⎬⎪⎪⎭ (8.14)

for all t ∈ [0,1] .

Here, again the Green’s function G̃1(t,s) is given by (8.10). Next, following the
arguments similar to that given in Example 8.3, it is shown that the functions involved in
(8.13) and (8.14) satisfy all the conditions of Corollary 7.2 and a lower coupled solution
(u,v) of the PBVPs (8.13) and (8.14) is given by

u(t) = −
∫ 1

0
G̃1(t,s)ds−1

and

v(t) = 2
∫ 1

0
G̃1(t,s)ds+1

for all t ∈ [0,1] . Therefore, the coupled hybrid PBVPs (8.13) and (8.14) have a coupled
solution (x∗,y∗) and the sequences {xn} and {yn} defined by

x0(t) = −
∫ 1

0
G̃1(t,s)ds−1,

xn+1(t) =
1
2
· tan−1 xn(t)+

∫ 1

0
G̃1(t,s)

[
tanhxn(s)− tanhyn(s)

]
ds
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and

y0(t) = 2
∫ 1

0
G̃1(t,s)ds+1,

yn+1(t) =
1
2
· tan−1 yn(t)+

∫ 1

0
G̃1(t,s)

[
tanhyn(s)− tanhxn(s)

]
ds

for all t ∈ [0,1] , converge monotonically to x∗ and y∗ respectively.

REMARK 8.1. Note that the functions u,v ∈C([0,1],R) in the lower coupled so-
lution (u,v) for all coupled hybrid PBVPs given in the Examples 8.1 through 8.6 satisfy
the inequality u� v on J = [0,1] . Therefore, in view of Remarks 6.3 and 7.2, the func-
tions x∗,y∗ ∈C([0,1],R) in the coupled solution (x∗,y∗) for each of the coupled hybrid
PBVPs considered in above examples satisfy the inequality (6.23) on [0,1] . It is known
that the nonlinear coupled differential and integral equations occur in many fields of ap-
plied sciences and they are studied in the literature for existence and other qualitative
aspects of the coupled solutions. The numerical aspects such as approximation and
algorithms for the coupled solutions for such equations may be obtained by using the
abstract results developed in this paper.

9. Remarks and conclusion

The nonlinear analysis is a multistoryed building and the three basic fixed point
theorems of Schauder, Banach and Tarski from topology, analysis and algebra respec-
tively form the three basic pillars and the hybrid fixed point theory initiated by Kras-
noselskii for the sum of two operators in a Banach space and by Dhage for the product
of two operators in a Banach algebra form the forth basic pillar for this monument (see
Dhage [12, 13, 24] and references therein). The hybrid fixed point theorems for the sum
of two operators in an ordered Banach space as well as the product of two operators in
an ordered Banach algebra is initiated in Dhage [9] and Dhage [10] respectively. It
is now well recognized that the hybrid fixed point theory finds numerous applications
to diverse areas of nonlinear analysis in mathematics and mathematical sciences. The
topic of tupled operator equations and tupled solutions is of common interest and useful
in the study of systems of simultaneous nonlinear tupled differential and tupled integral
equations involving two or more unknown variables for proving different qualitative as-
pects of the tupled solutions. The classical coupled fixed point theorems (in short cou-
pled FPTs) deals with the coupled operator equations involving two unknown variables
and is a subject of interest for a long time and they are used for proving the existence of
coupled solutions to the systems of a couple of simultaneous nonlinear equations with
two unknown variables. But the subject of coupled hybrid fixed point theorems (in short
HFPTs) and applications is relatively recent in the literature. The advantage of coupled
HFPTs over the coupled FPTs is that we obtain additionally the algorithms along with
the existence of the coupled solutions for nonlinear coupled hybrid equations. This
is mainly because of the monotonic characterization of the coupled operators in the
coupled equations on the domains of their definitions. Here, we assumed the mixed
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monotonicity of the coupled operators, however, we conjecture that other monotonic
features of the coupled operators could also be considered for obtaining the coupled
hybrid fixed point theorems and their applications. The coupled hybrid fixed point the-
orems (in short HFPTs) similar to Theorems 3.1 and 3.2 involving the sum and product
of three coupled operators are also obtained in Dhage [19] with partial D -Lipschitz
condition is replaced by symmetric partial D -Lipschitz condition. However, as for
applications to nonlinear quadratic coupled hybrid integral equations of Volterra type,
the partial D -Lipschitz condition is employed in the discussion. Therefore, Theorems
3.1 and 3.2 of the present study are new interesting applicable special cases of HFPTs
developed in Dhage [18] under a little stronger D -Lipschitz condition in view of Re-
mark 3.1. However, our approach is somewhat different from that of Dhage [17] while
establishing the coupled and mixed coupled hybrid fixed point results in an ordered
and partially ordered Banach algebra. The mixed coupled hybrid fixed point theorems
of Section 4 are completely new to the literature and other similar mixed coupled hy-
brid fixed point theorems for different algebraic combinations of two or three operators
and coupled operators may be obtained on the similar lines with appropriate modifica-
tions. We specifically mention that these mixed coupled hybrid fixed point theorems
have some nice applications to other areas of mathematics including nonlinear coupled
hybrid differential and integral equations. In the present study, our newly developed
mixed coupled HFPT, Theorem 4.1 is applied to a very simple but new coupled hybrid
periodic boundary problems of first order ordinary quadratic differential equations for
proving the existence as well as approximation of the coupled solutions. However, the
technique can also be extended and applied to other nonlinear second or higher order
coupled differential equations under suitable boundary conditions for proving different
aspects and developing algorithms for the coupled solutions. As mentioned in Dhage
[19] that these operator theoretic coupled HFPTs have some advantages over the mea-
sure theoretic coupled hybrid fixed point theorems in which one needs to construct a
handy tool for the partial measures of noncompactness suitable for the prevailing sit-
uation and which requires a sophisticated knowledge of advanced functional analysis.
Furthermore, a clever mathematician makes the cleverer selection of a coupled hybrid
fixed point theorem for dealing with the nonlinear coupled hybrid differential or inte-
gral equations and avoid the complexities in the arguments and calculations. This is a
fundamental and preliminary work in the direction of nonlinear tupled hybrid operator
equations and tupled solutions and many other questions such as attractivity, positivity,
stability and monotonicity etc. form the further scope for the research work in the study
of simultaneous nonlinear equations of several variables. Finally, while concluding this
paper we mention that a few more applications of the abstract coupled and mixed cou-
pled hybrid fixed point theorems of this paper will be considered in the forthcoming
papers in future.
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