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Abstract. The stability of the solution to the equation ()i = F(r,u)+ f(¢), t >0, u(0) = up
is studied. Here F(z,u) is a nonlinear operator in a Banach space 2~ for any fixed 7 > 0 and
F(t,0) =0, Vr > 0. We assume that the Fréchet derivative of F(z,u) is Holder continuous of
order g > 0 with respect to u for any fixed 7 > 0, i.e., ||F,(t,w) — F,(t,v)|| < at)|v—w|,
q > 0. We proved that the equilibrium solution v =0 to the equation v = F(¢,v) is Lya-
punov stable under persistently acting perturbation f(¢) if sup,-q [§ ot(&)||U(t,E)[|dE <
and sup,5 |U(2)|| < es. Here, U(t) := U(,0) and U(r,&) is the solution to the equation
dU(t,&) =F)(t,00U(t,E), t > &, U(E,E) =1, where I is the identity operator in 2. Suffi-
cient conditions for the solution u(z) to equation (*) to be bounded and for lim, .., u(t) = 0 are
proposed and justified. Stability of solutions to equations with unbounded operators in Hilbert
spaces is also studied.

1. Introduction

Consider the following equation

d
i=F(tu)+f(t), 20, u(0)=uo, u::d—’:, (1.1)
in a Banach space 2. It is assumed in equation (1.1) that F(z,u) is an operator func-
tion from R x 2" to 2", nonlinear in general, for any fixed ¢ > 0, and that

|F(t,u) — F.(2,0)ul < alt)||ul?, p>1, t20, ue?, (1.2)

where F!(t,0) := F/(t,u)|,—0 and F,(t,u) denotes the Fréchet derivative of F(¢,u) for
any fixed 7 > 0. Here, ||-|| denotes the normin 2 . Assume also that f() is a function
on Ry :=[0,00) with values in 2" and

lF@OI <B@), =0 (1.3)

Note that inequality (1.2) implies F(#,0) = 0. Thus, u = 0 is an equilibrium solution
to the equation
iw=F(t,u), t>0.
Mathematics subject classification (2020): 34G20, 37L05, 44J05, 47J35.
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We assume that the functions o(¢) and B(¢) in (1.2) and (1.3) are in L}, ([0,)) and
that o(z) and B(¢) are nonnegative on [0,00). Also, we assume that equation (1.1)
has a unique local solution. A stronger assumption on the local existence of a solution
to equation (1.1) is made in Assumption A below. By a solution to problem (1.1)
we mean a classical solution. Specifically, a global solution to (1.1) is a continuously
differentiable function u : [0,00) — .2~ which satisfies equation (1.1). A local solution
to equation (1.1) is a continuously differentiable function u : [0,7) — £, for some
T > 0, which solves equation (1.1). Thus, the solution space for the global existence is
C'([0,%0); 2") and for the local existence is C'([0,T); 2").

Stability of the solution to equation (1.1) in special forms has been extensively
studied in the literature (see, e.g., [1], [2], [3], [4], [5], [7], [13]). A special case for
equation (1.1) is the equation

du

i =Au, u(0) = uy, = 7 (1.4)
where A is an n-by-n matrix and u : [0,0) — R". The classical stability result for
equation (1.4) states that if all eigenvalues of A lie in the half-plane Re A < 0, then the
solution to equation (1.4) exists globally, is unique, and is asymptotically stable. If A
has an eigenvalue which lies in the half-plane ReA > 0, then u(¢) is not bounded, in
general.

The following nonlinear differential equation was studied in [3]:

u=A()u+ f(r), u(0) = uy.

It was assumed in [3] that A(¢) is a linear and bounded operator in a Banach space 2~
and that f(z) is a function from [0,e0) to 2". Let U(z,&) be the solution to

UE) =AQUGE),  12E  UEE=1 UWE)="2

= EU(I7€)7

where [ is the identity operator in 2. Define

S In||U (¢
K = Timy e w

Then it is known that if k¥ < 0, then the solution u = 0 is asymptotically stable when
f =0 (see, e.g., [3]).
In [9], [10], [1 1] and [12] the following equation was studied

u=Au+F(t,u)+f(t), u(0) = up. (1.5)

Itis assumed in [11] that A(¢) is a linear and densely defined operator in a Hilbert space
A, F(t,u) is a nonlinear operator in ¢ for any fixed 7 > 0, and f(¢) is a function on
[0,00) with values in .7 . In addition, it is assumed that

Re(u,Au) <y(@)l|ul®,  |IF(u)l| <e|ul?, p>1, @) <B@), (1.6)
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for all # > 0 where (-,-) and |- || denote the inner product and the norm in ¢, re-
spectively. Using equation (1.5) and inequalities in (1.6), one obtains the following
inequality (cf. [8], [11])

8(0) <y()g) +a)g’(0)+B(), 120, g):=u@), p>1.

It was proved in [11, Lemma 1] that if there exists a function p(#) > 0 such that

0l s +B0 < o5 (0 -50). 100 oo <1, a7

then

< < — > 0. .
0<e)< s W20 (1.8)
Using this result, it was proved in [11] that if [5” [y(r) + a(r)] dr is not ‘large’, then
the equilibrium solution u = 0 to the equation & = F(¢,u) is Lyapunov stable under
persistently acting perturbation f(¢). Namely, given any arbitrarily small € > 0, if
|lf ()| is sufficiently small, then there exists & > 0 such that if ||u(0)|] < &, then
||lu(2)|| < € forall £ > 0. Other results for the boundedness of ||u(¢)|| were also obtained
by using inequalities (1.7) and (1.8).

Several stability results for equation (1.5) were also obtained in [6]. One of the
results states that if [ [y(t) + a(t)] dt < e, then the equilibrium solution u = 0 is
Lyapunov stable under persistently acting perturbation f(z). This result is stronger than
the one in [11] as the function y(r) can take positive and negative values and ;" [y(t) +
Oc(t)] dt can be arbitrarily large as long as it is finite. Other sufficient conditions for the
boundedness of u(¢) and for lim,_, u(¢) =0 were also proposed and justified in [6]. The
advantage of the results in [6] compared to those in [11] is that: one does not have to
find a function w(r) > 0 which solves inequality (1.7). Moreover, the results in [6] are
applicable to the case when y(¢) takes both positive and negative values, for example,
y(t) = sinz. This case is not easy to handle using the results in [11]. However, the
results in [6] are not applicable to equations in Banach spaces. The objective of this
paper is to extend the stability results in [6] for equations in Banach spaces and for
equation (1.5) for the case when the function y(z) is notin L'[0, o).

In this paper we study the stability of the solution to equation (1.1) under non-
classical assumptions. The new results in this paper include Theorem 1 in which
we proved that the solution v = 0 to the equation v = F(z,v) is Lyapunov stable
under persistently acting perturbation f(x) if sup,~q [y |U(#,&)||0t(&)dé < e and
sup,~o |U(¢)|| < oo where U(t) := U(t,0), and U(t,§) is the solution to the equa-
tion LU(1,£) =F(t,0)U(t,&), t > &, U(&E,E) =1. Here [ is the identity operator in
2. A sufficient condition for the solution to equation (1.1) to be bounded is proposed
and justified in Theorem 2. A consequence of this result is: If lim,_... |U(z)|| = 0 and
SN ENUE)||Pa(E)dE < oo, then the solution u(t) to equation (1.1) satisfies
limy_,.. u(z) = 0 provided that || f(z)| is sufficiently small. An estimate for the rate of
growth/decay of ||u(z)|| when 7 tends to infinity is also given in Theorem 2. Stability
of solutions to equations with unbounded operators in Hilbert spaces is also studied in
Section 3.
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2. Equations in Banach spaces
In this section we will study the stability of the solution to equation (1.1). Let
B(t) := F,(1,0), 1>0, 2.1)

where F)(1,0) := F,(t,u)|,—o and F,(¢,u) is the Fréchet derivative of F(r,u) with
respect to u. Let b(r) := ||B(¢)|| and assume that b(t) is in L}, [0,). Equation (1.1)
can be written as

u=B(t)u+G(t,u)+ f(1), t>0, u(0) = uo, (2.2)

where
G(t,u) :=F(t,u) — F.(t,0)u.

This and inequality (1.2) imply
|Gl < a@)ul?, 120, weZ. (23)

Let us first show that condition (1.2) holds if F(z,0) =0, ¢ > 0, and the Fréchet
derivative F),(t,u) is Holder continuous of order g = p — 1 > 0 with respect to u. We
have

F(t,u)—F(t,0) = /F u)udé.

Thus, if F(¢,0) =0, then

Glt,u) = F(t,u) — F.(1,0)u = F(t,u) — F(1,0) — /1 F(1,0)udé

:/OlFu’(t wudé — /FtOudé /[ Fy(t,0) |udé.

Assume that

(2.4)

1F(t.v) = Fi(t.w)]| < (g+ D) [v—w|?,  g=p—1>0, vweB(O.R)CZ,

(2.5)
where B(0,R) is aball in 2 centered at the origin of a sufficiently large radius R > 0.
This inequality means that the Fréchet derivative F,,(¢,u) is Holder continuous of order
q with respect to u in the ball B(0,R) C 2. From (2.4) and (2.5) we get

Gl < [ 1,0~ F0) a6 < (a-+ Dato) [ eulag]ul
(2.6)
— g+ Da0) /O SHag |l =l p=q+1.

Therefore, inequalities (1.2) and (2.3) hold if F(z,0) =0, ¢ > 0, and inequality (2.5)
holds. Thus, inequality (1.2) is not a restrictive one.
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Let U(r) be the solution to the equation

%U(z):B(z‘)U(z), 120, U0 =1 2.7)

where B(z) is defined in (2.1) and [ is the identity operatorin 2. The solution U (¢) to
equation (2.7) exists globally and is unique if the function b(¢) = ||B(¢)|| isin L} [0,e0)

loc
(see, e.g., [3]). Moreover, the inverse operator U ’1(t) exists, for any fixed ¢ > 0, and
U~!(t) solves the following equation (see, e.g., [3]):

d

EU’I(t):—U’l(t)B(t), >0, U Y0)=L (2.8)

Equations (2.2) and (2.8) imply

% (Ul(t)u(t)) =U"Yr) (G(z,u(t)) +f(t)), 1>0. (2.9)

Integrate this equation from 0 to 7 to get
Ul - U 0u0) = [0 @) (GEuEN 1@ )z i
This implies
W)= U0 +U0) [ 07 O[GEuE) + f@)dE. @10)

Here, we have used the relations U~'(0) = I and u(0)
triangle inequality, inequality (2.3), and the relation [3(z)

uy. Equation (2.10), the
| f(2)]| imply

() < Ol + [ 1000 @I (@)1 +6E) )z @1

REMARK 1. It follows from equation (2.7) that the operator U (t,&) := U (t)U (&)
is the solution to the equation

d

SUGE =BOUWE),  12E  UEE) =1 (2.12)

Also, we have
@U@l <lvaiv="e&l,  n&=o.
Throughout this section, we assume that the following assumption holds:
ASSUMPTION A. The equation

d
i=Ftuw) £ (), 1210, ulto)=io, ii:="r
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has a unique local solution for any 7y > 0 and iy € B(0,R) C 2" where R > 0 is
sufficiently large.

ASSUMPTION Al. The following inequalities hold
!
swpl|UO)] <. Mi=swp [ UG8 [eE)dg <= @13
=0 =00

where U (t) :=U(z,0), U(t,&) is the solution to equation (2.12), and the function o(r)
is from inequality (1.2).

REMARK 2. The first inequality in Assumption Al is a necessary condition for
u(t) to be bounded. If this inequality does not hold, then the solution to equation (1.1)
is unbounded even for the case when a(¢) = 0, in general. The second inequality in
Assumption Al means that the contribution from the nonlinear term G(¢,u) is not too
large as ¢ tends to infinity.

THEOREM 1. Let Assumptions A and Al hold and let u(t) be the solution to equa-
tion (1.1). Given any arbitrarily small € >0, if ||f(t)|| is sufficiently small, then there
exists 0 > 0 such that if ||u(0)|| < &, then ||u(t)|| < € forall t > 0.

REMARK 3. Equation (1.1) can be considered a perturbed equation of the follow-
ing equation
v=F(t,v), t>0. (2.14)

Since F(7,0) =0, Vr > 0, the function v(z) = 0 is an equilibrium solution to equation
(2.14). The function f(¢) in (1.1) can be considered a persistently acting perturbation
to equation (2.14). Under these terminologies, the conclusion of Theorem 1 can be
rephrased as the equilibrium solution v = 0 to equation (2.14) is Lyapunov stable under
persistently acting perturbations f(z).

Proof of Theorem 1. It follows from the second inequality in (2.13) thatif € >0
is sufficiently small then one gets

d 1
e tsup [ U@E)|ew(§)dE <=, p>1. (2.15)
1>0J0 4
Since sup,~ ||U(t)|| < e by (2.13), one can choose § > 0 sufficiently small so that
€
osup ||U(1)|| < —, d<e. (2.16)
>0 4

Let us prove that if 0 < |lug|| < & and B(¢) = || f(¢)| is sufficiently small, then
llu(t)]] < € forall t > 0.
Choose f(z) so that

eo(t)
4M

B@):=If)l < =0
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This and the second inequality in (2.13) imply

[oeenpe d€<—/HU a8 aé

sup ||U< LEa@)de < —m=5 wiso.

4M a4

(2.17)

Let [0,T) be the maximal interval of existence of the solution u(t) to equation
(1.1). Itis clear that T > 0 by Assumption A. Let us prove that 7 = oo, i.e., the
solution u(z) exists globally. Assume the contrary that T is finite. Let 7 > 0 be the
largest value such that

lu(@®)] < &, Vi €[0,T). (2.18)

Since [0,7) is the maximal interval of existence of u(z),one has 0 < T < T.
Let us prove that T > T . Assume the contrary that T < T . Thus, T is finite and,
by the continuity of g(¢) and Assumption A we have

[u(T)| = e. (2.19)

Indeed, if ||ju(T)|| < €, then by using Assumption A one can extend the solution u(r)
to a larger interval, say, [0,7 + 6), for some 6 > 0, and |ju(r)|| < &,Vt € [0,T +6).
This contradicts the definition of 7. From inequalities (2.11) and (2.18) one gets

lu@)]l < 1T @)][[[uoll +/(: U@ E)][e(S)e” +B(S)]dS,  0<i<T.

This, the inequality |jug|| < 0, and inequalities (2.15), (2.16), and (2.17) imply

o) < supllU@)3+e [ |UG.E)le@rerag+ [ UG, EIBE)
>0 0 0

e € €& 3¢
Syt5+t5=—1 <t <T.

1 + 1 + 1= 7 0<r<
This and the continuity of u(¢) imply [|u(T)|| < 3£ which contradicts relation (2.19).

This contradiction implies that 7' > T,ie.,

lu(t)|<e, 0<t<T. (2.20)

It follows from inequality (2.20) and the continuity of u(z) that ||u(7T)|| < &. Using
the inequality ||u(T)|| < & and Assumption A, one obtains the existence of u(z) on a
larger interval, say, [0, T + 6) for some 6 > 0. This contradicts the definition of [0,T)
as the maximal interval of existence of u(¢). The contradiction implies that 7 = 0. In
addition, one has ||u(z)|| < &, V¢t > 0. Theorem [ is proved. [

Now we consider the following problem: Given the nonlinear operator F(f,u),
i.e., given F,(z,0) and o), under what conditions on f(z) does the solution to prob-
lem (1.1) exist globally, is the solution bounded, and does it decay to zero as t — oo ?
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An answer to this question is given in Assumption A2 and this answer is justified in
Theorem 2 below.

ASSUMPTION A2. The following inequality holds

B BH)\7 1 1
W"?i‘o’(a(t)) o]~ =~ RO
[<p—1>f5°||v—1<é>U(é)pa(é)d&]
2.21)

where U(t) and U~!(¢) are defined by (2.7) and (2.8) while o(z) and B(¢) are defined
from (1.2) and (1.3).

REMARK 4. It follows from (2.21) that

u(0)][ +w < 1 .
- DI @U@ lrale)as
This implies
! -t
o7 eV [ @@ e, @

Moreover, from the definition of w in (2.21) one gets

t t
_ PO gy BU___ 50 (223)
a@)[U@)IP =0 a@)|U@)]|P
Let V :[0,00) — 2" be a differentiable function of ¢ with values in .2". From the
triangle inequality one gets

V(e +8)l - IIV(I)II’ <|V@+é)-v@l, =0

This implies
d

EV(Z)

d
avons|gvel. o .24)

where the derivative of ||V (¢)|| at its zeros is understood as the right derivative.

THEOREM 2. Let Assumptions A and A2 hold. Then the solution u(t) to problem
(1.1) exists globally and satisfies

lu@)| <C|U®)||, =0, C=const>0. (2.25)

Consequently,
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i) if
sup [U(1)|| < oo, (2.26)
>0

then the solution u(t) is bounded;

i) if
lim U (1) =0, (2.27)

[—00
then
limu(z) = 0. (2.28)

[{—o0

Proof. Let us prove that the solution u(¢) to equation (1.1) exists globally. As-
sume the contrary that the maximal interval of existence of u(¢) is a finite interval,
namely, [0,T). From inequality (2.24) with V(z) replaced by U~!(¢)u(t), equation
(2.9), inequality (2.6), and the identity u(¢) = U(¢)U " (t)u(t), one gets

(v om)] <[ (sea-so)

d,  _
o) <|

—

<Ju' o)l (IIG(I W+ 176 >||)
<) (a(t)llu(t>”+ﬂ(t>>
— v o)) (ao)nU(t)U1(z>u<r>ﬂ+ﬂ(r>).

This and the inequality ||U (£)U ' (t)u

—

DI < NU@IIIU™! (#)u)|] imply

%\\U_l(t)u(t)ll <[u=tol (a(t)IIU(t)”IIU‘I(t)u(t)”JrB(t))
(2.29)
a@u @)l

Inequalities (2.29) and (2.23) and the inequality a” + b” < (a+b)?, Ya,b >0, p > 1
imply

— oo OO (0 o+ ),

L wyuto) | < a(r)U-1<r>||||U<r>P(||U—1<t>u<z>>||l’+wp)
a(z)U—%t)nnU(r)P(

p
||U‘1(t)u(t)||+w) ,  0<t<T.
(2.30)

Inequality (2.30) can be rewritten as

1)y )P
& (W) 3 copo-tonvene.  osi<r,




562 N. S. HOANG

Integrate this inequality from O to # and use U(0) =1 to get

(U u@)]| +w)' ™ = ([u(O)] +w)"
l-p

</(:a(%)IIU_l(é)IIIIU(é)II”ch,

forall r € [0,T). This implies
1
(@) +w)'=r = (p=1) ) U-HE)INU(E)IIPa
2.31)

forall + € [0,T). Inequality (2.22) implies that the right-hand side of (2.31) is well-
defined for all # > 0. Thus, from (2.31) one gets

(10~ @)u(r) | +w)"~" <

(1T~ @ue)]| +w)?™"

< sup }
=0 ([[u(0)[[ +w)1=P —(p—1) fy (U HENU(E) P dE
1
S O+ w = -1 e« @U@ g "
forall # € [0,T). This implies
1T~ ()u(r)]| < Mg’%‘ —w, 0<t<T. (2.32)
It follows from (2.32) that
lu@)|| = |UU ™ (1)u(0)]|
(2.33)

<o lo- uol < oI (M=), o<i<T.

1

Inequality (2.33) and the continuity of u(t) imply that |[u(T)|| < [|[U(T)||(M{™ —w).
This and Assumption A imply the existence of u(¢) on a larger interval, say, [0,7 + 0)
for some 6 > 0. This contradicts the definition of [0,7) as the maximal interval of
existence of u(r). The contradiction implies that 7 = eo. This and inequality (2.33)
imply inequality (2.25).

If inequality (2.26) holds, then it follows from inequality (2.25) that the solution
u(r) is bounded.

If equation (2.27) holds, then relation (2.28) follows directly from inequality (2.25).
Theorem 2 is proved. [J

REMARK 5. As we have mentioned earlier, inequality (2.26) is necessary for the
boundedness of u(¢). In addition, if the right-hand side of (2.21) is not positive, then
the solution u(7) may blow up at a finite time. Let us verify this claim by considering
the following first-order ordinary equation:

=yt u(t)+ o(t)u’ (1), 1 >0, u(0) =up > 0. (2.34)
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One can verify that the solution to the equation

is
U(t) = el 1&)ds,
In addition U~ (r) = e~ 10 7€)9% and we have
a
dt
It follows from the product rule, equation (2.35), and equation (2.34) that

4
dt

Ult)y=—y)u~'(r), t>0.

(U ()u(e)) = u(t)itu—l(z) +U_l(t)%u(t)
= —y(OU (Ou(t) + U (0)[y(0)u(r) + ou(1)uP (1)]
=U ")) (t) =U""(t)a@)[U " (t)u()]".

This implies
1 d
(U= (0)u(n)]” di

Integrate this equation from O to ¢ to get

(U )u@) =0 @) ar).

From this equation one obtains

~ pp— l P%l
u(t) = a(r) == U(r) (ué_p— (p=1)J U”l(@“(g)d€> |

563

(2.35)

The function #i(¢) blows up at a finite time ¢t =1y if #( is the solution to the equation

1

0= (p—1) [ U7 Q&) = 9l0).

P
Uy

The function ¢ is a continuous function on [0,e0), ¢(0) =1/ ug_l > 0. Thus, by the
Intermediate Value Theorem ¢(7) = 0 has a solution 7 = fg if lim;_. @(r) <0, i.e.,

1
—1

P
iy

—(p- 1)/000Up_1(€)oc(c§)d§ <0.

This inequality is equivalent to

1

[<p— 1)fo°°U’”(€>a(é)d€] o

—uy < 0.
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Thus, the condition that the right-hand side of (2.21) is positive is not a restrictive
one. When the right-hand side of (2.21) is positive, (2.21) holds true if the quotient
B(r)/o(t) is sufficiently small. In particular, it holds true if B(r) =0, i.e., f is absent
from equation (1.1).

From Theorem 2 we have the following corollary:

COROLLARY 1. Let Assumption A hold. Assume that

1

(B 1 | .
' ?Ji(a(r)) U(t)||<<(p—1>f5°a(é)llU1(5)IIIIU(5)IIPd€) el

(2.36)
If ||luo|| is sufficiently small so that
L
ol < 1 )" e
up = — — W, .
(=1 Jg @)U @NUE)]PdE
then the solution u(t) to problem (1.1) exists globally and satisfies the estimate
lu@®)| <ClU@)|, =0,  Cy=const>0. (2.38)
Consequently,
(i) if
sup U (1) < oo, (2.39)

>0

then the solution u(t) is bounded;

(ii) if
lim U (1) = 0,
then
tlim u(r)=0.

Proof. 1t follows from inequalities (2.36) and (2.37) that inequality (2.21) in As-
sumption A2 holds true. Consequently, Corollary 1 follows from Theorem 2. [

REMARK 6. Assume that

| @i @nueErds < (2.40)

Consider equation (1.1) with f(¢#) =0. Then (¢) =0 and inequality (2.36) holds true.
Note that in this case, u(¢) = 0 is an equilibrium solution. If lim,_... ||U(¢)|| = 0 and
u(0) = up satisfies inequality (2.37) with w = 0, then it follows from Corollary 1 that
limy . u(t) = 0. This means that the equilibrium solution u(r) = 0 of the equation
1t = F(t,u) is asymptotically stable if inequality (2.40) holds and lim,_... || U (¢)|| = 0.
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COROLLARY 2. Let Assumption A hold. Assume that

lim [ U(2)]| = 0, /Owa(t)dt<oo ||U*1(t)||<HU—Et)”, Vi>0, (241)

[{—o0

where ¢ > 0. Then the solution v(t) = 0 to the equation v = F(t,v), t v(0

is asymptotically stable under persistently acting perturbation f. Namely, zf Ilf () || is
sufficiently small, then there exists 6 >0 such that if ||u(0)|| < 8, then lim;_. ||u(t)|| =
0 where u(t) is the solution to equation (1.1).

Proof. 1t follows from the third inequality in (2.41) that

| ewiv wiwolrda<e [Caouoirta. e
0 0

Since ||U(¢)]| is a continuous function of 7, it follows from the relation lim,_... ||U (7)|| =
0 in (2.41) that ||U(r)|| is bounded on [0,0). This and the second inequality in (2.41)
imply that the integral in the right-hand side of (2.42) is finite. Thus, from inequality
(2.42) one gets

[T a@nu @l s < -

Therefore, the right-hand side of inequality (2.36) is a finite positive constant. Let
B(t) = |f(2)| be sufficiently small so that

_r_
p—1

1\? 1 7
KB“’“‘“’U“)”I?(i) <<p—1>f5°a<é>vl<é>U(é)ﬂd&> 120

This implies

BE)\? 1 1 1 L
(e0) e <2 (- iaem@mere) - >

Inequality (2.36) follows from this inequality. If ||ug| is sufficiently small, then in-
equality (2.37) follows from inequality (2.36). Therefore, by Corollary 1, inequality
(2.38) holds. From inequality (2.38) and the first relation in (2.41) one gets lim;_.. [|u(z)||
= 0. This completes the proof of Corollary 2. [

Now we are interested in the following question: Given the perturbation f(z),
under what conditions on the nonlinear part of F(¢,u), in general, and on the function
o(t) in inequality (1.2), in particular, does the solution to problem (1.1) exist globally,
is the solution bounded, and does the solution decay to zero as t — e=? An answer to
this question is given in Assumption A3 and is justified in Theorem 3 below.

ASSUMPTION A3. Let o (z) > 0 satisfy the inequality

at) < —PO__ o0 k50, po1, (2.43)

[(k+D)E@)]P

where

() = U @)]l[|«(0 ||+/ lU@U=(E)IBE)dé. (2.44)
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THEOREM 3. Assume that assumptions A and A3 hold and that u(0) # 0. Then
the solution u(t) to problem (1.1) exists globally and

lu(®)|| < (xk+1)E(t), Vi>0, x>0. (2.45)
Consequently,

(i) if the function {(t) is bounded on [0,0), then the solution u(t) to problem (1.1)
is bounded;

(ii) if limy_e §(¢) =0, then
tli_To u(r)=0.

Proof. Recall from our earlier assumptions that the functions a(t), B(t), and
|| B(t )H (cf. (2.1)) are in L}, .([0,%)). Thus, the integrals [§||U#U'(&)|B(E)dE
and [; ||U (&) d& are well-defined for all # > 0. Therefore, the function {() in (2.44)
is well-defined on [0,e0).

Let us prove that the solution u(t) to problem (1.1) exists globally. Assume the
contrary that the maximal interval of existence of u(z) is a finite interval [0,7), 0 <
T < oo. Let us first show that

lu(2)]| < (x+ 1)E(2), 0<t<T. (2.46)

Since U(0) =1, it follows from (2.44) with ¢ = 0 that ||«(0)| = £(0) < (x+1)(0).
This and the continuity of |lu(¢)|| and {(¢) imply the existence of 6 > 0 such that
llu()|| < (x+1)§(¢), Ve €0,0). Let T} € (0,T] be the largest value such that

lu(2)]| < (x+ 1)E(2), Vi €[0,T1). (2.47)

Let us prove that 71 = T. Assume the contrary that 77 < T. From the continuity
of ||u(¢)|| and the definition of Tj, one gets

lu(T)[| = (k+1)E(T1),  fu@)| < (x+1)0(1),  0<1<T. (2.48)
Inequalities (2.11), (2.47), and (2.43) imply
()1 < L)+ [ 10600~ @1 (@) e+ DEE) +B) ) a
<O+ [ oo @) (xB(&)+ ) ) a

=||U(I)HHM(0)H+(K+1)/O @)U ©)IBE)dE,  Vrelo,T).
(2.49)

It follows from inequality (2.49) and the continuity of u(r) that

HM(Tl)H<IIU(Tl)IIIIM(O)II+(’<+1)/O lo(m)u="(&)IIB(E)dE

<(K+1>HU(T1)IIIIM(0)II+(K+1>/O JU(T)U(E)IIB(E)de
— (x+ 1)¢(TY).
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This inequality contradicts the first equality in (2.48). The contradiction implies that
T =T, i.e., inequality (2.46) holds.

Inequality (2.46) and the continuity of u(r) imply that ||u(T)]| is finite. Thus, by
using Assumption A with 7o = 7' one obtains the existence of u(¢) on a larger interval,
say, [0,T + &) for some sufficiently small 6 > 0. This contradicts the definition of
[0,T) as the maximal interval of existence of u(¢). The contradiction implies that
T = oo, i.e., the solution u(r) to equation (1.1) exists globally.

Inequality (2.45) follows from inequality (2.46) when T = co. It follows from
inequality (2.45) that if () is bounded on [0,e0), then the solution u(¢) to equation
(1.1) is bounded and that if lim,_.. {(¢) = 0, then lim, . u(t) = 0. Theorem 3 is
proved. [

COROLLARY 3. Assume that assumptions A and A3 hold and that u(0) # 0. If
SEISIIU(I)H <o, Sup/ IUOU(E)IB(E)dE < o, (2.50)
[
then the solution u(t) to problem (1.1) exists globally and is bounded. In addition, if

lim (U] =0, Jim [ JU@UE)IBE)dE =0, (2.51)

[—o0

then
limu(z) = 0.

[{—o0

Proof. If (2.50) holds, then it follows from (2.44) that {(¢) is bounded on [0, o).
Similarly, if (2.51) holds, then lim; ... §(z) = 0. Consequently, the conclusions of
Corollary 3 follow from Theorem 3. [

3. Equations in Hilbert spaces
Consider the equation
u=A{t)u+F(t,u)+ f(t), t >0, u(0)=mup. (3.1

Here, F(z,u) is an operator function from [0,e0) x J# to .## where .# is a Hilbert
space, f is a function on [0,e0) with values in #, and A(z) is a densely defined
operator in .7 for any fixed t > 0. The operator A(z) is not necessarily bounded in
. Since the operator A(r) is not necessarily bounded in .77, the stability results
in the previous section are not applicable to equation (3.1). Assume that F'(#,0) = 0.
Thus, u(t) =0 is an equilibrium solution to the equation

uw=A(t)u+F(t,u), t>0.

Let
B(t) 1= F,(t,0) == F,(t,u)],_,
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where F(¢,u) denotes the Fréchet derivative of F(z,u) with respect to . Then equa-
tion (3.1) can be written as

u=B(t)u+A@)u+G(t,u)+ f(1), >0, u(0)=uop, (3.2)

where
G(t,u) := F(t,u) — F,(t,0)u.

Assume that

Gt <e@)|ul?, >0, wuest, p=q+1, g>0, (3.3)
and
lF@OI <B@), =0 (3.4)
Here, || - || denotes the norm in 7.

Again, since

F(t,u) = F(t,u) — F(1,0) = / (. Eu)udg,
we have
Glt,u) = F(t,u) — F(1,0)u = /01 [Fu/(uéu) - F;(LO)} udé. (3.5)
Thus, if F}(z,u) is Holder continuous of order g > 0 with respect to u, i.e.,

1Fa(t,v) = Fot,w)| < (g+ De(r) [y —wl|,

then from (3.5) we have
Gl < [ IE .0~ 0l € < (a-+ D) [ 1wl .
<(q+1)a(t)/0 E14E [lul| ™ = a(®)|ull”,  pi=q+1.
Let U(t) be the solution to the equation:
—U(t) =B(1)U(1), U)=1, (3.6)

where [ is the identity operator in .5 . This operator function U(r) exists globally if
I|B(z)]| is in Lloc[ ) (see, e.g., [3]). The inverse operator U~ !(¢) exists for any fixed
t >0 and U~'(¢) solves the equation (cf. [3])

%U‘l(t) =-U'0)Bt), U 0)=1I (3.7)

Throughout this section, we assume that the following assumption holds.
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ASSUMPTION B. The equation
n=Au+F(tu)+f(t), 12120, u(r)=us,

has a unique local solution for all u; € Dom(A(7)) C .. In addition, the following
inequality holds

Re([U'"UAu,u) <0,  VuecDom(A(r)) C A, t>0. (3.8)

Here, (-,-) denotes the inner product in 2#, [U~!]* denotes the adjoint operator of
' and U(t) is the solution to (3.6).
From the product rule and equations (3.7) and (3.2) one gets

4 [Ul(t)u(t)} = [iUl(I)} u(t) +U71(1)%’4(I)

dt dt
= —U " (O)B(O)u(t) + U~ (1) [Bt)u(t) +A(0)u+G(t,u) + £(1)]
=U ' 0OAOu+U 1) [G(t,u)+ f(1)], t=0.
3.9)

Take inner product of equation (3.9) by U~!(¢)u(t) to get

<%(U_lu)7U_1u> = (U A, U )+ (U G(t,u) + f()],U '),  1>0.
(3.10)

Differentiating both sides of the equation |U~'u||> = (U~'u,U~'u) with respect to
to get

200l S0l = (S (), U+ (0, (0 )

dt
= <i(U*1u) U*‘u>+<i(U*1u) U-u) (3.11)
dr ’ dt ’
=2Re(~— d (U u), U ).

dt

The property (u,v) = (v,u),Vu,v € 5 was used in equation (3.11).
Taking the real parts of both sides of (3.10) and using (3.8), one obtains

Re(%(U*lu), U 'u) =Re((U ) U Au,u) + Re(U G (t,u) + f(2)], U 'u)

<Re(UNG(t,u) + £(1)],U u)
<

IUG@w) + f@OIIU ull,  1>0.
(3.12)

Here, we have used the inequality Re{u,v) < [{u,v)| < |lul|||v||. From equation (3.11)
and inequality (3.12) one gets

1% ull Ul < U GEw + FONIU w10,
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This implies
Lol < o6+ FOl < o) (||G<r,u> TLGl) BCRE)
Inequalities (3.13), (3.3) and (3.4) imply
HO Ol < 07 O (@O @I +80). 120, u0) = (.14
Integrate equation (3.14) from 0 to ¢ to get
o= a0l < ol + [ 10 (@ @I+ @) ) a2 120, 319

One has

lu@)ll = [U@U™ Ou@)| < lUOIIUT @u@)], 1

WV
o

This and inequality (3.15) imply

lu(@)]l < U(t)||||u0+||U(t)/OtIIU_I(é)II(a(é)llu(é)llerﬁ(é)) dg, 120
(3.16)

Inequality (3.16) is similar to inequality (2.11) that was used in the proof of The-
orem 1. From inequality (3.16), Assumption B, and similar arguments as in Theorem 1
one obtains the following result:

THEOREM 4. Assume that Assumption B holds and that
t
sup [[U (1)[| < ee, SupllU(t)H/ U= (&) |ex(§)dE < .
>0 t=>0 0

Then the solution u(t) = 0 is Lyapunov stable under persistently acting perturbation
f(t). Namely, given any arbitrarily small € > 0, if || f(¢)| is sufficiently small, then
there exists 8 > 0 such that if ||u(0)|| < &, then ||u(z)|| < € forall t > 0.

REMARK 7. Since u(t) = U(t)U~(t)u(t), from inequality (3.14) one gets
Loty < o) (a(z)HU(t)U1<t>u<r>f’+ﬁ<r>)
<lvo) (aan(r)P||U—1<t>u<t>1’+ﬁ<z>) (3.17)
- a(r)U—1<t>||||v<r>P(nv—lmu(r)u %)

forall # > 0. This inequality is similar to inequality (2.29) used in the proof of Theorem
2.
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From inequality (3.17) and similar arguments as in Theorem 2, one can prove
Theorem 5 below which gives an answer the following question: Given the nonlinear
operator F(¢,u), i.e., given B(t) = F)(¢,0) and o(t) (see (3.3)), under what conditions
on f(¢) does the solution to problem (3.1) exist globally, is the solution bounded, and
does the solution decay to zero as t — oo ?

THEOREM 5. Assume that Assumption B hold and that

1
B(1) ) 2 !
sup < — [[u(0)]]-
120 (a(t) U@ . =
[(p— D o U= OIUE)[Pe(§)dg
(3.18)
Then the solution u(t) to problem (3.1) exists globally and satisfies the estimate:
[u()| <CIU@)|l,  t=0, Cp=const>0.
Consequently,
(i) if
sup [[U(1)]| < e, (3.19)
>0
then the solution u(t) is bounded;
(i) if
lim U (1) = 0,
then
Ilim u(t) =0.

Similarly, from inequality (3.16) and similar arguments as in Theorem 3 one can
prove Theorem 6 below which gives an answer to the following question: Given the
perturbation f(z) and the operator B(r) = F,(¢,0), under what conditions on the func-
tion a(r) (see (3.3)) does the solution to problem (3.1) exist globally, is the solution
bounded, and does the solution decay to zero as t — oo?

THEOREM 6. Assume that Assumption B hold and that

KB(1)

O < ex 0@

t>0, x>0, p>1,

where
Ct) = [lU@)|l[[u(0)]| + HU(I)II/O IU=(&)IIB(E)ds.

Assume that u(0) # 0. Then the solution u(t) to problem (3.1) exists globally and
satisfies the estimate
lu@)| < (x+1)E(), Vi =0.

Consequently,
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(i) if the function {(r) is bounded on [0,0), then the solution u(t) to problem (3.1)
is bounded;

(ii) if limy_e §(t) =0, then
limu(z) = 0.

[—o0

4. Examples

Let us apply the new stability results in this paper to some simple examples.

EXAMPLE 1. Let 2" = R?. Consider the equation

cost O

MZT[ 0 —cost

]T‘lu+a(t)up+f(t)7 4.1)
where T is a nonsingular 2-by-2 constant matrix, f :[0,e0) — 2" and o(z) is a non-
negative and continuous function on [0,e0).

Equation (4.1) is a particular case of equation (2.2) with

cost O

= -1 = P
B(t)=T [ 0 —cost] T, G(t,u) = o(t)u?.
For this function G(z,u) one has [|G(z,u)|| = o(z)||u||?. Equation (2.12) for this oper-
ator B(t) becomes
d

cost O
EU(I’@_T[ 0 —cost

[rves. iz ven=[p])

The solution to this equation is

esint—siné 0 i
U(t’é) =T 0 e sinz-+sin & r—. (4.2)
This implies
HU(L&)H < max {esint—siné’e—sint-&-siné} < 62, Vi 2& > 0. (4.3)

=620

Recall that U(¢,E) = U (1)U =" (&) and U(t) = U(t,0). This and equation (4.2) imply

U(t):T[eSim 0 }Tl. (4.4)

0 e sint
From equation (4.4) and inequality (4.3) we get

U@l =max e ey <o sup [(0.8)a(€)dE < [ a(€)de.
4.5)
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Therefore, it follows from (4.5) and Theorem 1 that if [;” o(r)dr < oo, then the solution
u =0 is Lyapunov stable under persistently acting perturbation f(r).
If [;”B(¢)dt < e~ and inequality (2.43) holds, i.e.,

KB (1)
[(k+D)E@)P°

oft) < t>0, x>0,

where

() = U @)]l[|«(0 ||+/ lU@U=(E)IBE)dE,

then it follows from (2.44), inequality (4.5), inequality (4.3), and Theorem 3 that

(0] < (e D0 = (e D [JUOIO)]+ [ 0OU @IBE)aE
<(K+1)[euo+e2/0 ﬁ(g)dg] <o, V0.

This means that the solution to equation (4.1) is bounded.
Note that if we define
. [cost 0 ]

0 —cost

then
(Au,u) gy(t)Hqu, Vu e R?,

where y(¢) = |cos(t)|. Since

/O y(r)dr = /0 |cos(t)] dt = oo,

the stability results in [11] and [6] are not applicable to this example as the results in
[11] and [6] require sup,~ fo (&) d& < e.

EXAMPLE 2. Let 2 =R?>. Consider the equation

=B u+a()u’ +f(t),  u(0)=uyecR>, (4.6)
where
2cost—1 0 0
B(t) := 0 2cos(t—ZF) -1 0
0 0 2cos(r— ) -1

and f(t) and u(¢) are functions from [0,c0) to R?. Recall from (2.12) that U (z,&) is
the solution to

5 U@.S)=BNUES), 12§ UE.L)=
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where I3 is the 3-by-3 identity matrix. The function U (#,&) in this example is

eé —1+2sinf—2sin& 0 0
U(t,8) = 0 & —t+2sin(t—FF)—2sin(E— ) 0
0 0 e§7t+2sm(t74—”) 2sin(§— 47”)
Thus,
U@l <eE, g o e
By construction we have
eft+25int 0 0
Ut)=U(t,0) = 0 et+2sin(—F)+2sin(3F) 0
0 0 e*l+2sm(17—)+2§m(%)
and '
et—2smt 0 0
U—l (Z) _ 0 et72 sin(tf%n)72sin(%”) 0
0 0 et—ZSin(t—4T”)—2sin(4T”)
Therefore,
T U@l <™ UM<t 0. “38)

From inequality (4.7) one gets

1
sup [ 0(1.€) (&) 2 < sup [ a(&)dE < asup [ g = .

=0 =0

where ||et||e := sup,~ |a(t)|. Therefore, if | ot|| < oo, i.e., ct(¢) is bounded on [0,o0),
then the inequalities in (2.13) hold. Consequently, it follows from Theorem 1 that the
solution u = 0 is Lyapunov stable under persistently acting perturbation f(z).

Let us discuss the application of Corollary 1 to this example. From inequality (4.8)
one gets

| e @I @Nu@Irde < [a@et i @)

Assume that

: 1
B@\? s ( 1 )Pl
gop (OC(I)) ¢ = (p—1) J5 ou(E)e1-P)EH4(14p) g€ . (4.10)
From (4.8), (4.10), and (4.9) one gets

BWYr 1 B %e’+4 | =
?iﬁ(am) ||U<r><f§§<a<r>> <<< —1) Jy o(§)el >5+41+Pd5)

1
1

s ((p— l)fowa(é)Ul(é)U(é)”dé) '
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Thus, inequality (2.36) holds if inequality (4.10) holds. Also, inequality (2.39) follows
from inequalities in (4.8). Therefore, if

1 p—l_ & P 1
bl < (G —rammemoEreE) | -5 aw) wer

then by Corollary 1 one gets

lu@)| < U@ < Ce™™, 10
This means that the solution u(z) decays exponentially to O at the rate of e ™.
If inequality (2.43) holds, then it follows from Theorem 3 that

u(t)IIS(KH)[IIU(t)uo+/ot||U(t,€)ﬁ(€)d€ , 120 (4.11)

We claim that if lim;_... B(z) = 0 then

Tim Ju(r) | = 0. (4.12)
To verify relation (4.12) we will show that the right-hand side of inequality (4.11) con-
verges to 0 as 7 tends to oo. Since lim,_... ||U(t)|| = 0 due to (4.8), it suffices to show
that

hm/HU &)1B(£)dE =o.
It follows from inequality (4.7) that
e
tim [ UOU N ENIBE)dE < limet [ ()ag = im DELEVE g
t—oo t—o0 e
(4.13)

Indeed, if [3"e°B(E)dE < oo, then it is clear that the last equality in (4.13) holds. If
JeSB(E)dE = oo and lim,_... B(t) = 0, then the last equality in (4.13) follows from
L’Hospital’s rule.

Let us show why the stability results in [1 1] and [6] are not applicable to equation
(4.6). Define

2cost — 1 0 0
A= 0  2cos(t—%)-1 0
0 0 2c0s(t—4T”)—1

Then the norm of A is ¥(t) := ||A|| = max{2cost,2cos(t — &), 2cos(r — %)} — 1. By
its definition y(¢) is a periodic function with period 2. In addition, we have

2cost — 1, —n/3<t< /3,
y(t) = 2c0s(t——)—1 r/3<t<m,

2cos(t——)—l —n<t<—m/3.
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Thus, y(r) > 0, Vr > 0. Therefore, one has [;” y(r) = o since y(z) is periodic and
nonnegative on [0,0). Recall that the stability results in [11] and [6] require (¢) to be
in L'([0,0)). Therefore, these results are not applicable to equation (4.6).

EXAMPLE 3. In this example we will demonstrate the application of the results in
Section 3 to equations in Hilbert spaces with unbounded operators.

Let 27 = L>(R3) @ L?(R?) the direct sum of L?(R3) and itself, L = L* be a
selfadjoint operator in L?>(R3) which is the closure of the Laplacian with domain of
definition CJ’(R?). Consider the equation

. cost O LO
= [ 0 —cost]u+ [O L}IH—G(t,u)—i-f(t), u(0) =ug € . (4.14)
Here, f:]0,00) — 5 and G : R x ¢ — . Assume that ||G(t,u)|| < a(r)||u|?,
p > 1. There are many functions satisfying this inequality.

Equation (4.14) is of the form (3.1) with

=[5 8. 0[]

The function U (), defined by equation (3.6), is the solution to

o 0 Jon vo-[i]

—COoSt?

Thus,

sint 0

—sint
U(t) = [eo e—sint] ) U_l(t) = [e 0 es(i)nt] . (4.15)

It is clear that ((U~!)*U~'Lu,u) <0 where (-,-) is the inner product in . From
equation (4.15) one gets

l<lvol<e  t<lUTOl<e w0 (4.16)
Therefore,
v <e. sl [0 @la@as < [Ca@az @i
Thus, if

/ ot)dr < oo,
0

then it follows from (4.17) and Theorem 4 that the solution u = 0 is Lyapunov stable
under persistently acting perturbation f.
Let us demonstrate the application of Theorem 5 to equation (4.14). Assume that

! B\’
0 < |Juol| < = —egg <W> . (4.18)
[(,, 1) fs"ewa(é)d&}
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Then it follows from (4.16) and (4.18) that

(e oo =2 o s p;a(g)dé],:l ~ll

1
< — — |luol|-

[<p— l)fo°°||U‘1(§>U(é)l’a(é)dé]

p—1

(4.19)

It follows from (4.17) and (4.19) that inequalities (3.18) and (3.19) hold. From in-
equalities (3.18) and (3.19) and Theorem 5 one concludes that ||u(z)|| < C||U(¢)|| for
some constant C, > 0. This and the first inequality in (4.17) imply that the solution to
equation (4.14) is bounded if (4.18) holds.

Now instead of having (4.18) we assume that

(K—i—l)”(euo+62/0tﬁ(§)d§)p<1<%7 t>0, x>0. (4.20)
It follows from (4.20) and (4.16) that
KB (1)
O P lal + 2 B4 .
kB (1) '
<

e+ D)P[[U@uoll + U@ 51U E)IBE)ag]”

for all + > 0. It follows from (4.21) and Theorem 6 that

0 < Ju(@)] < (x+ 1)<||U(t)uo|| + HU(t)II/OI Ul(é)ﬁ(é)dé), 1>0.

This and (4.16) imply

0< o) < (c-+1) (el +* [ BE)az ).

Therefore, the solution u(r) is bounded on [0,e0) if [;°B(E)dE < oo and inequality
(4.20) holds. Note that the stability results in [1 1] are also not applicable to this exam-
ple.

Conclusion

The stability of solutions to abstract evolution equations has been studied under
nonclassical assumptions. Our new results are applicable to equations in Banach spaces
and equations in Hilbert spaces with unbounded operators under nonclassical assump-
tions. Using our new results, we have been able to obtain stability results for some
simple equations to which the stability of the solutions cannot be obtained by using
classical results in the literature.
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