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VARIATION FORMULAE FOR TIME VARYING SINGULAR

FRACTIONAL DELAY DIFFERENTIAL SYSTEMS

JIANG WEI

Abstract. In this paper, the Caputo time varying singular fractional differential systems with
delay and the Riemann-Liouville time varying singular fractional differential systems with delay
are considered . By the D− inverse matrix and α − δ function, two fundamental solutions are
given. The variation formulae for time varying singular fractional differential systems with delay
are obtained.

1. Introduction

In recent years, fractional differential systems have gained many scholar’s atten-
tion [1]–[10]. We notice also that in practical systems, such as economic systems,
biological systems, space-light industry systems and so on, due to the transmission of
the signal or the mechanical transmission, we must study time delay [4], [5], [11]–
[15]. In [14]–[18], we see that singular differential systems have obtained considerable
importance due to their application in various sciences.

The study for the systems, which have three characters (fractional differential,
delay and singular), is obviously very important.

In this article, we will consider singular Caputo time varying fractional differential
systems with delay:

⎧⎨
⎩

E(cDαx(t)) = A(t)x(t)+B(t)x(t−1)+ f (t), t � 0,

x(t) = ϕ(t), −1 � t � 0.
(1)

and singular Riemann-Liouville time varying fractional differential systems with delay
⎧⎨
⎩

E(Dαx(t)) = A(t)x(t)+B(t)x(t−1)+ f (t), t � 0,

x(t) = ϕ(t), −1 � t � 0.
(2)

where x(t) ∈ Rn is a state vector; E ∈ Rn×n is a singular matrix; A(t),B(t) ∈ Rn×n are
time varying matrix , f (t) ∈ Rn is a sufficiently smooth vector function and ϕ(t) is the
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initial state vector function; 0 < α < 1; cDαx(t) denotes α order-Caputo fractional
derivative;Dαx(t) denotes α order-Riemann-Liouville fractional derivative.

Variation formulae are very useful to further study differential systems. In paper
[19], for the constant variation formula and the general solution of degenerate neutral
differential systems we gave some results. In [20], we had the variation formula of time
varying singular delay differential systems. In this paper, the Caputo time varying sin-
gular fractional differential systems with delay and the Riemann-Liouville time varying
singular fractional differential systems with delay are considered . By the D− inverse
matrix and α− δ function, two fundamental solutions are given. The variation formu-
lae for time varying singular fractional differential systems with delay are obtained.

2. Definitions and lemmas

Let us start with some definitions and lemmas.

DEFINITION 1. Riemann-Liouville’s fractional integral of α > 0 order for a func-
tion f : R+ → R is defined as

aD
−α
t f (t) =

1
Γ(α)

∫ t

a
(t−θ )α−1 f (θ )dθ .

Simply, we note 0D
−α
t f (t) as D−α f (t) .

DEFINITION 2. Caputo’s fractional derivative of α order (0 < α < 1) for a func-
tion f : R+ → R is defined as

c
aD

α
t f (t) =

1
Γ(1−α)

∫ t

a

f ′(θ )
(t−θ )α

dθ .

Simply, we note c
0D

α
t f (t) as cDα f (t) .

DEFINITION 3. Riemann-Liouville’s fractional derivative of α order (0 <α < 1)
for a function f : R+ → R is defined as

aD
α
t f (t) =

1
Γ(1−α)

d
dt

∫ t

a

f (θ )
(t−θ )α

dθ .

Simply, we note 0Dα
t f (t) as Dα f (t) .

REMARK. Caputo’s fractional partial derivative of α order (0 < α < 1) for a
function f (t,s) can be defined as

c
aD

α
t f (t,s) =

∂α f (t,s)
∂α t

=
1

Γ(1−α)

∫ t

a

∂ f (θ ,s)
∂θ

(t−θ )α
dθ .

From [2], [3] we have

LEMMA 1. When 0 < α < 1 ,

Dα f (t) =c Dα f (t)+
f (0)

Γ(1−α)
t−α . (3)
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LEMMA 2. When 0 < α < 1 ,

cDα
∫ t

0
K(t,s)ds =

∫ t

0
(c
sD

α
t K(t,s))ds+

1
Γ(1−α)

∫ t

0
( lim
s→θ−0

K(θ ,s))
1

(t −θ )α
dθ .

Proof. From Definition 2, we have

cDα ∫ t
0 K(t,s)ds

= 1
Γ(1−α)

∫ t
0

(
∫ θ
0 K(θ ,s)ds)′
(t−θ)α dθ

= 1
Γ(1−α)

∫ t
0

∫ θ
0

∂K(θ ,s)
∂θ ds+ lim

s→θ−0
K(θ ,s)

(t−θ)α dθ

= 1
Γ(1−α)

∫ t
0

∫ θ
0

∂K(θ ,s)
∂θ ds

(t−θ)α dθ + 1
Γ(1−α)

∫ t
0( lim

s→θ−0
K(θ ,s)) 1

(t−θ)α dθ

= 1
Γ(1−α)

∫ t
0 ds

∫ t
s

∂K(θ ,s)
∂θ

(t−θ)α dθ + 1
Γ(1−α)

∫ t
0( lim

s→θ−0
K(θ ,s)) 1

(t−θ)α dθ . �

LEMMA 3. When 0 < α < 1 ,

c
aD

α
t (aD

−α
t [x(t)]) = x(t).

Proof. From [2], for 0 < β � α < 1, we have

c
aD

α
t (c

aD
−β
t x(t)) =c

a Dα−β
t x(t)+ 1

Γ(1−α+β )x(a)(t−a)(α−β )

= 1
Γ(1−α+β )

∫ t
a

f ′(θ)
(t−θ)α−β dθ + 1

Γ(1−α+β )x(a)(t −a)(α−β ).

c
aD

α
t (aD

−α
t [x(t)]) = 1

Γ(1−α+α)
∫ t
a

x′(θ)
(t−θ)α−α dθ + 1

Γ(1−α+α)x(a)(t−a)(α−α)

=
∫ t
a x′(θ )dθ + x(a) = x(t). �

From [12], we have

LEMMA 4. For any square matrix E , the Drazin inverse matrix Ed is exist and
unique, and if the Jordan normalized form is

E = T

⎛
⎝ J1 0

0 J0

⎞
⎠T−1.

Here J0 is a nilpotent matrix, J1 and T is an invertible matrix. Then

Ed = T

⎛
⎝ J−1

1 0

0 0

⎞
⎠T−1.
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3. Constant Variation Formula of the System (1)

We consider three systems
⎧⎨
⎩

E(cDαx(t)) = A(t)x(t)+B(t)x(t−1)+EEd f (t), t � 0

x(t) ≡ 0, −1 � t � 0,
(4)

⎧⎨
⎩

E(cDαx(t)) = A(t)x(t)+B(t)x(t−1)+ (I−EEd) f (t), t � 0

x(t) ≡ 0, −1 � t � 0,
(5)

and ⎧⎨
⎩

E(cDαx(t)) = A(t)x(t)+B(t)x(t−1), t � 0

x(t) = ϕ(t), −1 � t � 0.
(6)

It’s easy to see that

LEMMA 5. Assume that x1(t),x2(t),x3(t) is the solution of the system (4),(5),(6)
respectively, then x(t) = x1(t)+ x2(t)+ x3(t) is the solution of the system (1).

DEFINITION 4. Let X(t,s) ∈ Rn×n , and satisfy
⎧⎪⎪⎪⎨
⎪⎪⎪⎩

E(cDαX(t,s)) = A(t)X(t,s)+B(t)X(t−1,s), t � s,

X(t,s) =

⎧⎨
⎩

EEd, t = s,

0, t < s,

(7)

we call X(t,s) the fundamental solution matrix of the system (4) . We also call X(t,s)
as the first fundamental solution of the system (1) , the first fundamental solution for
short.

To give the corresponding fundamental solution of the system (5) , we define a
new function:

DEFINITION 5. Let α (0 < α < 1), the function

δ
α
(t) =

1
Γ(1−α)

d
dt

∫ t

0

δ (θ )
(t−θ )α

dθ

is called α− δ function, where δ (t) is the δ -function.

DEFINITION 6. Let Y (t,s) ∈ Rn×n , and satisfy
⎧⎪⎪⎪⎨
⎪⎪⎪⎩

E(cDαY (t,s)) = A(t)Y (t,s)+B(t)Y(t −1,s)+ (I−EEd)δ
α
(t − s),

Y (t,s) =

⎧⎨
⎩

I−EEd, t = s,

0, −1 � t < s.

(8)
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then Y (t,s) is called the corresponding fundamental solution of the system (5) . We
also call Y (t,s) as the second fundamental solution of the system (1) , the second fun-
damental solution for short. There δα(t) is the α− δ function.

THEOREM 1. Assume that X(t.s) is the first fundamental solution, then the solu-
tion of the system (4)

x(t) =
∫ t

0
(X(t,s))EdD−α [ f (s)]ds.

Proof. Let K(t,s) = X(t,s)EdD−α [ f (s)] . From Lemma 2, we have

E(cDαx(t)) = E(cDα ∫ t
0(X(t,s))EdD−α [ f (s)]ds)

= E(cDα ∫ t
0 K(t,s)ds)

= E
∫ t
0(

c
sD

α
t K(t,s))ds+E 1

Γ(1−α)
∫ t
0( lim

s→θ−0
K(θ ,s)) 1

(t−θ)α dθ .

(9)

From (7), we have

E
∫ t
0(

c
sD

α
t K(t,s))ds = E

∫ t
0(

c
sD

α
t X(t,s)EdD−α [ f (s)]ds

=
∫ t
0(E(c

sD
α
t X(t,s))EdD−α [ f (s)]ds

=
∫ t
0(E(cDαX(t,s))EdD−α [ f (s)]ds

=
∫ t
0((A(t)X(t,s)+B(t)X(t−1,s))EdD−α [ f (s)]ds

=
∫ t
0((A(t)X(t,s))EdD−α [ f (s)])ds+

∫ t
0((B(t)X(t −1,s))EdD−α [ f (s)])ds

= A(t)
∫ t
0(X(t,s)EdD−α [ f (s)])ds+B(t)

∫ t
0(X(t−1,s)EdD−α [ f (s)])ds

= A(t)
∫ t
0(X(t,s)EdD−α [ f (s)])ds+B(t)

∫ t−1
0 (X(t−1,s)EdD−α [ f (s)]ds

+B(t)
∫ t
t−1(X(t−1,s)EdD−α [ f (s)])ds

= A(t)
∫ t
0(X(t,s)EdD−α [ f (s)])ds+B(t)

∫ t−1
0 (X(t−1,s)EdD−α [ f (s)])ds

= A(t)x(t)+B(t)x(t−1).

(10)

From Lemma 3, we have

E 1
Γ(1−α)

∫ t
0( lim

s→θ−0
K(θ ,s)) 1

(t−θ)α dθ

= E 1
Γ(1−α)

∫ t
0( lim

s→θ−0
X(θ ,s)EdD−α [ f (s)]) 1

(t−θ)α dθ

= E 1
Γ(1−α)

∫ t
0(X(θ ,θ −0)EdD−α [ f (θ )]) 1

(t−θ)α dθ

= E 1
Γ(1−α)

∫ t
0(EEdEdD−α [ f (θ )]) 1

(t−θ)α dθ

= EEEdEd 1
Γ(1−α)

∫ t
0(D

−α [ f (θ )]) 1
(t−θ)α dθ

= EEd(cDαD−α [ f (t)]) = EEd f (t).

(11)
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From (9), (10) and (11), we have that

x(t) =
∫ t

0
(X(t,s))EdD−α [ f (s)]ds.

is the solution of the system (4). �

LEMMA 6. For any square matrix E , we have:

(E + I)(I−EEd)(I +E(I−EEd))−1 = I−EEd. (10)

Proof. From Lemma 4, if E = T−1

⎛
⎝ J1 0

0 J0

⎞
⎠T ,

I−EEd = T−1

⎛
⎝0 0

0 I

⎞
⎠T,

E + I = T−1

⎛
⎝ J1 + I 0

0 J0 + I

⎞
⎠T,

(E + I)(I−EEd) = T−1

⎛
⎝0 0

0 J0 + I

⎞
⎠T.

I−EEd = T−1

⎛
⎝0 0

0 J0 + I

⎞
⎠TT−1

⎛
⎝ I 0

0 J0 + I

⎞
⎠

−1

T

= (E + I)(I−EEd)(I +E(I−EEd))−1. �

From [2], the following expression holds: for 0 � α < 1 the Laplace transforma-
tion of D−α f (t) ,

L(D−α f (t)) = λ−αL[ f (t)]. (13)

LEMMA 7. The Laplace transformation of α− δ function is

L(δ
α
(t)) = λα .
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Proof.

L(δ
α
(t)) = 1

Γ(1−α)L
(

d
dt

∫ t
0

δ (θ)
(t−θ)α dθ

)

= λ
Γ(1−α)L

(∫ t
0

δ (θ)
(t−θ)α dθ

)

= λ
Γ(1−α)L(tα)L(δ (t))

= λ
Γ(1−α)L(tα)

= λ
Γ(1−α)

∫ +∞
0 t−αe−λ tdt.

Let ξ = λ t , we have

L(δ
α
(t)) = λ

Γ(1−α)
∫ +∞
0

(
ξ
λ

)−α
e−ξ 1

λ dξ

= λ
Γ(1−α)

1
λ 1−α

∫ +∞
0 ξ−αe−ξdξ

= λα . �

LEMMA 8. For δ
α
(t) ,

∫ t

0
δ
α
(t − s)D−α [ f (s)]ds = f (t). (14)

Proof. From (13) and Lemma 7, we have

L
(∫ t

0 δ
α
(t− s)D−α [ f (s)]ds

)
= L(δ

α
(t))L(D−α f (t))

= λαλ−αL[ f (t)]

= L[ f (t)].

That is ∫ t

0
δ
α
(t − s)D−α [ f (s)]ds = f (t). �

THEOREM 2. Assume that Y (t) is the second fundamental solution, then the so-
lution of the system (5) can be expressed as

x(t) =
∫ t

0
Y (t,s)(I +E(I−EEd))−1D−α [ f (s)]ds.

Proof. Let K(t,s) = Y (t,s)(I + E(I −EEd))−1D−α [ f (s)] . From Lemma 2, we
have

E(cDαx(t)) = E(cDα ∫ t
0 Y (t,s)(I +E(I−EEd))−1D−α [ f (s)]ds)

= E(cDα ∫ t
0 K(t,s)ds)

= E
∫ t
0(

c
sD

α
t K(t,s))ds+E 1

Γ(1−α)
∫ t
0( lim

s→θ−0
K(θ ,s)) 1

(t−θ)α dθ .

(15)
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From Lemma 8, we have

E
∫ t
0(

c
sD

α
t K(t,s))ds = E

∫ t
0(

c
sD

α
t Y (t,s))(I +E(I−EEd))−1D−α [ f (s)]ds

=
∫ t
0 E(c

sD
α
t Y (t,s))(I +E(I−EEd))−1D−α [ f (s)]ds

=
∫ t
0 E(cDαY (t,s))(I +E(I−EEd))−1D−α [ f (s)]ds

=
∫ t
0(A(t)Y (t,s)+B(t)Y(t −1,s)

+(I−EEd)δ
α
(t− s))(I +E(I−EEd))−1D−α [ f (s)]ds

=
∫ t
0(A(t)Y (t,s))(I +E(I−EEd))−1D−α [ f (s)]ds

+
∫ t
0(B(t)Y (t−1,s)(I +E(I−EEd))−1D−α [ f (s)]ds

+
∫ t
0((I−EEd)δ

α
(t− s))(I +E(I−EEd))−1D−α [ f (s)]ds

=
∫ t
0(A(t)Y (t,s))(I +E(I−EEd))−1D−α [ f (s)]ds

+
∫ t−1
0 (B(t)Y (t−1,s)(I +E(I−EEd))−1D−α [ f (s)]ds

+(I−EEd)(I +E(I−EEd))−1 ∫ t
0(δ

α
(t− s))D−α [ f (s)]ds

= A(t)
∫ t
0(Y (t,s))(I +E(I−EEd))−1D−α [ f (s)]ds

+B(t)
∫ t−1
0 (Y (t−1,s)(I +E(I−EEd))−1D−α [ f (s)]ds

+(I−EEd)(I +E(I−EEd))−1[ f (t)]

= A(t)x(t)+B(t)x(t−1)+ (I−EEd)(I +E(I−EEd))−1[ f (t)].

(16)

E 1
Γ(1−α)

∫ t
0( lim

s→θ−0
K(θ ,s)) 1

(t−θ)α dθ

= E 1
Γ(1−α)

∫ t
0( lim

s→θ−0
Y (t,s)(I +E(I−EEd))−1D−α [ f (s)] 1

(t−θ)α dθ

= E 1
Γ(1−α)

∫ t
0(Y (θ ,θ −0)(I +E(I−EEd))−1D−α [ f (θ )]) 1

(t−θ)α dθ

= E 1
Γ(1−α)

∫ t
0((I−EEd)(I +E(I−EEd))−1D−α [ f (θ )]) 1

(t−θ)α dθ

= E(I−EEd)(I +E(I−EEd))−1 1
Γ(1−α)

∫ t
0(D

−α [ f (θ )]) 1
(t−θ)α dθ

= E(I−EEd)(I +E(I−EEd))−1(cDαD−α [ f (t)])

= E(I−EEd)(I +E(I−EEd))−1 f (t).

(17)

From (15), (16), (17) and Lemma 5, we have

E(cDαx(t)) = A(t)x(t)+B(t)x(t−1)+ (I−EEd)(I +E(I−EEd))−1 f (t)

+E(I−EEd)(I +E(I−EEd))−1 f (t)

= A(t)x(t)+B(t)x(t−1)+ (I+E)(I−EEd)(I +E(I−EEd))−1 f (t)

= A(t)x(t)+B(t)x(t−1)+ (I−EEd) f (t).

So x(t)=
∫ t
0 Y (t,s)(I+E(I−EEd))−1D−α [ f (s)]ds is the solution of the system (5). �
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From Lemma 5, Lemma 6, Theorem 1 and Theorem 2, we have the constant vari-
ation formula for singular fractional differential the systems with delay (1).

THEOREM 3. Assume that x(t,ϕ(t),0) is the solution of the system (6) , then that
the solution of the system (1) x(t,ϕ(t), f (t)) can be written as

x(t) =
∫ t
0(X(t,s))Ed +Y(t,s)(I +E(I−EEd))−1)D−α [ f (s)]ds

+x(t,ϕ(t),0),
(18)

where X(t,s) is the first fundamental solution, Y (t,s) is the second fundamental solu-
tion.

4. Constant Variation Formula of the System (2)

For the singular Riemann-Liouville time varying fractional differential the systems
with delay (2), we can give the constant variation formula.

Take (3) to the system (2), the system (2) will become
⎧⎨
⎩

E(cDαx(t)) = A(t)x(t)+B(t)x(t−1)+ f (t)− ϕ(0)
Γ(1−α) t

−α , t � 0,

x(t) = ϕ(t), −1 � t � 0.
(19)

THEOREM 4. Assume that x(t,ϕ(t),0) is the solution of the system (6) , then that
the solution x(t,ϕ(t), f (t)) of the singular Riemann-Liouville time varying fractional
differential the systems with delay (2) can be written as

x(t) =
∫ t
0(X(t,s))Ed +Y (t,s)(I +E(I−EEd))−1)D−α [ f (s)]ds

−ϕ(0)
∫ t
0(X(t,s))Ed +Y (t,s)(I +E(I−EEd))−1)ds+ x(t,ϕ(t),0),

(20)

there X(t,s) is the first fundamental solution,Y(t,s) is the second fundamental solution.

Proof. From (19) and Theorem 3, we have

x(t) =
∫ t
0(X(t,s))Ed +Y (t,s)(I +E(I−EEd))−1)D−α [ f (s)− ϕ(0)

Γ(1−α)s
−α ]ds

+x(t,ϕ(t),0).

For

D−α [s−α ] =
1

Γ(α)

∫ s

0
(s−θ )α−1θ−αdθ ,

let ξ = θ
s , we have

D−α [s−α ] = 1
Γ(α)

∫ 1
0 (1− ξ )α−1ξ−αdξ = 1

Γ(α)B(α,1−α)

= 1
Γ(α)

Γ(α)Γ(1−α)
Γ(α+(1−α)) = Γ(1−α).
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There B(a,b) is the β− function [2]. So, we have

x(t) =
∫ t
0(X(t,s))Ed +Y (t,s)(I +E(I−EEd))−1)D−α [ f (s)− ϕ(0)

Γ(1−α)s
−α ]ds

+x(t,ϕ(t),0)

=
∫ t
0(X(t,s))Ed +Y (t,s)(I +E(I−EEd))−1)D−α [ f (s)]ds

−∫ t
0(X(t,s))Ed +Y(t,s)(I +E(I−EEd))−1)D−α [ ϕ(0)

Γ(1−α)s
−α ]ds+ x(t,ϕ(t),0)

=
∫ t
0(X(t,s))Ed +Y (t,s)(I +E(I−EEd))−1)D−α [ f (s)]ds

−ϕ(0)
∫ t
0(X(t,s))Ed +Y(t,s)(I +E(I−EEd))−1)ds+ x(t,ϕ(t),0). �

THEOREM 5. Assume that x(t,ϕ(t), f (t)) is the solution of the singular Caputo
time varying fractional differential the systems with delay (1) , x(t,ϕ(t), f (t)) is the so-
lution of the singular Riemann-Liouville time varying fractional differential the systems
with delay (2), then

x(t,ϕ(t), f (t)) = x(t,ϕ(t), f (t))

−ϕ(0)
∫ t
0(X(t,s))Ed +Y (t,s)(I +E(I−EEd))−1)ds,

where X(t,s) is the first fundamental solution, Y (t,s) is the second fundamental solu-
tion.

Proof. It’s easy to be proven by Theorem 3 and Theorem 4.

Acknowledgements. The author is very grateful to Professor Zheng Zuxiu for his
helpful and valuable comments and suggestions for improving this paper.

RE F ER EN C ES

[1] SHANTANU DAS, Functional fractional Calculus for System Identification and Controls, Springer-
Verlag Berlin Heidelberg, 2008.

[2] I. PODLUBNY, Fractional differential Equations, San Diego Academic Press, 1999.
[3] K. S. MILLER, B. BOSS, An Introduction to the fractional calculus and Fractional Differential

Equations, John Wiley and Sons, New York,1993.
[4] V. LAKSHMIKANTHAM, Theory of fractional functional differential equations, Nonlinear Analysis,

69, 10 (2008), 3337–3343.
[5] YONG ZHOU, Existence and uniqueness of fractional functional differential equations with unbounde

delay, Int. J. Dynamiacal Systems and Differential Equations, 4, 1 (2008), 239–244.
[6] B. BONILLA, M. RIVERO, J. J. TRUJILLO, On systems of linear fractional differential equations

with constant coefficients, Applied Math. and Computation, 187, 1 (2007), 68–78.
[7] AYTAC ARIKOGLU, IBRAHIM OZKOL, Solution of fractional differential equations by using differ-

ential transform method, Chaos, Solitons, Fractals, 34, 5 (2007), 1473–1481.



VARIATION FORMULAE FOR TIME VARYING SINGULAR FRACTIONAL 115

[8] RABHA W. IBRAHIM, SHAHER MOMANI, On the existence and uniqueness of solutions of a class of
fractional differential equations, Journal of Mathematical Analysis and Applications, 334, 1 (2007),
1-10.

[9] DANIELA ARAYA, CARLOS LIZAMA, Almost automorphic mild solutions to fractional differential
equations, Nonlinear Analysis, 69, 11 (2008), 3692–3705.

[10] JACK K. HALE, SJOERD M. VERDUYN LUNEL, Introduction to functional differential equations,
Springer-Verlag, Berlin, New York, 1992.

[11] JIANG WEI, The degenerate differential systems with delay, AnHui University Press, Hefei, 1998.
[12] THOMAS ERNEUX, Applied Delay Differential Equations, Acta Mathematica Scientia, Springer

Science-Business Media, LLC 2009.
[13] JIANG WEI, Eigenvalue and stability of singular differential delay systems, Journal of Mathematical

Analysis and Applications, 297 (2004), 305–316.
[14] JIANG WEI AND WENZHONG SONG, Controllability of singular systems with control delay, Auto-

matica, 37 (2001), 1873–1877.
[15] RALPH BYERS, PETER KUNKEL, & VOLKER MEHRMANN, Regularization of Linear Descriptor

systems with variable coefficients, SIAM J. Control Optim., 35, 1 (1997), 117–133.
[16] L. DAI, Singular Control Systems, Berlin, New York, Springer-Verlag, 1989.
[17] S. L. CAMPBELL, Singular Systems of Differential Equation(II), San Francisco, London, Melbourne,

Pitman, 1982.
[18] JIANG WEI AND ZHENG ZUXIU, The Constant Variation Formula and the General Solution of De-

generate Neutral Differential Systems, Acta Mathematicae Applicatae Sinica, 21, 4 (1998), 562–570.
[19] JIANG WEI, Variation Formula of Time Varying Singular Delay Differential Systems, Journal Math-

ematics, 24 (2003), 161–166.
[20] JIANG WEI, The constant variation formulae for singular fractional differential systems with delay,

Computers and Mathematics with Applications, 59, 3 (2010), 1184–1190.

(Received December 22, 2009) School of Mathematical Science
Anhui University

Hefei, Anhui, 230039
P.R.China

e-mail: jiangwei@mars.ahu.edu.cn

Fractional Differential Calculus
www.ele-math.com
fdc@ele-math.com


