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EXISTENCE AND UNIQUENESS OF MILD SOLUTION

FOR NONLOCAL IMPULSIVE INTEGRO–DIFFERENTIAL

EQUATION WITH STATE DEPENDENT DELAY

GANGA RAM GAUTAM, ARCHANA CHAUHAN AND JAYDEV DABAS

Abstract. In this article, we first establish the mild solution for an impulsive fractional integro-
differential equation with state dependent delay. Then we prove the existence and uniqueness
of solution by applying well known classical fixed point theorems. The obtained results are
illustrated with an example.

1. Introduction

We consider the following semi-linear nonlocal impulsive fractional integro-dif-
ferential equation with state dependent delay

CDα
t x(t) = Ax(t)+ f (t,xρ(t,xt))+

∫ t

0
q(t− s)g(s,xs)ds, t ∈ J, (1.1)

Δx(tk) = Ik(x(t−k )), t �= tk, k = 1,2, . . . ,m, (1.2)

x(t)+ (h(xt1 , · · · ,xtp))(t) = φ(t), t ∈ (−∞,0], (1.3)

where J = (0,T ] , CDα
t , α ∈ (0,1) is the Caputo’s fractional derivative, 0 < t1 < · · · <

tp � T , A : D(A)⊂ X → X is the sectorial operator defined on a complex Banach space
X . The functions f ,g : J×Bh →X , h : Bh

p → X , q : J → X , ρ : J×Bh → (−∞,T ] and
φ ∈ Bh are given and satisfies some assumptions, where Bh is a phase space introduced
in section 2. The history function xt : (−∞,0] → X is defined by xt(θ ) = x(t + θ ) ,
θ ∈ (−∞,0] belongs to abstract phase space Bh . Here 0 � t0 < t1 < .. . < tm < tm+1 �T,
the functions Ik ∈ C(X ,X) , k = 1,2, . . . ,m, are bounded and the notation �x(tk) =
x(t+k )− x(t−k ) where x(t+k ) and x(t−k ) represent the right and left- hand limits of x(t)
at t = tk respectively, also we take x(t−i ) = x(ti) .

Fractional differentiation and integration are the generalization of the ordinary dif-
ferentiation and integration to an arbitrary non-integral order. The study of fractional or-
der differential equations have become a very important field of research at present due
to its numerous applications in engineering, physics and economics. Further, fractional
differential equations with impulsive effect come up due to the sudden, discontinues
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phenomena such equations are take place in biology, physics, electrical engineering,
etc. For more details, we refer the reader to [10, 11, 12, 15, 21, 22, 25, 26].

Functional differential equations with state dependent delay often seen in most
important areas such as classical electrodynamics, population dynamics, modeling of
price fluctuations and blood cells production, etc. A significant focus study of such type
models one can see [1, 2, 6, 8, 9, 13, 14, 23, 19, 24].

Many of the physical systems can better be described by using the nonlocal condi-
tions to describe, for instance, the diffusion phenomenon of a small amount of gas in a
transparent tube can give better results than using the usual initial condition x(0) = x0,
for details, we refer [4, 27].

Benchohra et al. [8] discussed the existence and uniqueness of solution to the
following impulsive Caputo’s fractional differential equation

CDα
t y(t) = f (t,yρ(t,yt )), t ∈ [0,b], t �= tk, k = 1,2, . . . ,m,

Δy(tk) = Ik(y(t−k )), k = 1,2, . . . ,m,

y(t) = φ(t), t ∈ (−∞,0],

by using classical fixed point theorems author’s established their results.

Chauhan et al. [12] established the existence uniqueness and continuous depen-
dence of mild solution to a class of impulsive fractional functional differential equations
with infinite delay

CDα
t [x(t)+g(t,xt)] = A[x(t)+g(t,xt)]+ J1−α

t f (t,xt ,Bx(t)), t ∈ [0,T ],
Δx(tk) = Ik(x(t−k )), t �= tk, k = 1,2, . . . ,m,

x(t) = φ(t), t ∈ [−∞,0],

where CDα
t , α ∈ (0,1), denotes Caputo’s fractional derivative and operator A : D(A)⊂

X →X is the infinitesimal generator of solution operator Sα(t)t�0 on a complexBanach
space X . The author’s obtained the results by using the fixed point technique. In [10],
author’s established the existence and uniqueness of solution for fractional differential
equation with an integral boundary and impulsive conditions.

Our present work is motivated by the results in [8, 10, 12]. We adopt the idea
which is used in [12] to solve the system (1.1)–(1.3) and the concept of mild solution is
modified from the papers [3, 11, 21, 22, 25]. For detail to the concept of modification
one can see the cited papers [12, 15, 18].

This paper is divided into four sections. In Section 2. we include the setting of
function spaces, some basic definitions and preliminaries results. Third section includes
the state and proof of our main theorems. In the last section, an example is given to
verify our results.
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2. Preliminaries

Let (X ,‖.‖X) be a complex Banach space and L(X) represents the Banach space
of all bounded linear operators from X into X and the corresponding norm is denoted
by ‖.‖L(X). The notation C(J,X) stand for Banach space of all continuous functions
from J into X with the norm

‖x‖C(J,X) = sup
t∈J

{‖x(t)‖X : x ∈C(J,X)}.

The abstract phase space Bh (see for instance in [17]) defined as follows: Assume
that h : (−∞,0] → (0,∞) is a continuous function with l =

∫ 0
−∞ h(t)dt < ∞. For any

a > 0, we define B = {ψ : [−a,0] → X such that ψ(t) is bounded and measurable},
equipped with the norm

‖ψ‖[−a,0] = sup
s∈[−a,0]

|ψ(s)|, ∀ ψ ∈ B.

Let us define Bh = {ψ : (−∞,0] → X , such that for any a � c > 0, ψ |[−c,0]∈ B

with ψ(0) = 0 and
∫ 0
−∞ h(s)‖ψ‖[s,0]ds < ∞}. If Bh is endowed with the norm

‖ψ‖Bh =
∫ 0

−∞
h(s)‖ψ‖[s,0]ds, ∀ ψ ∈ Bh,

then it is clear that (Bh,‖.‖Bh) is a Banach space. Now we consider the space

B
′
h = {x : (−∞,T ] → X such that x |Jk∈C(Jk,X) and there exist

x(t+k ) and x(t−k ) with x(tk) = x(t−k ), x0 = φ ∈ Bh, k = 1,2, . . . ,m},
where x |Jk is the restriction of x to Jk = (tk,tk+1] , k = 1,2, . . . ,m. Set ‖.‖B′

h
to be a

semi norm in B
′
h defined by

‖x‖B′
h
= sup{‖x(s)‖X : s ∈ [0,T ]}+‖φ‖Bh, x ∈ B

′
h.

If x : (−∞,T ] → X such that x ∈ B
′
h, then for all t ∈ J, the following conditions hold:

(1) xt is in Bh.

(2) ‖x(t)‖X � H‖xt‖Bh .

(3) ‖xt‖Bh � K(t)sup{‖x(s)‖ : 0 � s � t}+M(t)‖φ‖Bh where H > 0 is constant;
K , M : [0,∞) → [0,∞) , K(.) is continuous, M(.) is locally bounded and H , K ,
M are independent of x(t) .

(Hφ ) (From [9]) Let the function t→ φt is well defined and continuous from the set

ℜ(ρ−) = {ρ(s,ψ) : (s,ψ) ∈ [0,T ]×Bh}.
into Bh and there exists a continuous and bounded function Jφ : ℜ(ρ−)→ (0,∞)
such that ‖φt‖Bh � Jφ (t)‖φ‖Bh for every t ∈ ℜ(ρ−).
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LEMMA 2.1. (Lemma 3.1 [9]) Let x : (−∞,T ] → X such that x ∈ B
′
h, be piece-

continuous on J and x0 = φ , if (Hφ ) hold, then

‖xs‖Bh � (Mb + Jφ )‖φ‖Bh +Kb sup{‖x(θ )‖X ; θ ∈ [0,max{0,s}]}, s ∈ ℜ(ρ−)∪ J,

where Jφ = supt∈ℜ(ρ−) J
φ (t) , Mb = sups∈[0,T ] M(s) and Kb = sups∈J K(s).

DEFINITION 2.2. The Riemann-Liouville fractional integral operator of order α >
0, for a function f ∈ L1

loc(R
+,X) is defined by

J0
t f (t) = f (t), Jα

t f (t) =
1

Γ(α)

∫ t

0
(t − s)α−1 f (s)ds, α > 0, t > 0, (2.1)

where Γ(·) is the Euler gamma function.

DEFINITION 2.3. Caputo’s derivative of order α > 0 for a function f : [0,∞)→R

such that f ∈Cn(R+,X) is defined as

Dα
t f (t) =

1
Γ(n−α)

∫ t

0
(t − s)n−α−1 f (n)(s)ds = Jn−α f (n)(t), (2.2)

for n−1 < α < n , n ∈ N . If 0 < α < 1, then

Dα
t f (t) =

1
Γ(1−α)

∫ t

0
(t− s)−α f (1)(s)ds. (2.3)

Obviously, Caputo’s derivative of a constant is equal to zero.

DEFINITION 2.4. A two parameter function of the Mittag-Lefller type is defined
by the series expansion

Eα ,β (z) =
∞

∑
k=0

zk

Γ(αk+ β )
=

1
2πι

∫
c

μα−β eμ

μα − z
dμ , α, β > 0, z ∈ C,

where c is a contour which starts and ends at ∞ and encircles the disc |μ | � |z| 1
α

counter clockwise. The most interesting properties of the Mittag-Lefller functions are
associated with their Laplace integral

∫ ∞

0
e−λ ttβ−1Eα ,β (ωtα)dt =

λ α−β

λ α −ω
, Reλ > ω

1
α , ω > 0.

For more details one can see the monographs of I. Podlubny [20].

DEFINITION 2.5. A closed and linear operator A is said to be sectorial if there
are constants ω ∈ R , θ ∈ [π

2 ,π ] , M > 0, such that the following two conditions are
satisfied:

(1) ∑(θ ,ω) = {λ ∈C : λ �= ω , |arg(λ −ω)|< θ} ⊂ ρ(A),
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(2) ‖R(λ ,A)‖L(X) � M
|λ−ω| , λ ∈ ∑(θ ,ω),

where X is the complex Banach space with norm ‖.‖X . For details see [16].

DEFINITION 2.6. Let A be a closed and linear operator with domain D(A) de-
fined on a Banach space X . Let ρ(A) be the resolvent set of A , we call A is the
generator of an α -resolvent family if there exists ω � 0 and a strongly continuous
function Tα : R

+ → L(X) such that {λ α : Reλ > ω} ⊂ ρ(A) and

(λ α I−A)−1x =
∫ ∞

0
e−λ tTα(t)xdt, Reλ > ω , x ∈ X .

In this case, Tα(t) is called α -resolvent family generated by A. For details see [5].

DEFINITION 2.7. (See definition 2.1 in [2]). Let A be a closed and linear operator
with domain D(A) defined on a Banach space X and α > 0. We say that A is the
generator of a solution operator if there exists ω � 0 and a strongly continuous function
Sα : R+ → L(X) such that {λ α : Reλ > ω} ⊂ ρ(A) and

λ α−1(λ α I−A)−1x =
∫ ∞

0
e−λ tSα(t)xdt, Reλ > ω , x ∈ X .

In this case, Sα(t) is called the solution operator generated by A.

THEOREM 2.8. [10] (Krasnoselkii’s fixed point theorem) Let B be a closed con-
vex and nonempty subset of a Banach space X . Let P and Q be two operators such
that (i) Px+Qy ∈ B, whenever x,y ∈ B. (ii) P is compact and continuous. (iii) Q is a
contraction mapping. Then there exists z ∈ B such that z = Pz+Qz.

3. The main results

DEFINITION 3.1. A piecewise continuous function x(t) ∈ B′
h is called the mild

solution of the system (1.1)–(1.3) if it satisfy the following integral equation

x(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

φ(t)− (h(xt1 , · · · ,xtp))(t), t ∈ (−∞,0]

Sα(t)(φ(0)− (h(xt1 , · · · ,xtp))(0))

+∑m
i=1 Sα(t− ti)χi(t)Ii(x(t−i ))

+
∫ t
0 Tα(t− s) f (s,xρ(s,xs))ds

+
∫ t
0 Tα(t− s)

[∫ s
0 q(s− ξ )g(ξ ,xξ )dξ

]
ds, t ∈ J.

(3.1)

Where Eα ,1(Atα) = Sα(t) and tα−1Eα ,α(Atα) = Tα(t). For more detail of the stated
formula one can see the paper [12].

To prove our results, we shall assume that ρ : J×Bh → (−∞,T ] , q : J → X are
continuous and the following axioms hold:



142 G. R. GAUTAM, A. CHAUHAN AND J. DABAS

(H1) The function f : J×Bh → X is continuous and there exists a constant Lf such
that ‖ f (t,ψ)− f (t,χ)‖X � Lf ‖ψ − χ‖Bh , ∀ ψ ,χ ∈ Bh.

(H2) The function g : J×Bh → X is continuous and there exists a constant Lg such
that ‖g(t,x)−g(t,y)‖X � Lg‖x− y‖X , ∀ x,y ∈ X .

(H3) The function Ik : X → X is continuous and there exist a constant Lk such that
‖Ik(x)− Ik(y)‖X � LI‖x− y‖X , ∀ x,y ∈ X , and k = 1,2, . . .m.

(H4) The function h : Bh
p → X is continuous and there exists a constant Lh such that

‖h(ut1 , · · · ,utp)−h(vt1 , · · · ,vtp)‖ � Lh‖u− v‖Bh , for u,v ∈ Bh.

(H5) The functions Tα(t),Sα(t) are strongly continuous and there exist constants M̃T ,
M̃S such that ‖Tα(t)‖L(X) � tα−1M̃T , ‖Sα(t)‖L(X) � M̃S.

(H6) The function g : J×Bh → X is continuous and there exists a continuous function
lg : J → R+ such that ‖g(t,ψ)‖X � lg(t)‖ψ‖Bh .

(H7) The function f : J×Bh → X is continuous and there exists a continuous function
l f : J → R+ such that ‖ f (t,ψ)‖X � l f (t)‖ψ‖Bh .

(H8) The functions Ik : X → X , are continuous and there exists a constant Ω > 0, such
that ‖Ik(x)‖X � Ω‖x‖X for all x ∈ X and k = 1,2 . . . ,m.

Our first result is based on Banach contraction theorem.

THEOREM 3.2. Let the assumptions (H1)–(H5) hold and

� =
[
M̃SLh + M̃SmLI + M̃T (Lf Kb +Lgq

∗Kb)
T α

α

]
< 1,

where q∗ = sup0�t�T
∫ t
0 ‖q(t− s)‖Xds. Then there exists a unique mild solution of the

system (1.1)–(1.3) on J.

Proof. We define an operator N : B
′
h → B

′
h by

Nx(t) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

φ(t)− (h(xt1 , · · · ,xtp))(t), t ∈ (−∞,0],

Sα(t)(φ(0)− (h(xt1 , · · · ,xtp))(0))

+∑m
i=1 Sα(t− ti)χi(t)Ii(x(t−i ))

+
∫ t
0 Tα(t− s)

[
f (s,xρ(s,xs))+

∫ s
0 q(s− ξ )g(ξ ,xξ )dξ

]
ds, t ∈ J.

For φ ∈ Bh , let y(.) : (−∞,T ] be the function defined by

y(t) =

{
φ(t)− (h(xt1 , · · · ,xtp))(t), t ∈ (−∞,0],
0, t ∈ J.
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For each z : [0,T ] → X with z|Jk ∈C(Jk,X) , k = 1,2, . . . ,m and z(0) = 0, we denote

by z as z(t) =

{
0, t ∈ (−∞,0],
z(t), t ∈ J.

If x(.) satisfies the solution (3.1) then we can decompose x(.) as x(t) = y(t)+ z(t)
which implies xt = yt + zt for t ∈ J, and z(.) satisfied

z(t) = Sα(t)(φ(0)− (h(xt1 , · · · ,xtp))(0))+ ∑
0<ti<t

Sα(t − ti)Ii(z(t−i ))

+
∫ t

0
Tα(t − s)

[
f (s,yρ(s,ys+zs) + zρ(s,ys+zs))

+
∫ s

0
q(s− ξ )g(ξ ,yξ + zξ )dξ

]
ds, for t ∈ (tk, tk+1], k = 1,2, . . . ,m.

Now, we define a set B
′′
h = {z ∈ B

′
h such that z0 = 0} and let ‖ · ‖B

′′
h

be the semi-norm

in B
′′
h defined as

‖z‖B′′
h

= sup
t∈J

‖z(t)‖X +‖z0‖Bh
= sup

t∈J
‖z(t)‖X , z ∈ B

′′
h.

Thus, the space (B
′′
h,‖ ·‖B

′′
h
) is Banach space. Now we define the operator P : B

′′
h → B

′′
h

by

P(z)(t) = Sα(t)(φ(0)− (h(xt1 , · · · ,xtp))(0))+ ∑
0<ti<t

Sα(t− ti)Ii(z(t−i ))

+
∫ t

0
Tα(t−s)

[
f (s,yρ(s,ys+zs)+zρ(s,ys+zs))+

∫ s

0
q(s−ξ )g(ξ ,yξ +zξ )dξ

]
ds,

for t ∈ (tk, tk+1] , k = 1,2, . . . ,m. It is clear that the operator N has a unique fixed point
if and only if P has a unique fixed point. To prove that, let us assume z,z∗ ∈ B

′′
h and

t ∈ (tk, tk+1] , k = 1,2, . . . ,m, we have the following estimate

‖P(z)(t)−P(z∗)(t)‖X

� ‖Sα(t)‖L(X)‖(h(zt1 , · · · ,ztp))(0))− (h(z∗t1 , · · · ,z∗tp))(0))‖Bh

+ ∑
0<ti<t

‖Sα(t− ti)‖L(X)‖Ii(z∗(t−i ))− Ii(z(t−i ))‖X

+
∫ t

0
‖Tα(t− s)‖L(X)

∥∥∥ f (s,yρ(s,ys+z∗s ) + z∗ρ(s,ys+z∗s ))− f (s,yρ(s,ys+zs) + zρ(s,ys+zs))
∥∥∥

X

+
∫ t

0
‖Tα(t− s)‖L(X)

[∫ s

0
‖q(s− ξ )‖X‖g(ξ ,yξ + z∗ξ )−g(ξ ,yξ + zξ )‖Xdξ

]
ds

� M̃SLh‖z∗ − z‖Bh + M̃SmLI‖z∗ − z‖B′′
h

+M̃T L f

∫ t

0
(t− s)α−1‖z∗ρ(s,ys+z∗s ) − zρ(s,ys+zs)‖Bh
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+M̃T Lg

∫ t

0
(t− s)α−1

∫ s

0
‖q(s− ξ )‖X‖z∗ξ − zξ‖Bhdξds

�
[
M̃SLh + M̃SmLI + M̃T (Lf Kb +Lgq

∗Kb)
T α

α

]
‖z∗ − z‖B′′

h
.

Since Δ < 1, which implies that P is a contraction map and has a unique fixed point
z ∈ B

′′
h . Its means that the system (1.1)–(1.3) has a unique fixed point. This complete

the proof of the theorem. �
Our second result based on the Krasnoselkii’s fixed point theorem.

THEOREM 3.3. Assume that the assumptions (H1), (H5)–(H8) and (Hφ ) hold
with [

M̃T (Lf Kb +Lgq
∗Kb)

T α

α

]
< 1.

Then the system (1.1)–(1.3) has at least one solution on J.

Proof. Let us choose a positive number

r �
[
M̃S(‖φ(0)‖Bh +Lhr+‖(h(xt1 , · · · ,xtp))‖Bh

+M̃SmΩr+ M̃T‖l f ‖∞[(Mb + Jφ )‖φ‖Bh +Kbr]
T α

α

+M̃T‖lg‖∞q∗(Kbr+Mb‖φ‖Bh)
T α

α

]
,

and consider Br = {z ∈ B
′′
h : ‖z‖B

′′
h

� r}, then Br is a bounded, closed convex subset in

B
′′
h. Let P1 : Br → Br and P2 : Br → Br be defined as:

(P1z)(t) = Sα(t)(φ(0)− (h(xt1 , · · · ,xtp))(0))+ ∑
0<ti<t

Sα(t − ti)Ii(z(t−i )),

(P2)z(t) =
∫ t

0
Tα(t− s)

[
f (s,yρ(s,ys+zs) + zρ(s,ys+zs))+

∫ s

0
q(s− ξ )g(ξ ,yξ + zξ )dξ

]
ds,

for t ∈ (tk, tk+1] , k = 1,2, . . . ,m. We complete the proof in the following steps

Step 1. Let z,z∗ ∈ Br, and t ∈ (tk,tk+1] , k = 1,2, . . . ,m,

‖(P1z)(t)+ (P2z
∗)(t)‖X

� ‖Sα(t)‖L(X)(‖φ(0)‖Bh +‖(h(xt1 , · · · ,xtp))(0)‖Bh

+ ∑
0<ti<t

‖Sα(t− ti)‖L(X)‖Ii(z(t−i ))‖X +
∫ t

0
‖Tα(t− s)‖L(X)

×
[
‖ f (s,yρ(s,ys+z∗s ) + z∗ρ(s,ys+z∗s ))‖X +

∫ s

0
‖q(s− ξ )‖X‖g(ξ ,yξ + z∗ξ )‖Xdξ

]
ds

� M̃S(‖φ(0)‖Bh +Lhr+‖(h(xt1 , · · · ,xtp))‖Bh)
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+M̃SmΩr+ M̃T‖l f ‖∞[(Mb + Jφ )‖φ‖Bh +Kbr]
T α

α

+M̃T‖lg‖∞q∗(Kbr+Mb‖φ‖Bh)
T α

α
� r,

which implies that ‖P1z+P2z‖B
′′
h

� r. i.e. P1z+P2z∗ ∈ Br , ∀ z,z∗ ∈ Br.

Step 2. Here we show that the mapping (P1z)(t) is continuous on Br. For this
purpose, let {zn}∞

n=1 be a sequence in Br with limzn → z in Br. Then for t ∈ (tk, tk+1] ,
k = 1,2, . . . ,m, we have

‖(P1z
n)(t)− (P1z)(t)‖X

� ‖Sα(t)‖L(X)(‖(h(xn
t1 , · · · ,xn

tp))− (h(xt1 , · · · ,xtp))‖Bh)

� ∑
0<ti<t

‖Sα(t− ti)‖L(X)‖Ii(zn(t−i ))− Ii(z(t−i ))‖X .

Since the functions h , Ii , i = 1,2, . . . ,m, are continuous, hence limn→∞ P1zn = P1z in
Br. Which implies that the mapping P1 is continuous on Br.

Step 3. The family W (t) = {(P1z) : z ∈ Br} is uniformly bounded follows by the
following inequality. For t ∈ (tk,tk+1] , k = 1,2, . . . ,m, we get

‖(P1z)(t)‖X

� ‖Sα(t)‖L(X)‖(φ(0)− (h(xt1 , · · · ,xtp))(0))‖X + ∑
0<ti<t

‖Sα(t− ti)‖L(X)‖Ii(z(t−i ))‖X

� M̃S(‖φ(0)‖Bh +Lhr+‖(h(xt1 , · · · ,xtp))‖Bh)+ M̃S‖φ(0)‖X + M̃T mΩr.

Step 4. To show that W (t) is equi-continuous. Let u,v ∈ (tk,tk+1] , tk � u < v �
tk+1 , k = 1,2, . . . ,m , z ∈ Br, we obtain

‖(P1z)(v)− (P1z)(u)‖X

� ‖Sα(v)−Sα(u)‖L(X)‖(φ(0)− (h(xt1 , · · · ,xtp)(0))‖X

+ ∑
0<ti<t

‖Sα(v− ti)−Sα(u− ti)‖L(X)‖Ii(z(t−i ))‖X .

Since Sα(t) is strongly continuous and the continuity of the function t �→ ‖S(t)‖L(X)
allows us to conclude that limu→v ‖Sα(v− ti)−Sα(u− ti)‖L(X) = 0, which implies that
W (t) is equi-continuous. Finally, combining step 2 to step 4 together with the Arzela
Ascoli’s theorem, W (t) is relatively compact therefore we conclude that the operator
P1 is Compact.

Step 5. To show that P2 is a contraction mapping. Let z,z∗ ∈ Br and t ∈ (tk, tk+1] ,
k = 1,2, . . . ,m, we have the following estimate

‖(P2z)(t)− (P2z
∗)(t)‖X

�
∫ t

0
‖Tα(t − s)‖L(X)‖ f (s,yρ(s,ys+z∗s ) + z∗ρ(s,ys+z∗s ))− f (s,yρ(s,ys+zs) + zρ(s,ys+zs))‖Xds
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+
∫ t

0
‖Tα(t− s)‖L(X)

[∫ s

0
‖q(s− ξ )‖X‖g(ξ ,yξ + z∗ξ )−g(ξ ,yξ + zξ )‖Xdξ

]
ds

�
[
M̃T (Lf Kb +Lgq

∗Kb)
T α

α

]
‖z∗ − z‖B′′

h
.

Since
[
M̃T (Lf Kb +Lgq∗Kb)Tα

α

]
< 1, which implies that P2 is a contraction mapping.

Hence, by the Krasnoselkii’s fixed point theorem, we can conclude that the system
(1.1)–(1.3) has at least one solution on J. This completes the proof of the theorem. �

In the next theorem, we will show the solution of the considered problem contin-
uously dependent on the initial data.

THEOREM 3.4. Suppose that assumption (H1)–(H5) are satisfied and following
inequality hold:

Lh +mM̃SLI + M̃T
Tα

α
[Lf Kb +q ∗LgKb] < 1.

Then for each φ ,φ∗ ∈Bh and x(t) = y(t)+z(t),x∗(t) = y∗(t)+z∗ be the corresponding
mild solution of system (1.1)–(1.3) on J, then following inequality hold

‖z(t)− z∗(t)‖X � M̃S

1− (Lh +mM̃SLI + M̃T
Tα
α [Lf Kb +q ∗LgKb])

‖φ −φ∗‖Bh

for t ∈ J.

Proof. For t ∈ (tk,tk+1] , we have

‖z(t)− z∗(t)‖X

= ‖Sα(t)(φ(0)− (h(zt1 , · · · ,ztp)(0))+ Σ0<ti<t Sα(t − ti)Ii(z(t−i ))

+
∫ t

0
Tα(t− s)[ f (s,yρ(s,ys+zs) + zρ(s,ys+zs))

+
∫ s

0
q(s− ξ )g(ξ ,yξ + zξ )dξ ]ds

−Sα(t)(φ∗(0)− (h(z∗t1 , · · · ,z∗tp)(0))+ Σ0<ti<t Sα(t− ti)Ii(z∗(t−i ))

−
∫ t

0
Tα(t− s)[ f (s,yρ(s,ys+z∗s)

+ z∗ρ(s,ys+z∗s)
)

+
∫ s

0
q(s− ξ )g(ξ ,yξ + z∗ξ )dξ ]ds‖

� ‖Sα(t)‖‖φ(0)−φ∗(0)‖+‖h(zt1 , · · · ,ztp)−h(z∗t1 , · · · ,z∗tp)‖
+Σ0<ti<t‖Sα(t− ti)‖‖Ii(z(t−i ))− Ii(z∗(t−i ))‖
+
∫ t

0
Sα(t− s)‖[ f (s,yρ(s,ys+zs) + zρ(s,ys+zs))
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+
∫ s

0
q(s− ξ )g(ξ ,yξ + zξ )dξ ]− [ f (s,yρ(s,ys+z∗s)

+ z∗ρ(s,ys+z∗s)
)

+
∫ s

0
q(s− ξ )g(ξ ,yξ + z∗ξ )dξ ]‖ds

� M̃S‖φ(0)−φ∗(0)‖+(Lh +mM̃SLI + M̃T
T α

α
[Lf Kb +q ∗LgKb])‖z− z∗ ‖Bh.

Which implies that

‖z(t)− z∗(t)‖X � M̃S

1− (Lh +mM̃SLI + M̃T
Tα
α [Lf Kb +q ∗LgKb])

‖φ −φ∗‖Bh ,

which is desired estimates for all t ∈ J . This completes the proof of the theorem. �

4. Application

In this section, we shall consider an application of our abstract results.

∂ αu(t,x)
∂ tα =

∂ 2u(t,x)
∂x2 +

∫ t

−∞
a1(t,x,s− t)Q1(u(s−ρ1(t)ρ2(‖u(t)‖),x))ds

+
∫ t

0
cos(t− s)

[∫ s

−∞
a2(t,x,ξ − s)Q2(u(ξ ,x))dξ

]
ds, (4.1)

u(t,0) = 0 = u(t,π), t � 0, (4.2)

u(t,x)+
p

∑
0

∫ π

0
k(x,γ)uti(t,γ)dγ = φ(t,x), t ∈ (−∞,0], x ∈ [0,π ], (4.3)

Δu(ti,x) =
∫ ti

−∞
γi(ti − s)u(s,x)ds, (4.4)

where ∂ α

∂ tα is Caputo’s fractional derivative of order α ∈ (0,1) , 0 < t1 < t2 < · · · <

tn < T are prefixed numbers and φ ∈ Bh . Let X = L2[0,π ] and define the operator
A : D(A)⊂ X → X by Aw = w′′ with the domain D(A) := {w∈ X : w,w′ are absolutely
continuous, w′′ ∈ X ,w(0) = 0 = w(π)}. Then

Aw =
∞

∑
n=1

n2(w,wn)wn, w ∈ D(A),

where wn(x) =
√

2
π sin(nx) , n∈ N is the orthogonal set of eigenvectors of A . It is well

known that A is the infinitesimal generator of an analytic semigroup (T (t))t�0 in X
and is given by

T (t)w =
∞

∑
n=1

e−n2t(w,wn)wn, for all w ∈ X , and every t > 0.

The subordination principle of solution operator (Theorem 3.1 in [7]) implies that A is
the infinitesimal generator of a solution operator {Sα(t)}t�0. Since Sα(t) is strongly
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continuous on [0,∞), by uniformly bounded theorem, there exists a constant M > 0
such that ‖Sα(t)‖L(X) � M for t ∈ [0,T ].

Let h(s) = e2s , s < 0 then l =
∫ 0
−∞ h(s)ds = 1

2 and define

‖φ‖Bh =
∫ 0

−∞
h(s) sup

θ∈[s,0]
|φ(θ )‖L2ds.

Hence for (t,φ) ∈ [0,T ]×Bh, where φ(θ )(x) = φ(θ ,x) , (θ ,x) ∈ (−∞,0]× [0,π ]. Set
u(t)(x) = u(t,x),

g(t,φ)(x) =
∫ 0

−∞
a2(t,x,θ )Q2(φ(θ )(x))dθ (4.5)

Ii(φ)(x) =
∫ 0

−∞
γi(−θ )φ(θ )(x)dθ (4.6)

f (t,φ)(x) =
∫ 0

−∞
a1(t,x,θ )Q1(φ(θ )(x))dθ (4.7)

h(xt1 , · · · ,xtp)(t) =
p

∑
0

∫ π

0
k(x,γ)uti(t,γ)dγ (4.8)

q(t,φ)(x) = cos(t− s) (4.9)

ρ(t,φ) = t−ρ1(t)ρ2(‖φ(0)‖) (4.10)

Then with these settings the system (4.1)–(4.4) can be written in the abstract form of the
system (1.1)–(1.3). To treat this system, we assume that ρi : [0,∞) → [0,∞) , i = 1,2,
are continuous and the following conditions hold:

1. The functions Qi , i = 1,2 are continuous and u(θ ,x) , v(θ ,x) are continuous in
(−∞,0]× [0,π ],

0 � Qi(u(θ )(x))−Qi(v(θ )(x)) �
∫ 0

−∞
e2s‖u(s, .)− v(s, .)‖L2ds.

2. The functions ai(t,x,θ ) , i = 1,2, are continuous in [0,T ]× [o,π ]× (−∞,0) and
satisfy

∫ 0
−∞ a2

i (t,x,θ )dθ < Ci , Ci > 0, i = 1,2.

3. The functions γi ∈C(R,R) and di = (
∫ 0
−∞

γ2
i (−θ)
h(θ) dθ ) < ∞ for i = 1,2, . . . ,m.

Now we can see that for (t,φ) ,(t,ψ) ∈ [0,T ]×Bh, we have

‖ f (t,φ)− f (t,ψ)‖L2

=

[∫ π

0

{∫ 0

−∞
a1(t,x,θ )(Q1(φ(θ )(x))−Q1(ψ(θ )(x)))dθ

}2

dx

]1/2

�
[∫ π

0

{∫ 0

−∞
a1(t,x,θ )

(∫ 0

−∞
e2s‖φ(s, .)−ψ(s, .)‖L2ds

)
dθ
}2

dx

]1/2
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�

⎡
⎣∫ π

0

{∫ 0

−∞
a1(t,x,θ )

(∫ 0

−∞
e2s sup

s∈[θ ,0]
‖φ(s, .)−ψ(s, .)‖L2ds

)
dθ

}2

dx

⎤
⎦

1/2

�
[∫ π

0

{∫ 0

−∞
a1(t,x,θ )dθ

}2

dx

]1/2

‖φ −ψ‖Bh

� C1
√

π‖φ −ψ‖Bh.

Hence the function f satisfies (H1). Similarly we can show that the functions g , h , Ii
satisfy (H2), (H3) respectively. All the conditions of Theorem 3.2 have been fulfilled
so we deduced that the system (4.1)–(4.4) has a unique mild solution on J.
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