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ORDER IDEAL LIMIT POINTS AND A

GENERALIZED BOLZANO–THEOREM

BABLU BISWAS AND D. K. GANGULY

Abstract. In this paper we extend the concept of I-limit points and I-cluster points in a linearly
ordered metric additive system and study the notion of OI -limit points and OI -cluster points and
also establish a generalization of Bolzano-Weierstrass theorem connected to a bounded sequence.

1. INTRODUCTION

After the introduction of I -convergence (2000) by Kostyrko, Salat and Wilezyn-
ski [1] several authors [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] , studied this
concept from various aspects for the ideal I of subsets of natural numbers N . The con-
cepts of I -limit points and I -cluster points are introduced, those are generalization of
statistical limit points [12] , [13] associated to statistical convergence [14] , [15] , [16] ,
[17] , [18] , [19] . Several authors established some results relating to the concepts of
I -convergence on the real line. Our intention in this paper to extend the notion of I -
limit points and I -cluster points in a linearly ordered additive system endowed with a
suitable metric which is mentioned in the paper [20] in connection to the concept of
order convergence [21] , [22] , [23] .

Having the idea of OI -convergence [24] in the present paper we introduce the
notion of OI -limit points and OI -cluster points analogous to I -limit points and I -
cluster points and give some basic properties of these concepts. In the last part of this
paper we also prove few results relating to the order ideally bounded sequence and it is
also established that an order ideally bounded sequence has an order ideally convergent
subsequence.

2. Definitions and notations

A partially ordered set or poset is a set P in which a binary relation x � y is
defined, which satisfies for all x,y,z ∈ P the following conditions.

(i) x � x for all x ∈ P ,
(ii) if x � y and y � x , then x = y ,
(iii) if x � y and y � z , then x � z .
If x � y and x �= y , we write x < y . The relation x � y is also written as y � x .

Similarly, x < y is also written as y > x .
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L is called an additive system, if every two elements a,b ∈ L possess a least
upper bound (l.u.b.) a∨b ∈ L and L is said to be a multiplicative system, if every two
elements a,b ∈ L possess a greatest lower bound (g.l.b.) a∧b∈ L .

An element θ ∈ L is said to be the null element of L if x∨θ = x and x∧θ = θ
for all x ∈ L .

If L is an additive system, we say that a sequence {ai} ∈ L is increasing (decreas-
ing) if ai � a j (ai � a j) for i < j .

DEFINITION 2.1. [21] A sequence {xn} in an additive system L is said to be
Order convergent (O-convergent) to x ∈ L , if there exists a sequence {yn} of elements
of L with yn ↓ θ such that

|xn− x| < yn , for each n ∈ N ,

where in L , |x| = x+ + x− and x+ = x∨θ , x− = (−x)∨θ .

DEFINITION 2.2. [20] (i) Let L be an additive system and D be a real valued
function defined on L . Then define a function γ on L by

γ(a,b) = 2D(a∨b)−D(a)−D(b) , ∀a,b ∈ L .

D(a) is said to be monotone increasing (decreasing) when

D(a) � D(b)(D(a) � D(b)) , for a < b and a,b ∈ L .

The function D(a) is a norm if γ(a,b) is a metric for L .
(ii) Let L be an additive system and γ(a,b) be a real valued function defined for

every a,b ∈ L ; then define,

Δ(a,b,c) = 1
2{γ(a,b)+ γ(b,c)− γ(a,c)} , for a,b,c ∈ L.

LEMMA 2.3. [20] (A) If D(a) is a real valued function defined on an additive
system L, then for a,b ∈ L

(i) D(a)−D(b) = γ(a,b) if a � b.
(ii) If D(a) is monotone increasing, then |D(a)−D(b)|� γ(a,b) .
(iii) γ(a,b) = γ(b,a) , γ(a,a) = 0 .
(iv) Δ(a,a∨b,b) = 0 .
(v) D(a) is monotone increasing if and only if γ(a,b) � 0 .
(vi) D(a) is properly monotone increasing if and only if γ(a,b) > 0 for a �= b.

(B) If D(a) is a real valued function defined on an additive system L and Δ(a,b,c)
� 0 for every a,b,c ∈ L, then the following statements are equivalent.

(i) γ(a∨ c,b∨ c) � γ(a,b) for all a,b ∈ L.
(ii) γ(a∨ c,b∨ c) � γ(a,b) for all b � a.
(iii) D(a∨ c)+D(b) � D(a)+D(c∨b) for b � a.
(iv) γ(a∨ c,b∨d) � γ(a,b)+ γ(c,d) .

(C) If D(a) is monotone increasing, then Δ(a,b,c) � 0 if and only if one of the
equivalent statements of (B) holds.

Note. If D(a) is monotone increasing and Δ(a,b,c) � 0 for a,b,c∈ L, lemma 2.3
implies that γ is a metric on L.
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DEFINITION 2.4. [25] If K is a subset of the set of positive integers N , then the
natural density of K , denoted by δ (K) is defined by

δ (K) = limn→∞
|Kn|
n ,

where Kn = {k ∈ K : k � n} and |Kn| is the number of elements of Kn .

DEFINITION 2.5. [14] A sequence {xn} of real numbers is said to be statistically
convergent to some number ξ , if for any ε > 0,

δ ({k ∈ N : |xk − ξ |� ε}) = 0.

If {xn} is statistically convergent to ξ then we write st− limn xn = ξ .
We now recall the concept of ideal and filter of sets.

DEFINITION 2.6. [1] Let X �= /0 . A family of sets I ⊆ 2X is said to be an ideal
in X provided I satisfies the following conditions:

(a) /0 ∈ I ,
(b) A∪B ∈ I if A,B ∈ I ,
(c) If A ∈ I and B ⊆ A then B ∈ I .

DEFINITION 2.7. [1] Let X be a non-empty set. A non-empty family F ⊆ 2X is
said to be a filter on X if the following conditions are satisfied:

(a) /0 /∈ F ,
(b) A∩B ∈ F if A,B ∈ F ,
(c) If A ∈ F and A ⊆ B ⊆ X then B ∈ F .
An ideal I is said to be non-trivial if I �= /0 and X /∈ I .
A non-trivial ideal I is said to be admissible in X if {x} ∈ I for each x ∈ X .

LEMMA 2.8. [1] I is said to be a non-trivial ideal in X if and only if the family
of sets F(I) = {M ⊆ X : X −M ∈ I} is a filter in X .

It is called the filter associated with the ideal I .

DEFINITION 2.9. [1] Let I be a non-trivial ideal of subsets of N , the set of
natural numbers and (X ,ρ) be a metric space. A sequence x = {xn} of elements of X
is said to be I -convergent to ξ ∈ X if for each ε > 0 the set A(ε) = {n∈N : ρ(xn,ξ ) �
ε} ∈ I .

If x = {xn} is I -convergent to ξ then ξ is called the I -limit of the sequence x
and we denote it by I− limn→∞ xn = ξ .

DEFINITION 2.10. [1] Let I be a non-trivial ideal of subsets of N and (X ,ρ)
be a metric space. A sequence x = {xn} of elements of X is said to be I∗ -convergent
to ξ ∈ X if there is a set M ∈ F(I) with M = {m1 < m2 < m3 < .. . .} ⊆ N such that
limn→∞ ρ(xmn ,ξ ) = 0.
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DEFINITION 2.11. [1] Let I be a non-trivial ideal of subsets of N and x = {xn}
be a sequence in a metric space (X ,ρ) .

(a) An element ξ is said to be an I -limit point of x provided there is a set M =
{m1 < m2 < m3 < .. . .} ⊆ N with M /∈ I such that limn→∞ xmn = ξ .

(b) An element ξ is said to be an I -cluster point of x if for each ε > 0 we have
{n ∈ N : ρ(xn,ξ ) < ε} /∈ I .

DEFINITION 2.12. [1] An admissible ideal I of subsets of N is said to have AP-
property if for any sequence {A1,A2,A3, . . .} of mutually disjoint sets of I , there is a
sequence {B1,B2,B3 . . .} such that for each i ∈ N the symmetric difference AiΔBi is
finite and ∪∞

i=1 Bi ∈ I .

DEFINITION 2.13. [24] Let I be a non-trivial ideal of subsets of N and (L,γ)
be a metric additive system. A sequence x = {xn} of elements of L is said to be order
ideal convergent to ξ ∈ L if there is a sequence y = {yn} ∈ L with yn ↓ θ such that the
set A = {n ∈ N : γ(xn,ξ ) � D(yn)} ∈ I , where D is a real valued monotone increasing
function defined on L with D(θ ) = 0 and Δ(a,b,c) � 0 for all a,b,c ∈ L .

The number ξ is called the order ideal limit of the sequence x = {xn} and we
write OI− limxn = ξ .

Throughout the paper we consider D to be a monotone increasing real valued
function with D(θ ) = 0 and Δ(a,b,c) � 0 for all a,b,c ∈ L .

LEMMA 2.14. [24] If x = {xn} ∈ L be such that limn→∞ xn = ξ with respect to
the metric γ then there is a sequence {αn}∈ L with αn ↓ θ such that γ(xn,ξ ) < D(αn) ,
for all n ∈ N .

DEFINITION 2.15. [24] Let I be a non-trivial ideal of subsets of N and (L,γ)
be a metric additive system. A sequence x = {xn} of elements of L is said to be
order ideally bounded (i.e. OI -bounded) in L if there exists B ∈ R such that the set
{n ∈ N : D(xn) � B} ∈ I .

3. Main results

In this section we first define OI -limit point and OI -cluster point analogous to
the I -limit point and I -cluster point and investigate some properties relating to these
points.

DEFINITION 3.1. Let I be a non-trivial ideal of subsets of N and (L,γ) be a
metric additive system.

(a) An element ξ ∈ L is said to be an OI -limit point of a sequence x = {xn} ∈ L
provided there is a set M = {m1 < m2 < m3 < .. . .} ⊆ N with M /∈ I and a sequence
{yn} ∈ L can be choosen with yn ↓ θ such that γ(xmk ,ξ ) < D(ymk ) , for all k ∈ N .

(b) An element ξ ∈ L is said to be an OI -cluster point of a sequence x = {xn} ∈
L provided there is a sequence {yn} ∈ L with yn ↓ θ such that {k ∈ N : γ(xk,ξ ) <
D(yk)} /∈ I .



ORDER IDEAL LIMIT POINTS AND A GENERALIZED BOLZANO-THEOREM 33

NOTATION. We denote the set of all OI -limit points of a sequence x by OIL(x)
and OIC(x) denotes the set of all OI -cluster points of x and L(x) denotes the set of all
ordinary limit points of the sequence x .

We give an example of a sequence x for which L(x)⊆OSL(x) and L(x)⊆OSC(x) .

EXAMPLE 1. Consider I = {A ⊆ N : δ (A) = 0} and L = R , the set of real num-
bers with D as the identity mapping, then γ be the usual metric on R . Let

xk = 1; when k = n2, n = 1,2, . . .

= 0; otherwise.

Clearly L(x) = {0,1} . Also if M = {k ∈ N : k �= n2} , n = 1,2, . . . , then Mc ∈ I , where
Mc = N−M and γ(xn,0) < 1

n for all n∈M . This shows that OIL(x) = OIC(x) = {0} .

Now we determine some properties of the two sets OIL(x) and OIC(x) .

THEOREM 3.2. Let I be a non-trivial ideal of subsets of N . For any sequence
x = {xn} in L, OIL(x) ⊆ OIC(x) .

Proof. Let λ ∈ OIL(x) . Then there exists a set M = {m1 < m2 < m3 < .. . .} ⊆ N

with Mc ∈ I and a sequence {yn} ∈ L can be choosen with yn ↓ θ such that γ(xmk ,λ ) <
D(ymk) , for all k ∈ N .

Mc ∈ I implies that M ∈F(I) and clearly {n∈N : γ(xn,λ ) < D(yn)}⊇M . Hence
{n ∈ N : γ(xn,λ ) < D(yn)} ∈ F(I) and thus λ ∈ OCL(x) .

Note. The converse of the above theorem is not true and it will be clear from the
following example.

EXAMPLE 2. Consider I = {A ⊆ N : δ (A) = 0} then I is an admissible ideal and
let L = R , the set of real numbers with D as the identity mapping.

We consider the sequence x = {xn} as
{
0,0,1,0, 1

2 ,1,0, 1
3 , 2

3 ,1,0, 1
4 , 1

2 , 3
4 ,1, . . .

}
.

Now for α ∈ [0,1] let there exists a subsequence {xnk} of x and a sequence {yn}
of real numbers in R with yn ↓ 0 such that γ(xnk ,α) < yk for all k ∈ N . Let K = {nk :
k ∈ N} . Since yn ↓ 0 then for ε > 0 there exist m ∈ N such that yn < ε for all n � m .

Let K1 = {nk : k ∈ N}−{1,2, . . . . . . ,m−1} .
Now |K1(n)| = |nk ∈ K1(n) : γ(xnk ,α) < ε|+ |nk ∈ K1(n) : γ(xnk ,α) � ε| .
⇒ δ (K1) � 2ε .
Since ε is arbitrary, then δ (K1) = 0 and consequently δ (K) = 0. This shows that

α /∈ OIL(x) . i.e. OIL(x) = /0 .
Again let β ∈ [0,1] . Then for any ε > 0,

δ
{

k ∈ N : γ(xk,β ) <
1
k

}
= δ{k ∈ N : γ(xk,β ) < ε}

= δ{k ∈ N : xk ∈ (β − ε,β + ε)} > ε > 0.

So, for yk = 1
k , we have {k ∈ N : γ(xk,β ) < D(yk)} /∈ I and OIC(x) = [0,1] and thus

OSC(x) �= OSL(x) . �
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THEOREM 3.3. If I is an admissible ideal of N then OIC(x) is a closed set for
any sequence x = {xn} in L.

Proof. Let x = {xn} be a sequence in L and ξ be a limit point of OIC(x) . Con-
sider a sequence {yn} in L with yn ↓ θ .

Then for each n ∈ N there exists αn ∈ OIC(x) such that αn ∈ B(ξ ,D(yn)) , where
B(ξ ,D(yn)) is the open ball with centre at ξ and radius D(yn) .

Since αn ∈ OIC(x) then there is a sequence {z(n)
k }k with z(n)

k ↓ θ as k → ∞ such

that A(n) = {k ∈ N : γ(xk,αn) < D(z(n)
k )} /∈ I for n = 1,2,3 . . . and A(n) is an infinite

set.
Again αn ∈ B(ξ ,D(yn)) implies that γ(ξ ,αn) < D(yn) and for k ∈ An ,

γ(xk,ξ ) � γ(xk,αn)+ γ(αn,ξ )

< D(z(n)
k )+D(yn); when k ∈ An.

Now k → ∞ and n → ∞ implies that D(z(n)
k ) +D(yn) → 0. i.e. γ(xk,ξ ) → 0 when

k,n → ∞ . Using Lemma 2.14 we can choose a sequence {wk} in L with wk ↓ θ such
that γ(xk,ξ ) < D(wk) for all k ∈ N and {k ∈ N : γ(xk,ξ ) < D(wk)} = N /∈ I

So ξ ∈ OIC(x) and hence OIC(x) is closed. �
But it is the fact that the set OIL(x) need not be closed and for this purpose we

provide the following example.

EXAMPLE 3. Consider I = {A ⊆ N : δ (A) = 0} then I is an admissible ideal
and let L = R , the set of real numbers with D as the identity mapping. Then γ be
the usual metric in R . Let x = {xn} be a sequence in R , such that, xn = 1

p where

n = 2p−1(2q−1) ; p,q are positive integers.
Then for each p ,

δ ({n ∈ N : γ(xn,
1
p ) < 1

n}) = δ ({n ∈ N : |xn− 1
p | < 1

n})
� δ ({n ∈ N : xn = 1

p})
= 2−p

> 0.

Choosing yn = 1
n we have δ ({n ∈ N : γ(xn,

1
p) < D(yn)}) > 0. i.e. {n ∈ N : γ(xn,

1
p) <

D(yn)} /∈ I . Thus 1
p ∈ OIL(x) for each positive integer p .

Clearly 0 is a limit point of OIL(x) .
Let there is a subsequence {xnk} of x and {yk} be a sequence of real number with

yk ↓ 0 such that γ(xnk ,0) < D(yk) for all k ∈ N i.e. xnk < yk for all k ∈ N .
Since yk ↓ 0 then xnk → 0.
Let K = {nk : k ∈ N} . Then for each p ∈ N ,

|Kn| =
∣∣∣{k ∈ Kn : xk � 1

p

}∣∣∣+
∣∣∣{k ∈ Kn : xk <

1
p

}∣∣∣
�

∣∣∣{k ∈ Kn : xk � 1
p

}∣∣∣+
∣∣∣{k ∈ N : xk <

1
p

}∣∣∣ �
∣∣∣{k ∈ Kn : xk � 1

p

}∣∣∣+ n
2p .
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Thus δ (K) � 1
2p . Since p is arbitrary then we have δ (K) = 0. i.e., K ∈ I and therefore

0 /∈ OIL(x) .

THEOREM 3.4. Let I be an admissible ideal of subsets of N and x = {xk} and
y = {yk} be two sequences in L such that {k ∈ N : xk �= yk} ∈ I . Then

(i) OIL(x) = OIL(y) and
(ii) OIC(x) = OIC(y) .

Proof. (i) Let ξ ∈ OIL(x) . Then there exists a set M = {m1 < m2 < m3 <
.. . .} ⊆ N with M /∈ I and a sequence {αn} ∈ L can be choosen with αn ↓ θ such
that γ(xmk ,ξ ) < D(αmk ) , for all k ∈ N .

Now {mn ∈ N : xmn �= ymn} ⊆ {k ∈ N : xk �= yk} ∈ I . This implies {mn ∈ N : xmn =
ymn} ∈ F(I) . If {mn ∈ N : xmn = ymn} = {pn : n ∈ N} then, {pk : k ∈ N} /∈ I and
γ(xpk ,ξ ) < D(αpk) , for all k ∈ N . Consequently, γ(ypk ,ξ ) < D(αpk) , for all k ∈ N .
This shows that ξ ∈ OIL(y) and hence OIL(x) ⊆ OIL(y) .

Similarly OIL(y) ⊆ OIL(x) and hence OIL(x) = OIL(y) .
(ii) Let λ ∈ OIC(x) . Then there exists {αk} ∈ L with αk ↓ θ such that A = {k ∈

N : γ(xk,λ ) < D(αk)} /∈ I . Then A ∈ F(I) .
Let B = {k ∈ N : xk = yk}= {kn : n ∈ N} . Clearly, B ∈ F(I) and so A∩B ∈ F(I) .
Consider A∩B = {p1, p2, p3 . . . .} . Then

{n ∈ N : γ(xpn ,λ ) < D(αpn)} ∈ F(I) .

This implies that {n ∈ N : γ(ypn ,λ ) < D(αpn)} ∈ F(I) .
So, λ ∈ OIC(y) and OIC(x) ⊆ OIC(y) . By symmetry it can be shown that

OIC(y) ⊆ OIC(x) and hence OIC(x) = OIC(y) . �
Several authors studied the concept of I -monotone sequence [26] , [27] in real

numbers. In this connection we establish few results related to OI -bounded sequence
and prove the Bolzano-Weierstrass theorem on L .

THEOREM 3.5. Let I be an admissible ideal of subsets of N and L be a linearly
ordered additive system such that every subset of L has a supremum in L. If {xn} be
an OI -bounded sequence in L such that the M = {n ∈ N : xn+1 � xn} /∈ I then {xn} is
OI -convergent.

Proof. Let M = {nk : k ∈ N} . Since {xn} is OI -bounded then there exists B ∈ R

such that {n ∈ N : D(xn) � B} ∈ I and so {nk ∈ M : D(xkn) � B} ⊆ {n ∈ N : D(xn) �
B} ∈ I .

Let M1 = {pk ∈ M : D(xpk) < B} . Then M1 /∈ I and xpk � xpk+1 for all k ∈ N .
Since D is monotone increasing, so D(xp1) � D(xp2) � D(xp3) � . . . < B .
Here supk∈N xpk = ∨k∈N xpk exists.
Let supk∈N xpk = α . Since D is increasing then supk∈N D(xpk) = D(α) . Now,

γ(xpk ,α) = 2D(xpk ∨α)−D(xpk)−D(α)
= 2D(α)−D(xpk)−D(α); since xpk ∨α = α
= D(α)−D(xpk).



36 BABLU BISWAS AND D. K. GANGULY

Again,
xpk � xpk+1

⇒ D(xpk) � D(xpk+1)
⇒ D(α)−D(xpk) � D(α)−D(xpk+1)
i.e. γ(xpk ,α) � γ(xpk+1 ,α).

Thus {γ(xpk ,α)} is a monotone decreasing sequence of real numbers and γ(xpk ,α) →
0 as k → ∞ .

Using Lemma 2.14 we have a sequence {zn} in L with zn ↓ θ such that γ(xpk ,α)<
D(zpk) for all k ∈ N .

Thus {pk ∈N : γ(xpk ,α) < D(zpk)}= M1 ∈F(I) and {k∈N : γ(xk,α) < D(zk)}⊇
{pk ∈ N : γ(xpk ,α) < D(zpk)} and hence {k ∈ N : γ(xk,α) < D(zk)} ∈ F(I) . Conse-
quently, {k∈N : γ(xk,α) � D(zk)} ∈ I and therefore {xn} is OI -convergent to α . �

COROLLORY 3.6. Let I be an admissible ideal of subsets of N and L be a lin-
early ordered system such that every subset of L has a supremum in L. Then a mono-
tone increasing OI -bounded sequence is OI -convergent.

We state the following result in view of the Theorem 3.5

THEOREM 3.7. Let I be an admissible ideal of subsets of N and L be a linearly
ordered system such that every subset of L has an infimum in L. If {xn} is an OI -
bounded sequence in L such that the M = {n ∈ N : xn+1 � xn} /∈ I . Then {xn} is
OI -convergent.

COROLLORY 3.8. Let Let I be an admissible ideal of subsets of N and L be
a linearly ordered system such that every subset of L has an infimum in L. Then a
monotone decreasing OI -bounded sequence is OI -convergent.

THEOREM 3.9. (Bolzano-Weierstrass Theorem) If I be an admissible ideal of
subsets of N and L be a linearly ordered system such that every subset of L has an infi-
mum as well as a supremum in L then an OI -bounded sequence has an OI -convergent
subsequence.

Proof. Let {xn} be an OI -bounded sequence in L . Since L is an ordered system
then we can choose a monotone subsequence {xnk} of {xn} . {xnk} is monotone and
OI -bounded and hence it is OI -convergence. �
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