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STRONG CONVERGENCE OF ISHIKAWA ITERATIVE METHOD
FOR NONEXPANSIVE MAPPINGS IN HILBERT SPACES

MENUAN SHANG, XIAOLONG QIN AND YONGFU SU

(communicated by J. Pecaric)

Abstract. In this paper, we introduce a modified Ishikawa iterative process for approximating a
fixed point of nonexpansive mappings in Hilbert spaces. we establish the strong convergence
theorem of the general iteration scheme under some mild conditions. Our results extend and
improve the results announced by many others.

1. Introduction and preliminaries

Let E be a real Banach space, C a nonempty closed convex subset of E, and
T : C — C amapping. Recall that T is nonexpansive if

[Tx — Ty|| < [Jx—y|| forallx,y € C.

A point x € C is afixed point of T provided Tx = x. Denote by F(T) the set of fixed
points of T; thatis, F(T) = {x € C : Tx = x}. It is assumed throughout the paper
that T is a nonexpansive mapping such that F(T) # (. Recall that a self mapping
f : C — C isacontraction on C if there esists a constant o € (0, 1) such that

If ) =f I < allx=yll, xyecC

We use Il¢ to denote the collection of all contractions on C. That is, ITc = {f|f :
C — Cacontraction} . A operator A is strong positive if there exists a constant ¥ > 0
with the property

(Ax,x) > 7||x||>, Vxe€H. (L.1)

Iterative methods for nonexpansive mappings have recently been applied to solve
convex minimization problems; see, e.g., [1, 13-14] and the references therein. A
typical problem is to minimize a quadratic function over the set of the fixed points a
nonexpansive mapping on a real Hilbert space H :

o1
I}élél§<Ax,x> 7<x7b>a (12)
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where C is the fixed point set of a nonexpansive mapping S and b is a given point
in H. In [14,15], it is proved that the sequence {x,} defined by the iterative method
below, with the initial guess xo € H chosen arbitrarily,

Xnp1 = (I — 0, A)Sx,, + b, n = 0,

converges strongly to the unique solution of the minimization problem (1.2) provided
the sequence {a, } satisfies certain conditions. Recently, Marino and Xu [5] introduced
anew iterative scheme by the viscosity approximation method [7]:

Xni1 = (I — 0, A)Sx, + o ¥f (%), n > 0.

They proved the sequence {x,} generated by above iterative scheme converges strongly
to the unique solution of the variational inequality

(A=yf"x—x") 20, x€C,

which is the optimality condition for the minimization problem

géig%(Ax,x) — h(x), (1.3)

where C is the fixed point set of a nonexpansive mapping S, / is a potential function
for yf (ie., h'(x) = yf (x) for x € H.)

Two classical iteration processes are often used to approximate a fixed point of a
nonexpansive mapping. The first one is introduced by Mann [6] and is defined as

Xnt1 = OnXy + (1 — 04,)Txn, n =0, (1.4)

where the initial guess xo is taken in C arbitrarily and the sequence {c,}:°, is in the
interval [0, 1].

The second iteration process is referred to as Ishikawa’s iteration process [3] which
is defined recursively by

{ Yn = ﬁnxn + (1 - ﬁn)Txna

1.5
Xnt1 = OpXy + (1 - an)Tym ( )

where the initial guess xo is taken in C arbitrarily, {05} and {f,} are sequences in the
interval [0, 1]. But both (1.4) and (1.5) have only weak convergence, in general (see [2]
for an example). For example, Reich [8], shows that if E is a uniformly convex and has
a Frechet differentiable norm and if the sequence {c,} is such that o, (1 — oy,) = o0,
then the sequence {x,} generated by processes (1.4) converges weakly to a point in
F(T). (An extension of this result to processes (1.5) can be found in [11].) Therefore,
many authors attempt to modify (1.4) and (1.5) to have strong convergence.

In this paper, motivated by Kim and Xu [4], Su and Qin [10], Marino and Xu [5]
and Xu [12], we introduce a composite iteration scheme as follows

Xo = x € C arbitrarily chosen,
Zn = YoXn + (1 = ¥) T,

Yn = Buxn + (1 = Bu)Tzn,

Xn1 = O ¥f (%n) + (I = )y,

(1.6)
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where f € Il is a contraction and A is a linear bounded operator. We prove, under
certain appropriate assumptions on the sequences {0y}, {B.} and {y,}, that {x,}
defined by (1.6) converges to a fixed point of 7', which solve some variation inequality
and is also the optimality condition for the minimization problem (1.3).

Now, we consider some special cases of the iterative scheme. If 7, = 1 in (1.6),
then (1.6) reduces to

Xo = x € C arbitrarily chosen,
Yn = ann + (1 - Bn)Txm (17)
Xnt1 = Qy¥f (xn) + (I - anA)yrr

When {y,} =y =1 and A =1 in (1.6), we have that (1.6) collapses to

Xo = x € C arbitrarily chosen,
Yn = ann + (1 - Bn)Txm (18)
Xnt+1 = anf(xn) + (1 - an)ym

which was considered by Yao et al. [16]. When A=1, {y,} =y =1land f(y) =u €
C forall y € C in (1.6),we have that (1.6) reduces to

Xxo = x € C arbitrarily chosen,
Yn = ann + (1 - Bn)Txm (19)
X1 = Oy + (1 - an))’nv

which was considered by Kim and Xu [4].

Our purpose in this paper is to introduce the composite iteration scheme for ap-
proximating a fixed point of nonexpansive mappings, which solve some variational
inequality. We establish the strong convergence of the composite iteration scheme {x, }
defined by (1.6). The results improve and extend results of Kim and Xu [4], Marino
and Xu [5], Su and Qin [10], Yao et al. [16] and many others.

LEMMA 1.1. In a Hilbert space H, there holds the inequality

b+ I < IIxll + 2{y, (x +)), x,y € H.

LEMMA 1.2. (Suzuki [9]). Let {x,} and {y,} be bounded sequences in a Banach
space X andlet B, be a sequencein [0,1]with 0 < liminf,_, B, < limsup,_, B, <
1. Suppose x,11 = (1 — B,)yn + Bux, for all integers n > 0 and

lim Sup(HynH _ynH - Han —an) < 0.

n—oo

Then lim, .o ||y, — Xa|| = 0.
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LEMMA 1.3. (Xu [13, 14]). Assume that {o,} is a sequence of nonnegative real
numbers such that

Opyl < (1 - Vn)an + 6’13
where ¥, is a sequence in (0,1) and {8,} is a sequence such that
(i) Znoil Y = 005
(it) limsup,_, . 8,/¥n <0 or D2, 18] < oo
Then lim,_ . o, = 0.

LEMMA 1.4. (Marino and Xu [5]). Assume that A is a strong positive linear
bounded operator on a Hilbert space H with coefficient ¥ > 0 and 0 < p < ||A]|~'.
Then ||I — pA|| < 1—p7.

LEMMA 1.5. (Marino and Xu [5]). Let H be a Hilbert space. Let A be a strongly
positive linear bounded self-adjoint operator with coefficient ¥ > 0. Assume that
0<y<7/a. Let T:C — C be anonexpansive mapping with a fixed point x;, € C
of the contraction C 3 x — tyf (x) + (1 — tA)Tx. Then {x;} converges strongly as
t — 0 to a fixed point x of T, which solves the variational inequality

((A—yf)x,x—2z) <0, z€ F(T).

2. Main results

THEOREM 2.1. Let C be a closed convex subset of a Hilbert space H and let
T : C — C be a nonexpansive mapping. Let A be a strongly positive linear bounded
self-adjoint operator with coefficient ¥ > 0. Assume that 0 < y < 7/a. Given a map
f € Tlc, the initial guess xy € C is chosen arbitrarily and given sequences {0, }22,,
{Bn}2, in(0,1) and {v,}52, in [0,1], the following conditions are satisfied

(Cl) 372 04 =00, lim, oo 0ty = 0;
(C2) 0 < liminf,_.o B, <limsup, . B, <1;
(C3) Yu—PBu>a, forsomeac0,1);
(C4) Tim, i1 — 1 = 0.
Let {x,}°°, be the composite process defined by
Xo = x € C arbitrarily chosen,
Zn = YoXn + (1 = ¥) T,
Yn = ﬁnxn + (1 - Bﬂ)TZna
Xnp1 = O Yf (xn) + (I — 0A)yn,
Then {x,};2, converges strongly to q € F(T), where q = Pg(r)(Yf + (I — A))q and
which also solves some variational inequality

(vf(q) —Aq,q—p) <0, peF(T).

Proof. Since o, — 0 by the condition (C1), we may assume, with no loss of
generality, that o, < (1 — &,)||A||~" for all n. From Lemma 1.4, we know that if
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0 < p < ||A|| 7!, then || —pA|| < 1 —p7. We will assume that ||/ —A|| < 1 —7. First
we observe that {x,}>°, is bounded. Indeed, taking a fixed point p of T and noticing
that
1z =PIl < Yallen = pll + (1 = v) 1T = pl| < [bn = pll,
and
< Bullxn — pll + (1 = Ba) | Tz0 — p|
< Bn”xn _pH + (1 - ﬁn)HZn _pH
< oo = pll-

lva —pll

It follows that

a1 = Il =llow(vf (on) — Ap) + (I = 0A) (v = P)|
< a[vf (%) — Apll + (1 = 00 7)[lyn = pll
< oY |If () =f ) + eullvf (p) — Apll + (1 = owy) [l — pll
=[1 = ou(v = ya)lllxu — pll + oullvf (p) — Apl|-

By simple inductions, we have

| ||Ap_Yf(p)H}
y—ya

[[x» — pll < max{]xo — pl|,

which gives that the sequence {x,} is bounded, so are {y,} and {z,}.
Next, we claim that

st — ]| = 0. (2.1)
Observing that
Zn = Yokn + (1 = 1) Ty,
{ Zn—1 = Ya—1Xn—1 + (1 = Ya—1)TZu—1.
We obtain

in — n—1 = (1 - '}/n)(Txn - Txn—l) + '}/n(-xn - -xn—l) + ('}/n—l - '}/n)(T-xn—l - xn—1)~

It follows that
”Zn - Znle < ||xn *xanH + |Yn71 - Vn|M1a (2~2)
where M; is a constant such that M; = sup, -, |ltn—1 — Tx,—1]| for all n. Put I, =

Xn+1 *ﬁnxn

=5 - Now, we compute [, — /,. Thatis,

Xnt+1 = (1 - Bn)ln + anm nz=0.
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Observing that
O ¥ (1) + (I = 0 1A)Yns1 — Bur1Xas
ln+1 - ln —
1 - Bﬂ+1
o aFIYf (Xn) + (I — Oy )yn ann
1- ﬁn
_ an+l(Yf(xn+l) _Ayn+l) _ an('}/f(xn) _Ayn)
1- Bn+1 1- ﬁn
+ Yn+1 — Bn+1xn+1 B Yn — ﬁnxn
1- Bn+l 1- ﬁn
_ an+l(Yf(xn+l) _Ayn+l) _ an('}/f(xn) _Ayn)
1- Bn+1 1- ﬁn
+ Tzpg1 — T2y,
we have
an 1
n1 = Gl + \IYf(xn+1) Aynsill + 15 HAyn ¥ () |
(2.3)
+ ||Zn+1 - ZnH-
Substitute (2.2) into (2.3) yields that
Oln+1
[ln1 =l < + IIYf(xn+1) Aynill + =5 IIAyn ¥ el
+ ||xn - xn—l” + Wn—l - Yn|M1~
It follows that
Hln+1 — 1y H - ||xn *xanH
Oln+1
< ﬁ”Yf(an) Aynill + 17— IIAyn vf )l + [¥a—1 — val M1
Observe condition (C1), (C4) and take the limits as n — co gets
limsup(|[lu1 = Inll = [[x41 — xal]) <O
We can obtain lim,_.« ||/, — x,|| = 0 easily by Lemma 1.2. Since
Xn+1 — Xp = (1 - ﬁn)(ln *xn)v
we have that (2.1) holds.Since x,+1 — y, = o, (Yf (x,) — Ay,), we have that
lim x,,; —y, = 0. (2.4)
Observing that
Iyn = Xl < |10 — X1 || + (X1 — Yall,
we have

lim [y, — x| = 0. (2.5)
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On the other hand, we have

(170 — x|l < 1w = yull + [lyn — Tl
%2 = yall + [[yn = Tzall + [|Tzn — Txa|
= Yull + BallxXn — Txal| + | Tz — T |
= Yull + Ballxn — Tl + (|20 — Xal|
1% = yall + BallXn — Toxal| + (1 = ¥) [ Toxw — 2l

/

NN NN
FE

which implies
(Yo = Bi)lITx = x| < [xn — yull-
From condition (C3) and (2.5), we obtain

| Tx, — x,]| — O. (2.6)
Observe that Pr(r)(yf 4 (I —A)) is a contraction. Indeed, for Vx,y € H, we have

1P (vf + (I =A))(x) = Prs)(vf + (I = A)) )]
<If + U =A)x) = (rf + (T =A)B)
<Y =F W+ 1= Allllx = |
<yofx =yl + 1 =7)llx =yl
<[lx =yl
Banach’s Contraction Mapping Principle guarantees that Pr(s)(yf
)

unique fixed point, say ¢ € H. Thatis, g = Pps)(vf + (I —A))(q
that

+ (I —A)) hasa
). Next, we claim

lim Sllp< Yf (q) 7Aqaxn - q> < Ov (27)

n—oo

where g = lim,_,ox, with x;, being the fixed point of the contraction x — tyf (x) +
(I —tA)Tx. From x, solves the fixed point equation

xe =tyf (x) + (I — tA)Tx,.
Thus we have
[Pt = xall = 11 = 2A)(Tx; — x0) + 1S (x0) — Ax).
It follows from Lemma 1.1 that

e — xall> = (I — tA) (T, — x) + 1(vf (x:) — Axy)||>
< (1= 70| T = xall” + 2607 (350) — A, X0 — x)
< (1 =271+ (70)*) |15 — xal> + fl2)
+20{7f (x;) — Axy, xp — X)) + 20{Ax; — Axp, x; — Xy

(2.8)

where
Fn(®) = 2l — xall + |20 — T || — Txn]] — 0, asn — 0. (2.9)
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It follows from (1.1) that

yt 1
(Axi = v (5% = ) < EH(A% = A = 50) + Sfale). (2.10)
Let n — oo in (2.10) and note (2.9) yields
lim sup{ Ax; — vf (%), % — X%,) < %M, (2.11)

n—oo

where M > 0 is a constant such that M > y(Ax, — Ax,, x, — x,) forall ¢ € (0,1) and
n > 1. Taking t — 0 from (2.11), we have

lim sup lim sup( Ax, — vf (x,),x; — x,) < O.

—0 n—o00

Since H is a Hilbert space the order of limsup,_,, and limsup,_, . is exchangeable,
and hence (2.7) holds. Now from Lemma 1.1, we have

w1 — gl =[[(1 = 81 — 4 A) (v — @) + 8u(xn — q) + o0 (¥f (1) — Ag)|?
<[[((1=8)1—0A) (yn—q) + 8n(xn—q)|I*+206( ¥f (x2) —Aq, X 1—q)
<[(1=8, =0 ?) |yn—all 484l xa—all*+20( v/ (x:) ~Ag, xa1—4)
<(1 = o 7)* |l = qll” + 20wyl — gl %1 — 4
+20,(vf () — Aq, xns1 — q)
<(1 - O!,,}7)2Hxn - 61||2 + oy o(||x, — 61||2 + X1 — CIHZ)
+20,,(¥f (q) — Ag, Xur1 — q)

which implies that

1 —o,7)? + anya 20
2 <( o2y =% _A _
[Ed e b = qll” + 1= aﬂyaﬁff(q) 45 X%n+1 — q)
1 - 2 n_ n 272
S e A SR A M
1—-oya l—oyo
20,
o — Aq, Xyl —
+17anm<yf(q) 4> Xni1 — q)
20,,(7 — ay)
<[t - 2, g2
n'y O
206, (7 — ory) 1 o, 7>
7A n - 77M P
+ l—ocnyot [,}7_a,}/<Yf(q) q,Xn+1 q> +2(,y_a,y) 2]

where M, is a appropriate constant such that M, = sup,_, _ ||x, — ¢|| for all n. Put
o ) .
= 2ml=ont) ang g = _L_(yf(q) — Aq,xns1 — q) + %Mz .That is,

b= l—anay y—oy

[[n41 — ‘1”2 < (L= L)[lxn — gl + Lt (2.12)
It follows from condition (C1) and (2.11) that

lim [, =0, I, = oo and limsup#, < 0.
n=1 n—oo
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Apply Lemma 1.3 to (2.12) to conclude x, — g. This completes the proof. O
As corollaries of Theorem 2.1, we have the following corollaries immediately.

COROLLARY 2.2. Let C be a closed convex subset of a Hilbert space H and let

T : C — C be a nonexpansive mapping. Let A be a strongly positive linear bounded
self-adjoint operator with coefficient ¥ > 0. Assume that 0 < y < 7/a. Given a map
f €Tlc , the initial guess xo € C is chosen arbitrarily and given sequences {0, }2°2,,
{Bn}22, in (0,1), the following conditions are satisfied

(C1) D2 0y = 00, lim, oo 0ty = 0;

(C2) 0 < liminf,_.o B, <limsup, . B < 1.
Let {x,}5°, be the composite process defined by (1.7). Then {x,}2°, converges strongly
to q € F(T), where q = Pp(r)(yf + (I — A))gq and which also solve the variational
inequality

(vf(a) —Aq,q —p) <0, p € F(T).

Proof. Taking {y,} = 1 in Theorem 2.1, we can conclude the desired conclusion
easily. [

COROLLARY 2.3. Let C be a closed convex subset of a Hilbert space H and let

T : C — C be a nonexpansive mapping. Given a map f € Ilc , the initial guess
xo € C is chosen arbitrarily and given sequences {0,,}52,, {Bn}i2, in (0,1), the
following conditions are satisfied

(Cl) Z;io Oy = 00, hmnﬂoo oy, = 0,

(C2) 0 < liminf,_.o B, <limsup, . B < 1.
Let {x,}5°, be the composite process defined by (1.8). Then {x,}2°, converges strongly
to g € F(T), where q = Pg(p)f (q) and which also solve the variational inequality

(f(@9) —a,q9—p) <0, peF(T).

Proof. Taking {y,} =y =1 and A = I in Theorem 2.1, we can conclude the
desired conclusion easily. [
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