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Abstract. Making use of the generalized hypergeometric functions, we introduced certain new
subclasses of analytic functions defined by Dziok-Srivastava operator in the unit disc. The main
object of the present paper is to investigate the various properties and characteristics of analytic
functions belonging to the subclasses Sn(l, m,λ , b, γ ) satisfying the inequality∣∣∣∣∣∣∣
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where z ∈ U, b ∈ C \ {0}, 0 < γ � 1, 0 � λ � 1 and Hl
m[α1,β1]f (z) is Dziok-Srivastava

operator. Also let Rn(l, m, λ , b, γ ) be an another subclass satisfying the inequality∣∣∣∣∣1b
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where z ∈ U, b ∈ C \ {0}, 0 < γ � 1, 0 � λ � 1 and Hl
m[α1, β1]f (z) is given by by

Dziok-Srivastava [7]. Apart from deriving a set of coefficient bounds for each of these function
classes, we establish several inclusion relationships involving the (n, δ)− negihborhoods of
analytic functions with negative coefficients belonging to these subclasses.

1. Introduction

Let A(n) denote the class of functions of the form

f (z) = z −
∞∑

k=n+1

akz
k, ak � 0, n ∈ N := {1, 2, 3, . . .}, (1.1)

which are analytic and univalent in the open disc U = {z : z ∈ C, |z| < 1}.

Mathematics subject classification (2000): 30C45.
Key words and phrases: Univalent, starlike, convex, (n, δ)− neighborhood, inclusion relations,

Hadamard product, generalized hypergeometric functions.

c© � � , Zagreb
Paper JMI-01-46

553



554 G. MURUGUSUNDARAMOORTHY, T. ROSY AND S. SIVASUBRAMANIAN

Following Goodman [8], Ruscheweyh [16], Silverman [18] and others [2, 3, 4, 10],
we define the (n, δ)−neighborhood of a function f ∈ A(n) by

Nn,δ (f ) :=

{
f ∈ A(n) : g(z) = z −

∞∑
k=n+1

bkz
k and

∞∑
k=n+1

k|ak − bk| � δ

}
. (1.2)

In particular, for the identity function

e(z) = z,

we immediately have

Nn,δ (e) :=

{
f ∈ A(n) : g(z) = z −

∞∑
k=n+1

bkz
k and

∞∑
k=n+1

k|bk| � δ

}
. (1.3)

A function f ∈ A(n) is starlike of complex order b (b ∈ C \ {0}), that is S∗n(b),
if it also satisfies the following inequality

Re

{
1 +

1
b

(
zf ′(z)
f (z)

− 1

)}
> 0 (z ∈ U; b ∈ C \ {0}). (1.4)

Furthermore, a function f ∈ A(n) is convex of complex order b (b ∈ C \ {0}),
that is Cn(b), if it also satisfies the following inequality

Re

{
1 +

1
b

(
zf ′′(z)
f ′(z)

)}
> 0 (z ∈ U; b ∈ C \ {0}). (1.5)

The classes S∗n (b) and Cn(b) stem essentially from the classes of starlike and
convex functions of complex order, which were considered earlier by Nasr et.al., [11]
and Wiatrowski [20], respectively.

For functions f j (j = 1, 2) given by

f j(z) = z +
∞∑
k=2

ak,jz
k (j = 1, 2),

let f 1 ∗ f 2 denote the Hadamard product (or Convolution ) of f 1 and f 2 defined by

(f 1 ∗ f 2)(z) = z +
∞∑
k=2

ak,1ak,2z
k, z ∈ U. (1.6)

For complex parameters α1, . . . ,αl and β1, . . . , βm (βj �= 0,−1, . . . ; j =
1, 2, . . . , m) the generalized hypergeometric function lFm(z) is defined by

lFm(z) ≡ lFm(α1, . . .αl; β1, . . . , βm; z) :=
∞∑
k=0

(α1)k . . . (αl)k

(β1)k . . . (βm)k

zk

k!
(1.7)

(l � m + 1; l, m ∈ N0 := N ∪ {0}; z ∈ U)
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where N denotes the set of all positive integers and (x)k is the Pochhammer symbol
defined by

(x)k =
{

1, k = 0
x(x + 1)(x + 2) . . . (x + k − 1), k ∈ N.

(1.8)

The notation lFm is quite useful for representing many well-known functions such
as the exponential, the Binomial, the Bessel, the Laguerre polynomial, and others; for
example see [5] and [14].

For positive real values of α1, . . . ,αl and β1, . . . , βm (βj �= 0,−1, . . . ; j =
1, 2, . . . , m) , let H(α1, . . .αl; β1, . . . , βm) : A(n) → A(n) be a linear operator defined
by

[(H(α1, . . .αl; β1, . . . , βm))(f )](z) := z lFm(α1,α2, . . .αl; β1, β2 . . . , βm; z) ∗ f (z)

= z −
∞∑

k=n+1

Γk ak zk (1.9)

where

Γk =
(α1)k−1 . . . (αl)k−1

(β1)k−1 . . . (βm)k−1

1
(k − 1)!

. (1.10)

For notational simplicity,we can use a shorter notation Hl
m[α1, β1] for H(α1, . . .αl;

β1, . . . , βm) in the sequel. It follows from (1.9) that

H1
0 [1, 1] = f (z), H1

0 [2, 1] = zf ′(z)

The linear operator Hl
m[α1, β1] is called Dziok-Srivastava operator (see [7]), in-

cludes (as its special cases) various other linear operators introduced and studied by
Carlson and Shaffer [6], Owa [12], Ruscheweyh [15] and Srivastava-Owa [19].

For 0 � λ � 1, we let Sn(l, m, λ , b, γ ) be the subclass of A(n) consisting of
functions of the form (1.1) and satisfying the inequality∣∣∣∣1b

(
z(Hl

m[α1, β1]f (z))′

(1 − λ )Hl
m[α1, β1]f (z) + λ z(Hl

m[α1, β1]f (z))′
− 1

)∣∣∣∣ < γ , (1.11)

where z ∈ U, b ∈ C \ {0}, 0 < γ � 1 and Hl
m[α1, β1]f (z) is given by (1.9).

Also let Rn(l, m, λ , b, γ ) be the subclass of A(n) consisting of functions of the
form (1.1) and satisfying the inequality∣∣∣∣1b

(
(1 − λ )

Hl
m[α1, β1]f (z)

z
+ λ (Hl

m[α1, β1]f (z))′ − 1

)∣∣∣∣ < γ (1.12)

where z ∈ U, b ∈ C \ {0}, 0 < γ � 1, 0 � λ � 1 and Hl
m[α1, β1]f (z) is given by

(1.9).
We deem it proper to mention some of the function classes which emerge from the

function class Sn(l, m, λ , b, γ ) defined above.
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EXAMPLE 1. we observe that if we specialize that l = 1 and m = 0 with α1 = 1,
α2 = 1, β1 = 1, in (1.11) the class Sn(l, m, λ , b, γ ) reduces to the class S λ

n (b, γ )
subclass of A(n) consisting of functions of the form (1.1) and satisfying the inequality∣∣∣∣1b

(
zf ′(z)

(1 − λ )f (z) + λ zf ′(z)
− 1

)∣∣∣∣ < γ ,

where z ∈ U, b ∈ C \ {0}, 0 < γ � 1 and 0 � λ � 1.

We also let Rn(λ , b, γ ) be the subclass of A(n) consisting of functions of the form
(1.1) and satisfying the inequality∣∣∣∣1b

(
(1 − λ )

f (z)
z

+ λ (f ′(z) − 1

)∣∣∣∣ < γ

where z ∈ U, b ∈ C \ {0}, 0 < γ � 1, 0 � λ � 1.

EXAMPLE 2. By specializing the parameters as l = 1 and m = 0 with α1 =
η + 1(η > −1), α2 = 1, β1 = 1, in (1.11)the class Sn(l, m, λ , b, γ ) reduces to the
class Sn(ηλ , b, γ ) the subclass of A(n) consisting of functions of the form (1.1) and
satisfying the inequality∣∣∣∣1b

(
z(Dηf (z))′

(1 − λ )Dηf (z) + λ z(Dηf (z))′
− 1

)∣∣∣∣ < γ ,

where z ∈ U, b ∈ C \ {0}, 0 < γ � 1, 0 � λ � 1. We also let Rn(η, λ , b, γ ) be the
subclass of A(n) consisting of functions of the form (1.1) and satisfying the inequality∣∣∣∣1b

(
(1 − λ )

Dηf (z)
z

+ λ (Dηf (z))′ − 1

)∣∣∣∣ < γ

where z ∈ U, b ∈ C \ {0}, 0 < γ � 1, 0 � λ � 1 and

Dηf (z) := (f ∗ g)(z) = z −
∞∑

k=n+1

(
η + k − 1
η − 1

)
akz

k.

Our definitions of function classes Sn(l, m, λ , b, γ ) and Rn(l, m, λ , b, γ ) are mo-
tivated essentially by earlier investigations [3] and [10], in each of which further details
and references to other closely related subclasses can be found.

The main object of the present paper is to investigate the various properties and
characteristics of analytic functions belonging to the subclasses Sn(l, m, λ , b, γ ) and
Rn(l, m, λ , b, γ ) introduced. Apart from deriving a set of coefficient bounds for each
of these function classes, we establish several inclusion relationships involving the
(n, δ)−negihborhoods of analytic functions with negative and missing coefficients
belonging to these subclasses. Also the special cases of some of these inclusion relations
are shown to yield known results.
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2. A set of coefficient inequalities

In this section we obtain the coefficient inequalities for functions in the subclasses
Sn(l, m, λ , b, γ ) and Rn(l, m, λ , b, γ ).

THEOREM 2.1. Let the function f ∈ A(n) be defined by (1.1), then f (z) is in the
class Sn(l, m, λ , b, γ ) if and only if

∞∑
k=n+1

([1 + λ (k − 1)](γ |b| − 1) + k)Γkak � γ |b| (2.1)

where Γk is as defined in (1.10).

Proof. Let a function f (z) of the form (1.1) belong to the class Sn(l, m, λ , b, γ ).
Then in view of (1.9) and (1.11), we obtain the following inequality,∣∣∣∣∣∣∣∣

∞∑
k=n+1

([λ (k − 1) + 1] − k)Γkakzk

z −
∞∑

k=n+1
[λ (k − 1) + 1]Γkakzk

∣∣∣∣∣∣∣∣
� γ |b|, z ∈ U.

Thus putting z = r (0 � r < 0) ,we obtain

∞∑
k=n+1

([λ (k − 1) + 1] − k)Γkakrk−1

1 −
∞∑

k=n+1
[λ (k − 1) + 1]Γkakrk−1

� γ |b|, z ∈ U. (2.2)

Hence, we observe that the expression in the denominator on the left-hand side of
(2.2) is positive for r = 0 and also for all r (0 < r < 1). Thus, by letting r → 1−

through real values, (2.2) leads us to the desired assertion (2.1) of Theorem 2.1.
Conversely, by applying (2.1) and setting |z| = 1, we find from (1.11) that∣∣z(Hl

m[α1, β1]f (z))′ − (1 − λ )Hl
m[α1, β1]f (z) − λ z(Hl

m[α1, β1]f (z))′
∣∣

− γ |b| ∣∣(1 − λ )Hl
m[α1, β1]f (z) + λ z(Hl

m[α1, β1]f (z))′
∣∣

=

∣∣∣∣∣
∞∑

k=n+1

([λ (k − 1) + 1] − k)Γkakz
k

∣∣∣∣∣− γ |b|
∣∣∣∣∣z −

∞∑
k=n+1

[λ (k − 1) + 1]Γkakz
k

∣∣∣∣∣
<

∞∑
k=n+1

([1 + λ (k − 1)](γ |b| − 1) + k)Γkak − γ |b| � 0.

Hence, by the maximum modulus principle, we infer that f (z) ∈ Sn(l, m, λ , b, γ ),
which evidently completes the proof of Theorem 2.1. �

Suitably specializing the parameters l, m,α1,α2 and β1 as said in the Examples
1 and 2,Theorem 2.1 yield the coefficient inequalities for the subclasses S λ

n (b, γ ) and
Sn(η, λ , b, γ ) as given in the following corollaries respectively.
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COROLLARY 2.1. Let the function f ∈ A(n) be defined by (1.1), then f (z) is in
the class S λ

n (b, γ ) if and only if

∞∑
k=n+1

([1 + λ (k − 1)](γ |b| − 1) + k) ak � γ |b| (2.3)

COROLLARY 2.2. Let the function f ∈ A(n) be defined by (1.1), then f (z) is in
the class Sn(η, λ , b, γ ) if and only if

∞∑
k=n+1

(
η + k − 1

k − 1

)
([1 + λ (k − 1)](γ |b| − 1) + k) ak � γ |b| (2.4)

REMARK 2.1. Fixing λ = 0, Corollary 2.2 gives the coefficient inequalities for
the class Sn(η, b, γ ) obtained in [10]. Furthermore, if in Corollary 2.2, we set η = 0
and η = 1 with n = 1, b = 1, γ = 1 − α (0 � α < 1) and λ = 0, we shall obtain
the familiar results of Silverman [17].

Similarly, we can prove the following theorem.

THEOREM 2.2. Let the function f ∈ A(n) be defined by (1.1), then f (z) is in the
class Rn(l, m, λ , b, γ ) if and only if

∞∑
k=n+1

[1 + λ (k − 1)]Γkak � γ |b| (2.5)

where Γk is as defined in (1.10).

Suitably specializing the parameters l, m,α1,α2 and β1 as said in the Examples 1 and
2, in the above Theorem 2.2 we have the following corollaries.

COROLLARY 2.3. Let the function f ∈ A(n) be defined by (1.1), then f (z) is in
the class Rn(λ , b, γ ) if and only if

∞∑
k=n+1

[1 + λ (k − 1)]ak � γ |b| (2.6)

COROLLARY 2.4. Let the function f ∈ A(n) be defined by (1.1), then f (z) is in the
class Rn(η, λ , b, γ ) if and only if

∞∑
k=n+1

(
η + k − 1

k − 1

)
[1 + λ (k − 1)]ak � γ |b|. (2.7)

Analogous to the result stated in [10].
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3. Inclusion relations involving the (n, δ)−neighborhoods

In this section, we establish several inclusion relations for the normalized analytic
function classes Sn(l, m, λ , b, γ ) and Rn(l, m, λ , b, γ ) involving the (n, δ)−neighborhood
defined by (1.3).

THEOREM 3.1. If

δ :=
γ |b|(1 + n)

((γ |b| − 1)[1 + nλ ] + n + 1)Γn+1
, (γ |b| � 1) (3.1)

then
Sn(l, m, λ , b, γ ) ⊂ Nn,δ (e). (3.2)

Proof. Let f (z) ∈ Sn(l, m, λ , b, γ ). Then, in viewof the assertion (2.1) of Theorem
2.1, we have

Γn+1 ([1 + nλ ](γ |b| − 1) + n + 1)
∞∑

k=n+1

ak � γ |b|

which readily yields
∞∑

k=n+1

ak � γ |b|
([1 + nλ ](γ |b| − 1) + n + 1)Γn+1

. (3.3)

Making use of (2.1) again, in conjunction with (3.3), we get

Γn+1

∞∑
k=n+1

kak � γ |b| + [1 + nλ ](1 − γ |b|)Γn+1

∞∑
k=n+1

ak

� γ |b| + [1 + nλ ](1 − γ |b|)Γn+1
γ |b|

([1 + nλ ](γ |b| − 1) + n + 1)Γn+1

� γ |b|(1 + n)
[1 + nλ ](γ |b| − 1) + n + 1

.

Hence
∞∑

k=n+1

kak � γ |b|(1 + n)
([1 + nλ ](γ |b| − 1) + n + 1)Γn+1

=: δ, (γ |b| > 1) (3.4)

which, by means of the definition (1.3), establishes the inclusion relation (3.2) asserted
by Theorem 3.1. �

In a similar manner, by applying the assertion (2.5) of Theorem 2.2 instead of
the assertion (2.1) of Theorem 2.1 to functions in the classes Rn(l, m, λ , b, γ ), we can
prove the following relationship.

THEOREM 3.2. If

δ :=
γ |b|(n + 1)

[1 + nλ ]Γn+1
, (λ � 1) (3.5)

then
Rn(l, m, λ , b, γ ) ⊂ Nn,δ (e). (3.6)
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REMARK 3.1. By taking l = 1, m = 0, α1 = 2, α2 = 1 and β1 = 1 in Theorem
3.2, we obtain inclusion relation of Altintas et al., [3].

REMARK 3.2. By taking l = 1, m = 0, α1 = η + 1 (η > −1), α2 = 1 and
β1 = 1 with λ = 0 in Theorem 3.2, we obtain inclusion relation discussed in [10].

4. Neighborhoods for the classes Sαn (l, m, λ , b, γ ) and Rα
n (l, m, λ , b, γ )

In this last section,we determine the neighborhood properties for each the following
functions classes Sαn (l, m, λ , b, γ ) and Rα

n (l, m, λ , b, γ ). Here the class Sαn (l, m, λ , b, γ )
consists of functions f (z) ∈ A (n) for which there exists another function g(z) ∈
Sn(l, m, λ , b, γ ) such that∣∣∣∣ f (z)

g(z)
− 1

∣∣∣∣ < 1 − α (z ∈ U; 0 � α < 1). (4.1)

Analogously, the class Rα
n (l, m, λ , b, γ ) consists of functions f (z) ∈ A (n) for

which there exists another function g(z) ∈ Rn(l, m, λ , b, γ ) satisfying the inequality
(4.1).

THEOREM 4.1. If g ∈ Sn(l, m, λ , b, γ ) and

α = 1 − δ ([1 + nλ ](γ |b| − 1) + n + 1)Γn+1

(n + 1) [(1 + nλ )(γ |b| − 1) + n + 1]Γn+1 − γ |b|] , (γ |b| � 1) (4.2)

then
Nn,δ (g) ⊂ Sαn (l, m, λ , b, γ ). (4.3)

Proof. Suppose that f ∈ Nn,δ (g). We then find from the definition (1.2) that
∞∑

k=n+1

k|ak − bk| � δ

which readily implies the coefficient inequality,
∞∑

k=n+1

|ak − bk| � δ
n + 1

(n ∈ N).

Next, since g ∈ Sn(l, m, λ , b, γ ), we have
∞∑

k=n+1

bk � γ |b|
([1 + nλ ](γ |b| − 1) + n + 1)Γn+1

(4.4)

so that

∣∣∣∣ f (z)
g(z)

− 1

∣∣∣∣ <

∞∑
k=n+1

|ak − bk|

1 −
∞∑

k=n+1
bk

� δ
(n + 1)

([1 + nλ ](γ |b| − 1) + n + 1)Γn+1

[[(1 + nλ )(γ |b| − 1) + n + 1]Γn+1 − γ |b|]
= 1 − α
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provided that α is given (4.5). Thus, by definition, f ∈ Sαn (l, m, λ , b, γ ) for α given
by (4.5). This evidently completes our proof of Theorem 4.1. �

By taking l = 1, m = 0, α1 = η + 1 (η > −1), α2 = 1 and β1 = 1 with
λ = 0 in Theorem 4.1, we state the following corollary

COROLLARY 4.1. If g ∈ Sn(η, λ , b, γ ) and

α = 1 −
δ ([1 + nλ ](γ |b| − 1) + n + 1)

(
η + n

n

)

(n + 1)
[

[(1 + nλ )(γ |b| − 1) + n + 1]
(
η + n

n

)
− γ |b|

] , (γ |b| � 1)

then
Nn,δ (g) ⊂ Sαn (λ , b, γ ,η).

REMARK 4.1. By taking λ = 0 in Corollary 4.1, we have neighborhood result as
stated in [10].
Our proof of Theorem 4.2 is much akin to that of Theorem 4.1.

THEOREM 4.2. If g ∈ Rn(l, m, λ , b, γ ) and

α = 1 − δ [1 + nλ ]Γn+1

(n + 1)[(1 + nλ )Γn+1 − γ |b|] , (γ |b| � 1) (4.5)

then
Nn,δ (g) ⊂ Rα

n (l, m, λ , b, γ ). (4.6)

REMARK 4.2. By taking the parameters l = 1, m = 0, with α1 = η + 1(η > −1),
α2 = 1 and β = 1 in Theorem 4.2, we get neighborhood result as stated in [10].

REMARK 4.3. By taking the parameters l = 1, m = 0, with α1 = 2, α2 = 1 and
β = 1 in Theorem 4.2, we obtain neighborhood result as stated in [3].

Concluding Remarks: By suitably specializing the various parameters involved in
Theorem 2.1to 4.2, we can derive the corresponding results for many relatively more
familiar function classes (see for example l = 1, m = 1, with α1 = a, α2 = 1 and
β = c Dziok-Srivastava operator reduces to Carlson-Shaffer operator [5, 6])

Acknowledgements. Authors are very much thankful to the referee for his invalu-
able suggestions.
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