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STRONG CONVERGENCE THEOREMS OF

MODIFIED MANN ITERATIVE PROCESS FOR

NONEXPANSIVE MAPPINGS IN HILBERT SPACES

HAIFANG LIU AND RUDONG CHEN

(Communicated by M. A. Noor)

Abstract. The purpose of this article is to modify normal Mann’s iterative process to have strong
convergence for nonexpansive mappings in the formework of Hilbert spaces. We prove the strong
convergence of the proposed iterative algorithm to the fixed point of nonexpansive mappings
which is the unique solution of a variational inequality, which is also the optimality condition for
a minimization problem.

1. Introduction

Let H be a real Hilbert space with inner product 〈., .〉 and norm ‖.‖ , respec-
tively. Let C be a nonempty closed convex subset of H and recall that a self-mapping
T :C →C is called a contraction mapping if there exists a constant α ∈ (0, 1) such that

‖T (x)−T(y)‖ � α‖x− y‖. (1.1)

If α = 1, we call it is nonexpansive. We denote the set of fixed points of T by Fix(T ) .
Namely, Fix(T ) = {x ∈ H : Tx = x} .

Let A be a bounded linear operator on H and assume that A is strongly positive
with coefficient γ ; that is, there is a constant γ > 0 with the property

〈Ax,x〉 � γ‖x‖2 ∀x ∈ H.

The Variational Inequality Problem [1, 2, 3] has been and will continue to be one
of the central problems in nonlinear analysis and is defined as follows: given monotone
operator F : H → H and closed convex set C ⊂ H,

find x∗ ∈C such that 〈x− x∗,F(x∗)〉 � 0 for all x ∈C. (1.2)

This condition is the optimality condition of the convex optimization problem:
min θ over C when F = θ ′ . The simplest iterative procedure for the variational in-
equality problem (VIP) may be the well-known projected gradient method [4]: xn+1 =
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PC(xn − μF(xn)) (n = 0,1,2, · · ·) where PC is the convex projection onto C and μ is
a positive real number. This method requires repetitive use of PC , although the closed
form expression of PC is not always known in many situations. To help resolve this
problem, the following hybrid steepest descent method [4, 5, 6] for (1.2) when C is
equal to the fixed point set Fix(T ) := {x ∈ H : T (x) = x} of a nonexpansive mapping
T has been established: x1 ∈H and xn+1 = T (xn−μαnF(xn)) for every n ∈ N, where
μ > 0,(αn)n∈N ⊂ (0,1] is a slowly diminishing constant sequence, and F : H → H is
strongly monotone and Lipschitz continuous. In this paper, we give a new algorithm of
modified Mann’s iterative process to appropriate the unique solution of the Variational
Inequality.

Recall that the normal Mann’s iterative process was introduced by Mann [7] in
1953. Since then, construction of fixed points for nonexpansive mappings via the nor-
mal Mann’s iterative process has been extensively investigated by many authors.

The normal Mann’s iterative process generates a sequence {xn} in the following
manner:

∀x1 ∈ K, xn+1 = (1−αn)xn +αnTxn, ∀n � 1, (1.3)

where the sequence {αn}∞n=0 is in the interval (0,1) .
If T is a nonexpansive mapping with a fixed point and the control sequence {αn}

is chosen so that ∑∞
n=0αn(1−αn) = ∞ , then the sequence {xn} generated by normal

Mann’s iterative process (1.3) converges weakly to a fixed point of T (this is also valid
in a uniformly convex Banach space with the Fréchet differentiable norm [7].)

Attempts to modify the normal Mann iterative method (1.3) for nonexpansivemap-
pings so that strong convergence is guaranteed have recently been made; see, e. g.,
[8, 9, 10, 11, 12, 13, 14, 15, 22, 23] and the references therein.

Xu [18] consider the iterative process with viscosity approximation method.{
x0 ∈C is arbitrarily,

xn+1 = αn f (xn)+ (1−αn)Txn, for all n � 1.
(1.4)

where C is a closed convex subset of a space X , if X is either Hilbert or uniformly
smooth, then it is shown that, under certain appropriate conditions on αn , {xn} con-
verges strongly to a fixed point of T which solves the following variational inequality:

〈(I− f )q, p−q〉� 0, ∀p ∈ F(T ). (1.5)

Kim and Xu [8] introduced the following iterative process.⎧⎪⎨⎪⎩
x0 = x ∈ K arbitrarily chosen,

yn = βnxn +(1−βn)Txn,

xn+1 = αnu+(1−αn)yn, n � 0.

(1.6)

where T is a nonexpansive mapping of K into itself, u ∈ K is a given point. They
proved the sequence {xn} defined by (1.6) converges strongly to a fixed point of T
provided the control sequence αn and βn satisfy appropriate conditions.



STRONG CONVERGENCE OF NONEXPANSIVE MAPPINGS 143

Yao et al. [16] also modified Mann’s iterative scheme (1.3) by using the so-called
viscosity approximation method which was introduced by Moudafi. Yao et al intro-
duced the following iterative algorithm.⎧⎪⎨⎪⎩

x0 = x ∈ K arbitrarily chosen,

yn = βnxn +(1−βn)Txn,

xn+1 = αn f (xn)+ (1−αn)yn, n � 0.

(1.7)

In this paper, motivated by Xu [18], Kim and Xu [8], Yao [16], we introduce a new
iterative scheme generated by:⎧⎪⎨⎪⎩

x0 = x ∈ K arbitrarily chosen,

yn = PK [βnxn +(1−βn)Txn],
xn+1 = αnγ f (xn)+βxn +((1−β )I−αnA)yn, n � 0.

(1.8)

We prove under weaker hypotheses that the sequence {xn} converges strongly
to the fixed point of the nonexpansive mapping T , which also solves the following
variational inequality:

〈Â(q),q− p〉� 0, ∀p ∈ F(T ). (1.9)

where Â := A− γ f .

2. Preliminaries

In this section, we collect some lemmas which will be used in the proof for the
main result in next section.

LEMMA 2.1. Let H be a real Hilbert space, then for any x, y ∈ H we have
(i) ‖x+ y‖2 � ‖x‖2 +2〈y,x+ y〉
(ii) ‖x± y‖2 = ‖x‖2±2〈x,y〉+‖y‖2

(iii) ‖tx+(1− t)y‖2 = t‖x‖2 +(1− t)‖y‖2− t(1− t)‖x− y‖2, ∀t ∈ [0,1]

LEMMA 2.2. ([17]) Assume that {αn} is a sequence of nonnegative real numbers
such that

αn+1 � (1− γn)αn + δn, n � 0,

where {γn} is a sequence in (0, 1) and δn is a sequence in R such that

(1)
∞

∑
n=1

γn = ∞;(2) limsup
n→∞

δn/γn � 0 or
∞

∑
n=1

|δn| < ∞;

then limn→∞αn = 0.

LEMMA 2.3. (Marino and Xu [12]) Assume that A is a strongly positive linear
bounded operator on a Hilbert space H with coefficient γ > 0 and 0 < ρ � ‖A‖−1 .
Then ‖I−ρA‖� 1−ργ .
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LEMMA 2.4. ([20]) Let {xn} and {yn} be bounded sequences in a Banach space
and let {βn} be a sequence of [0,1] such that 0 < liminfn→∞ βn � limsupn→∞βn < 1.
Suppose xn+1 = (1−βn)yn +βnxn for all n∈N and limsupn→∞(‖yn+1−yn‖−‖xn+1−
xn‖) � 0. Then, limn→∞ ‖yn− xn‖ = 0.

LEMMA 2.5. (Browder and Pertyshyn [20]) Let T : K → H be a nonexpansive
mapping. Define S : K → H by Sx = λx+(1−λ )Tx for each x ∈ K . Then, as λ ∈
[k,1] , where k ∈ (0,1) is a constant, S is a nonexpansive mapping such that F(S) =
F(T ) .

LEMMA 2.6. [9] Let C be a closed convex subset of a real Hilbert space H . Give
x∈H and y∈C. Then y = PCx if and only if there holds the inequality: 〈x−y,y−z〉�
0, ∀z ∈C.

LEMMA 2.7. Zhou [21] Let C be a closed convex subset of a real Hilbert space
H . Let T : K → H be a k-strict pseudo-contraction with F(T ) �= /0 . Then F(PKT ) =
F(T ) .

LEMMA 2.8. Let H be a Hilbert space, C be a closed convex subset of H . Let
A be a strongly positive linear bounded self-adjoint operator on H with coefficient
γ > 0 and f : C →C be a contraction with the contractive constant α (0 < α < 1) .
Assume that 0 < γ � γ

α . Let T : C →C be a nonexpansive mapping with fixed point xt

of contraction C � x 
−→ tγ f (x)+βx+((1−β )I− tA)Tx and let Â := A− γ f . Then
{xt} converges strongly to a fixed point x̃ of T as t → 0 , which solves the following
variational inequality:

〈Â(x̃), x̃− z〉 � 0, ∀z ∈ F(T ).

Proof. First, we show that x 
−→ tγ f (x)+βx+((1−β )I− tA)Tx is a contraction.
∀x,y ∈C , we have

‖tγ f (x)+βx+((1−β )I− tA)Tx− (tγ f (y)+βy+((1−β )I− tA)Ty)‖
= ‖tγ( f (x)− f (y))+β (x− y)+ ((1−β )I− tA)(Tx−Ty)‖
� tγα‖x− y‖+β‖x− y‖+(1−β− tγ)‖x− y‖
� (1− t(γ− γα))‖x− y‖.

By the condition 0 < γ � γ
α we know that is a contraction. Let xt denotes the

unique fixed point of T .
Second we show that xt is bounded.
Take ∀q ∈ F(T ) ,

‖xt −q‖= ‖tγ f (xt)+βxt +((1−β )I− tA)Txt −q‖
= ‖t(γ f (xt)−Aq)+β (xt −q)+ ((1−β )I− tA)(Txt −q)‖
� (1−β − tγ)‖xt −q‖+β‖xt −q‖+ t‖γ f (xt)−Aq‖
� (1− tγ)‖xt −q‖+ tγα‖xt −q‖+ t‖γ f (q)−Aq‖
� (1− t(γ− γα))‖xt −q‖+ t‖γ f (q)−Aq‖

‖xt −q‖� 1
γ− γα

‖γ f (q)−Aq‖.
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So ‖xt −q‖ is bounded.
Third, we prove limt→0 ‖xt −Txt‖ = 0.

xt = tγ f (xt )+βxt +((1−β )I− tA)Txt ,

‖xt −Txt‖ =
1

1−β
t‖γ f (xt)−ATxt‖→ 0 as t → 0.

Last, we prove {xt} converges strongly to a fixed point x̃ of T as t → 0, which
solves the following variational inequality:

〈Â(x̃), x̃− z〉 � 0, ∀z ∈ F(T ).

Assume tn → 0+ , xtn ⇀ x . By the demi-closeness principle, we have x ∈ F(T ) .
Then claim xtn → x, x = x̃.

∀x∗ ∈ F(T ),

‖xt − x∗‖ = ‖tγ f (xt)+βxt +((1−β )I− tA)Txt − x∗‖
= ‖t(γ f (xt)−Ax∗)+β (xt − x∗)+ ((1−β )I− tA)(Txt − x∗)‖

‖xt − x∗‖2 = 〈t(γ f (xt )−Ax∗)+β (xt − x∗)+ ((1−β )I− tA)(Txt − x∗),xt − x∗〉
� (1−β − tγ)‖xt − x∗‖2 +β‖xt − x∗‖2 + t〈γ f (xt)−Ax∗,xt − x∗〉
� (1− t(γ− γα)‖xt − x∗‖2 + t〈γ f (x∗)−Ax∗,xt − x∗〉

‖xt − x∗‖2 � 1
γ− γα

〈γ f (x∗)−Ax∗,xt − x∗〉.

In particular, take x∗ = x,xt = xtn , then we have

‖xtn − x‖2 � 1
γ− γα

〈γ f (x)−Ax,xtn − x〉 → 0 as tn → 0+

So
xtn → x as tn → 0+.

From ‖xt −x∗‖2 � 1
γ−γα 〈γ f (x∗)−Ax∗,xt −x∗〉 , we have 1

γ−γα 〈γ f (x∗)−Ax∗,xt −x∗〉�
0 ⇒ 〈γ f (x∗)−Ax∗,xtn − x∗〉 � 0 ⇒ 〈γ f (x∗)−Ax∗,x− x∗〉 � 0.

By the equivalent dual inequality we have

〈Â(x),x− x∗〉 = 〈(A− γ f )(x),x− x∗〉 � 0, ∀x∗ ∈ F(T ).

So, by the uniqueness solution of the above variational inequality, we have x = x̃. �

LEMMA 2.9. ([4]) Suppose that F : H → H is κ -Lipschitzian and η -strongly
monotone over a closed convex set C �= /0 . Then, VIP(F, C) has its unique solution
u∗ ∈C.



146 H. LIU AND R. CHEN

LEMMA 2.10. Let H be a Hilbert space, C be a closed convex subset of H .
Let A be strongly positive bounded linear operator on C with coefficient γ >0 and
f :C →C be a contraction with the contractive constant α (0 < α < 1) such that 0 <

γ � γ
α . Then Â := A− γ f is (γ − γα)-strongly monotone and (L+ γα)-Lipschitzian

continuous, where L satisfying ||A(x)|| � Lx for all x ∈ H.

Proof. Take ∀x,y ∈C, using the property of A and Schwarz inequality, we have

〈Â(x)− Â(y),x− y〉 = 〈(A− γ f )x− (A− γ f )y,x− y〉
= 〈A(x− y),x− y〉− γ〈 f (x)− f (y),x− y〉
� γ‖x− y‖2− γ‖ f (x)− f (y)‖‖x− y‖
� γ‖x− y‖2− γα‖x− y‖2

� (γ− γα)‖x− y‖2,

which implies that Â is (γ− γα)-strongly monotone over C .

‖Â(x)− Â(y)‖ = ‖(A− γ f )x− (A− γ f )y‖
= ‖(Ax−Ay)− γ( f (x)− f (y))‖
� ‖Ax−Ay‖+ γ‖ f (x)− f (y)‖
� L‖x− y‖+ γα‖x− y‖
� (L+ γα)‖x− y‖,

which implies that Â is (L+ γα)-Lipschitz continuous over C . �

3. Main results

In this section, we prove our strong convergence theorem.

THEOREM 3.1. Let H be a Hilbert space, C a nonempty closed convex subset of
H such that C±C⊂C (C±C := {x±y,∀x,y∈C}) and T :C →H be a nonexpansive
mapping with a fixed point. Let A be strongly positive bounded linear operator on C
with coefficient γ >0 and f : C →C be a contraction with the contractive constant α
(0 <α < 1) such that 0 < γ � γ

α . Let Â := A−γ f and {xn} be the sequence generated
by (1.8). If the control sequence {αn} , {βn} ⊂ [0,1] satisfying:

(i) limn→∞αn = 0 , ∑∞
n=0αn = ∞;

(ii) 0 < k � βn � δ < 1, ∀n � 1 ;
(iii) ∑∞

n=1 |αn+1−αn| < ∞ and ∑∞
n=1 |βn+1−βn| < ∞ .

Then {xn} converge strongly to a fixed point p of T , which solves the variational
inequality (1.9).

Proof. Since αn → 0, we shall assume that αn � (1−β )‖A‖−1 and 1−αn(γ −
αγ) > 0.
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Observe that, if ‖u‖ = 1, then

〈((1−β )I−αnA)u,u〉 = (1−β )−αn〈Au,u〉 � (1−β −αn‖A‖) � 0.

By Lemma 2.3, we have

‖(1−β )I−αnA‖ � 1−β −αnγ.

We shall divide the proof into several steps.

Step 1. The sequence {xn} is bounded. Let p ∈ F(T ) , we have

‖yn− p‖ = ‖PK[βnxn +(1−βn)Txn]− p‖
� βn‖xn− p‖+(1−βn)‖Txn− p‖
� βn‖xn− p‖+(1−βn)‖xn− p‖
� ‖xn− p‖

It follows that

‖xn+1− p‖ = ‖αnγ f (xn)+βxn +((1−β )I−αnA)yn− p‖
= ‖αn(γ f (xn)−Ap)+β (xn− p)+ ((1−β )I−αnA)(yn − p)‖
� (1−β −αnγ)‖xn− p‖+β‖xn− p‖+αn‖γ f (xn)−Ap‖
� (1−αnγ)‖xn− p‖+αn‖γ f (xn)− γ f (p)‖+αn‖γ f (p)−Ap‖
� (1−αnγ)‖xn− p‖+αnγα‖xn− p‖+αn‖γ f (p)−Ap‖

� (1−αn(γ−αγ)‖xn− p‖+αn
(γ−αγ)
(γ−αγ)

‖γ f (p)−Ap‖

� max

{
‖x0− p‖, 1

(γ−αγ)
‖γ f (p)−Ap‖

}
So {xn} is bounded.

Step 2. ‖xn+1− xn‖→ 0 as n → ∞.

Set zn = xn+1−β xn
1−β , so

xn+1 = βxn +(1−β )zn (3.1)

‖zn+1− zn‖ =
1

1−β
‖xn+2−βxn+1− (xn+1−βxn)‖

=
1

1−β
‖αn+1γ f (xn+1)+βxn+1 +((1−β )I−αn+1A)yn+1

−βxn+1− (αnγ f (xn)+βxn +((1−β )I−αnA)yn −βxn)‖
=

1
1−β

‖γ(αn+1 f (xn+1)−αn f (xn))+ (1−β )(yn+1− yn)

−A(αn+1yn+1−αnyn)‖
= ‖ γ

1−β
(αn+1 f (xn+1)−αn f (xn))+ yn+1− yn

− 1
1−β

(αn+1Ayn+1−αnAyn)‖.

(3.2)
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Because {xn} is bounded, so { f (xn)},{ f (xn+1)},{Ayn},{Ayn+1},{Txn},{Txn+1}
are all bounded.

So, ∃ M1 > 0, max{ γ
1−β { f (xn), f (xn+1)}, 1

1−β {Ayn,Ayn+1} : n ∈ N} � M1.

So (3.2) can be reduced to

‖zn+1− zn‖ � ‖yn+1− yn‖+M1|αn+1−αn|. (3.3)

‖yn+1− yn‖ = ‖PK(βn+1xn+1 +(1−βn+1)Txn+1)−PK(βnxn +(1−βn)Txn)‖
� ‖βn+1xn+1 +(1−βn+1)Txn+1− (βnxn +(1−βn)Txn)‖
� ‖xn+1− xn‖+‖βn+1(xn+1 +Txn+1)−βn(xn +Txn)‖
� ‖xn+1− xn‖+M2|βn+1−βn|,

(3.4)

where M2 >0 is a constant, M2 := sup{‖xn+1 +Txn+1‖,‖xn +Txn‖ : n ∈ N}.
Substituting (3.4) into (3.3), we have

‖zn+1− zn‖ � ‖xn+1− xn‖+M1|αn+1 −αn|+M2|βn+1−βn|.
limsup

n→∞
(‖zn+1− zn‖−‖xn+1− xn‖) � lim

n→∞
(M1|αn+1 −αn|+M2|βn+1−βn|) → 0.

Therefore, by Lemma 2.4, we have limn→∞ ‖xn− zn‖ = 0.
Because xn+1 = βxn +(1−β )zn ,
So

lim
n→∞

‖xn+1− xn‖ = (1−β ) lim
n→∞

‖xn− zn‖ = 0. (3.5)

Step 3. We prove the following inequality holds

limsup
n→∞

〈γ f (q)−Aq,xn−q〉� 0.

Define a mapping Tnx := PK[βnx+(1−βn)Tx] for each x ∈ K .
Then Tn : K → K is nonexpansive. Indeed, by Lemma 2.1 (iii), we have for all

x,y ∈ K

‖Tnx−Tny‖2 = ‖PK[βnx+(1−βn)Tx]−PK[βny+(1−βn)Ty]‖2

� ‖βn(x− y)+ (1−βn)(Tx −Ty)‖2

� βn‖x− y‖2 +(1−βn)‖Tx −Ty‖2

−βn(1−βn)‖(I−T)x− (I−T )y‖2

� ‖x− y‖2.

which implies that Tn is nonexpansive. Therefore, (1.8) reduces to

xn+1 = αnγ f (xn)+βxn +((1−β )I−αnA)Tnxn. (3.6)

Combining (3.1) and (3.6), we have

xn+1 = αnγ f (xn)+βxn +((1−β )I−αnA)Tnxn

= βxn +(1−β )zn.



STRONG CONVERGENCE OF NONEXPANSIVE MAPPINGS 149

‖Tnxn− zn‖ = αn
1

1−β
‖ATnxn − γ f (xn)‖→ 0 as n → ∞. (3.7)

So, using (3.5) and (3.7) we have

‖xn−Tnxn‖ = ‖xn− zn− (Tnxn− zn)‖
� ‖xn− zn‖+‖Tnxn − zn‖→ 0, n → ∞

(3.8)

From the condition (ii) and (iii), we have βn → λ as n → ∞ , where λ ∈ [k,1) .
Define S : K →H by Sx = λx+(1−λ )Tx. Then, S is nonexpansivewith F(S)= F(T )
by Lemma 2.5. It follows from Lemma 2.7 that F(PKS) = F(S) = F(T ) . Notice that

‖PKSxn− xn‖ � ‖xn−Tnxn‖+‖Tnxn−PKSxn‖
� ‖xn−Tnxn‖+‖βnxn +(1−βn)Txn− (λxn +(1−λ )Txn)‖
� ‖xn−Tnxn‖+ |βn−λ |‖xn−Txn‖→ 0.

(3.9)

Now, we claim that
limsup

n→∞
〈Â(q),xn −q〉� 0, (3.10)

where q = limt→0 xt with xt being the fixed point of the contraction

x 
−→ tγ f (x)+βx+((1−β )I− tA)PKSx.

(Replace T with PKS in Lemma 2.8.)
Then xt solves the fixed point equation

xt = tγ f (xt )+βxt +((1−β )I− tA)PKSxt .

Thus we have

‖xt − xn‖ = ‖t(γ f (xt)−Axn)+β (xt − xn)+ ((1−β )I− tA)(PKSxt − xn)‖.
It follows from Lemma 2.1 that

‖xt − xn‖2 = ‖t(γ f (xt)−Axn)+β (xt − xn)+ ((1−β )I− tA)(PKSxt − xn)‖2

� ‖β (xt − xn)+ ((1−β )I− tA)(PKSxt − xn)‖2

+2t〈γ f (xt)−Axn,xt − xn〉
� (1−β − tγ)2‖PKSxt − xn‖2 +β 2‖xt − xn‖2

+2β (1−β− tγ)〈PKSxt − xn,xt − xn〉+2t〈γ f (xt)−Axn,xt − xn〉
� (1−β − tγ)2‖PKSxt −PKSxn +PKSxn− xn‖2 +β 2‖xt − xn‖2

+2β (1−β− tγ)〈PKSxt −PKSxn +PKSxn− xn,xt − xn〉
+2t〈γ f (xt)−Axn,xt − xn〉

� (1−β − tγ)2‖xt − xn‖2 +β 2‖xt − xn‖2

+2(1−β− tγ)2‖PKSxn− xn‖(‖PKSxn− xn‖+‖xt − xn‖)
+2β (1−β− tγ)‖xt − xn‖2 +2β (1−β− tγ)‖PKSxn− xn‖‖xt − xn‖

+2t〈γ f (xt)−Axt,xt − xn〉+2t〈Axt −Axn,xt − xn〉.
(3.11)
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Since A is strongly positive and bounded linear operator, we have

〈Axt −Axn,xt − xn〉 = 〈A(xt − xn),xt − xn〉 � γ‖xt − xn‖2. (3.12)

Put

fn(t) = 2(1−β − tγ)2‖PKSxn− xn‖(‖PKSxn− xn‖+‖xt − xn‖)
+2β (1−β− tγ)‖PKSxn− xn‖‖xt − xn‖

= ‖PKSxn− xn‖[2(1−β − tγ)2(‖PKSxn− xn‖+‖xt − xn‖)
+2β (1−β− tγ)‖xt − xn‖] → 0, as n → ∞.

(3.13)

Combing (3.11), (3.12) and (3.13), we have

2t〈Axt − γ f (xt),xt − xn〉 � (t2γ2 −2tγ)‖xt − xn‖2 + fn(t)
+2t〈Axt −Axn,xt − xn〉

� γt2〈Axt −Axn,xt − xn〉+ fn(t)

〈Axt − γ f (xt),xt − xn〉 � γt
2
〈Axt −Axn,xt − xn〉+ 1

t
fn(t).

(3.14)

Let n → ∞ in (3.14) and note that (3.13) yields

limsup
n→∞

〈Axt − γ f (xt),xt − xn〉 � t
2
M3, (3.15)

where M3 > 0 is a constant and γ〈Axt −Axn,xt −xn〉� M3 for all t ∈ (0,1) and n � 1.

Taking t → 0 from (3.15), we have

limsup
t→0

limsup
n→∞

〈Axt − γ f (xt),xt − xn〉 � 0. (3.16)

On the other hand, we have

〈γ f (q)−Aq,xn−q〉= 〈γ f (q)−Aq,xn−q〉− 〈γ f (q)−Aq,xn− xt〉
+ 〈γ f (q)−Aq,xn− xt〉− 〈γ f (q)−Axt,xn− xt〉
+ 〈γ f (q)−Axt,xn− xt〉− 〈γ f (xt)−Axt,xn− xt〉
+ 〈γ f (xt)−Axt,xn − xt〉.

It follows that

limsup
n→∞

〈γ f (q)−Aq,xn−q〉� ‖γ f (q)−Aq‖‖xt −q‖+‖A‖‖xt−q‖ lim
n→∞

‖xn− xt‖
+ γα‖xt −q‖ lim

n→∞
‖xn− xt‖

+ limsup
n→∞

〈Axt − γ f (xt),xt − xn〉.
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Therefore, from (3.16), we have

limsup
n→∞

〈γ f (q)−Aq,xn−q〉 = limsup
t→0

limsup
n→∞

〈γ f (q)−Aq,xn−q〉

� limsup
t→0

‖γ f (q)−Aq‖‖xt −q‖

+ limsup
t→0

‖A‖‖xt −q‖ lim
n→∞

‖xn− xt‖

+ limsup
t→0

γα‖xt −q‖ lim
n→∞

‖xn− xt‖

+ limsup
t→0

limsup
n→∞

〈Axt − γ f (xt),xt − xn〉

� 0.

Hence, (3.10) holds.
Finally, we prove xn → q , as n → ∞.
From Lemma (2.1), we have

‖xn+1−q‖2 = ‖αn(γ f (xn)−Aq)+β (xn−q)+ ((1−β )I−αnA)(yn −q)‖2

� ‖β (xn−q)+ ((1−β )I−αnA)(yn −q)‖2

+2αn〈γ f (xn)−Aq,xn+1−q〉
� (1−β −αnγ)2‖yn−q‖2 +β 2‖xn−q‖2

+2β (1−β−αnγ)〈yn −q,xn−q〉
+2αn〈γ f (xn)− γ f (q),xn+1−q〉+2αn〈γ f (q)−Aq,xn+1−q〉

� (1−β −αnγ)2‖xn−q‖2 +β 2‖xn−q‖2

+2β (1−β−αnγ)‖xn−q‖2

+αnγα(‖xn −q‖2 +‖xn+1−q‖2)+2αn〈γ f (q)−Aq,xn+1−q〉,

‖xn+1−q‖2 � 1−2αnγ+αnγα +α2γ2

1−αnγα
‖xn−q‖2

+
2αn

1−αnγα
〈γ f (q)−Aq,xn+1−q〉

� [1− 2αn(γ−αγ)
1−αnγα

]‖xn−q‖2

+
2αn(γ−αγ)
1−αnγα

[
1

γ−αγ
〈γ f (q)−Aq,xn+1−q〉+ αnγ2

2(γ−αγ)
M3],

where M3 > 0 is an appropriate constant such that M3 � supn�1{‖xn−q‖2} . Put jn =
2αn(γ−αγ)
1−αnγα and tn = 1

γ−αγ 〈γ f (q)−Aq,xn+1−q〉+ αnγ2

2(γ−αγ)M3 .

That is,
‖xn+1−q‖2 � (1− jn)‖xn−q‖2 + jntn. (3.18)

It follows from condition (i) and (3.10) that limn→∞ jn = 0, ∑∞
n=1 jn = ∞ and
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limsupn→∞ tn � 0. Apply Lemma2. 2 to (3.18) to conclude xn → q , as n → ∞. This
completes the proof. �

Compared with Theorem 4.1 [3] which present an algorithm using a conjugate
gradient direction(this method is defined by combining the ideas of the hybrid steepest
descent method and the conjugate gradient method), we removed the condition (iv) that
about the coefficient αn , and the prove is different.

REMARK. Taking γ = 1 and A = I , the identity mapping, in Theorem 3.1, we
have the following results immediately.

COROLLARY 3.2. Let H be a Hilbert space, C a nonempty closed convex subset
of H such that C±C ⊂ C and T : C → H be a nonexpansive mapping with a fixed
point. Let f : C →C be a contraction with the contractive constant (0 < α < 1) . Let
{xn} be a sequence generated by (1.8). If the control sequence {αn} , {βn} ⊂ [0,1]
satisfying:

(i) limn→∞αn = 0 , ∑∞
n=0αn = ∞;

(ii) k � βn � δ < 1 , ∀n � 1 ;
(iii) ∑∞

n=1 |αn+1−αn| < ∞ and ∑∞
n=1 |βn+1−βn| < ∞.

Then {xn} converges strongly to a fixed point p of T , which solves the following
solution of the variational inequality

〈( f (q)−q, p−q〉� 0, ∀p ∈ F(T ).
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