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ON SLATER’S INTEGRAL INEQUALITY

M. ADIL KHAN AND J. PECARIC

Abstract. In this paper we give a generalization of results given by Pecari¢ and Adil (2010). We
use a log-convexity criterion and establish improvements and reverses of Slater’s and related
inequalities.

1. Introduction

In paper [10] M. L. Slater has proved an interesting companion inequality to
Jensen’s inequality. Here we cite his result.

THEOREM 1. Let (Q,A, 1) be a measure space with 0 < (Q) < o and let ¢ :
(a,b) — R be increasing convex function defined on open interval (a,b). If f:Q —

(a,b) is such that ¢(f), 9’ (f) and ¢/, (f)f areall in L'(u), then

BE Jo fO(/)du
u@w@¢gm“<¢<ﬁmuﬁmi)

holds whenever [o @' (f)du > 0. In the case when @ is strictly convex, we have equal-
ity in (1) if and only if f is constant almost everywhere on Q.

ey

Here ¢/ denotes the right derivative of ¢ and similarly ¢" denotes the left deriva-
tive of ¢ . The inequality in (1) remains valid if any occurrence of ¢/, (x) is replaced by
any value from the interval [¢’ (x), ¢’ (x)]. In [7] PeCari¢ noted that (1) remains true if
we drop the assumption about monotonicity of ¢, provided that

Jo @ (f)fdu
Jo @4 (f)du
In [8] the interested reader can find the multidimensional case of Slater’s inequality.

For different types of converses of Jensen’s inequality see [5]. The following converse
of Jensen’s inequality is the the integral analogue of theorem given in [4].

/Q oL (f)du #0, € (a,b).
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THEOREM 2. Let (Q,A, ) be a measure space with 0 < i(Q) < co and let ¢ :
(a,b) — R be differentiable convex function defined on interval (a,b). If f:Q — (a,b)

is such that f,0(f),¢'(f) and ¢'(f)f are all in L' (u), and if

— 1 _ 1
fszgfdu, g=m/g¢(f)dy.

Then the inequalities

IS , _
0<g—¢(f)<m/9¢(f)(f—f)du @

hold. In the case when ¢ is strictly convex, we have equalities in (2) if and only if f is
constant almost everywhere on Q.

The following inequality is due to M. Mati¢ and J. Pecari¢ in [6] which implies
inequalities (1) and (2).

THEOREM 3. Let (Q,A, ) be a measure space with 0 < i(Q) < co and let ¢ :
(a,b) — R be differentiable convex function defined on interval (a,b). If f:Q — (a,b)
is such that ¢(f),¢’(f) and ¢'(f)f are in L' (), then for any d € (a,b) one has

_ 1 ,
B0 oy | =9 (na, 3)

where g = m Jo 0 (f)du. Also, when ¢ is strictly convex we have equality in (3) if
and only if f =d almost everywhere on Q.

REMARK 1. Let ¢, f and f be stated as in Theorem 2, [, ¢'(f)du # 0 and let

? = % € (a,b). If we put d = f in (3) we immediately obtain Slater’s inequal-

ity (1). On the other hand, if we put d = f in (3) we immediately obtain (2).

The following refinement of (2) is also valid (see [6]).

THEOREM 4. Let (Q,A, ) be a measure space with 0 < U(Q) < o and let ¢ :
(a,b) — R be a differentiable, strictly convex function on interval (a,b). If f:Q —

(a,b) is such that f,¢(f),¢'(f) and ¢'(f)f are all in L'(u), and if f,g are defined

as in Theorem 2, then there is exactly one d € (a,b) such that

13 _; /
0@ = gy [0 )an

holds, and |
§<¢(d)+m/g¢ (f)(f —D)du, 4
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0<z—0(F)< /¢ A —Ddu—o(F) < ﬁ/gzd(f)(f—?)du-
®)

The third inequality in (5) is strict unless f =d.

This paper is organized in the following manner: in section 2 we prove mean
value theorems and introduce generalized Cauchy type means. We give some important
applications of these generalized Cauchy type means i.e monotonicity of these means.
In section 3 we use a log-convexity criterion and obtain improvements and reverses of
Slater’s and related inequalities. At the end of the paper we give some determinantal
inequalities.

2. Preliminary results

THEOREM 5. Let (Q,A, i) be ameasure space with 0 < u(Q) < oo, ¢ € C*([a,b]).

If f:Q— [a,b] is such that f, %, 0(f),¢'(f) and ¢'(f)f are all in L' (u), d € [a,b]
with f #d a.e. on Q and g = .U-(IQ) (f)du. Then there exists & € |a,b] such that

o(d)+ 1)/gz(f—d)q)'(f)du—?:w/ﬁ(f—d)zdu. ©

n(L 2
Proof. The proof is analogous to the proof of Theorem 2.1 in [1].

COROLLARY 1. Let (Q,A, 1) be a measure space with 0 < u(Q) <oo. Let ¢,f,g
be defined as in Theorem 5 and f = fQ fdu with f # f a.e. on Q. Then there

exists & € [a,b] such that

- 1 N\ 7 — q)//(é) —\2
00)+ gy U D0 (D=5 [ (= Taw. @

Proof. By setting d = f in Theorem 5, we get (7).

THEOREM 6. Let (Q,A,u) be a measure space with 0 < u(Q) < oo, ¢,y €
C(a,b]). If f:Q — [a,b] is such that f,f>,0(f),0'(),0"(F)f-w(f),w'(f) and
’(f)f are all in L'(u) and d € [a,b] with f # d ae. on Q. Then there exists
& € la,b] such that

way Jalf =)' (f)du — gy Ja 9(f)du
wa Jo(f =)W (f)du — gy fa w(f)du’

provided that the denominators are non zero.

Proof. The proof is analogous to the proof of Theorem 2.3 in [1].
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COROLLARY 2. Let (Q,A,u) be a measure space with 0 < u(Q) < co. Let
O, v, f be defined as in Theorem 6 and f = fodu with f # f a.e. on Q. Then

there exists & € [a,b] such that
0"(&) 0N+ Jolf =D () — ggy Jo @ (f)du

= — , 9
V'E) WO+ kol DV DR — by Ja WK )

provided that the denominators are non zero.
Proof. By setting d = f in Theorem 6, we get (9).

COROLLARY 3. Let (Q,A, 1) be a measure space with 0 < u(Q) < eo. Let f:
Q — [a,b] be such that f' € L'(u) for t € R and d € [a,b] with f #d a.e. on Q.
Then for u,v € R\{0,1}, u # v, there exists & € [a,b], where [a,b] is positive closed
interval, such that

”(”—1>[dv+mfg( - ) fldp— foVd ]’

provided that the denominator is non zero.

Proof. To get (10), substitute ¢(x) =x* and y(x) =x", x € [a,b], in (8).

COROLLARY 4. Let (Q,A,u) be a measure space w1th 0<u(Q) <eo. Ler f:
Q — [a,b] be such that f' € L'(u), fort €R and f = e )fgfd,u with f # f a.e.
on Q. Then for u,v € R~{0,1}, u # v, there exists & € [a,b], where [a,D] is positive
closed interval, such that

v(y — s L u—1 U
pv_ (v—1) f“+ ~ N du = gy Jo S dul an
u(u—1)[f" fg( Afr~tdu— foVd K

provided that the denominator is non zero.

Proof. To get (11), substitute ¢ (x) =x* and y(x) =x", x € [a,b], in (9).
Now we are able to introduce generalized Cauchy means from (8) and (9). Namely,
suppose that % has inverse function, then from (8) and (9) we have

. <¢_")—1 ( 9(d) + gy Jo(f = )9 (F)db — gy Jo 0 (f)du ) .
W)\ @)+ iy ol — AV (N — gl Jov(Ndr )

. <¢_">—1 ( O(F) + ey Ja(f = )0 (f)d1t — zrgy Jo 9 (F)du ) .
v V() + miey Jolf =DV (Ndp — iy fow(f)du )
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REMARK 2. Since the function & — %7V with u # v is invertible, from (10) and
(11) we have

. u ., u u—1 %
B {v(v DI+ ooy folf — D) f* dt — iy fo /" d“}} <h a8
u(u—1)d"+ gy Jo(f —d)f*1dit — gy Jo fdu]

1

{ DIF + ey Jo(f =S du— fgf"dm}
< <b. (15)
u(u—"1)[f mfg(f—f) ol — oy Jo frdu)

We shall say that the expressions in the middle of (14) and (15) define a class of means.

To define Cauchy type means, the following family of convex functions will be
useful.

LEMMA 1. ([3]) Let us define the functions @, : (0,00) — R

X .
R t#0,1;

@ (x) =4 —logx, t=0; (16)
xlogx, t=1.

Then @'(x) =x'"2, that is @, is convex for x > 0.

DEFINITION 1. ([2]) A function ¢ : [a,b] — R is exponentially convex if it is
continuous and

n
2 ara ¢ (x; +x;) =0,
ki=1

forall n €N, q; € R and x; € [a,b], k=1,2,..,n such that x; +x; € [a,b],1 < k,I < n,
or equivalently

2 ara 9 ( xk+xl)>0~
k=1

COROLLARY 5. ([2]) If ¢ is exponentially convex function, then
n
det {(p(M)] >0
2 ki=1

forevery neN x; € [a,b], k=1,2,..,n

COROLLARY 6. ([2]) If ¢ : [a,b] — (0,°0) is exponentially convex function, then
¢ is a log-convex function that is

d(Ax+(1—A)y) <04 ()0 *(y), forall x,y € [a,b], A €[0,1].

We define Cauchy type means for the family of functions ¢; .
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THEOREM 7. Let (Q,A, 1) be a measure space with 0 < u(Q) <eo and f:Q —
R* be such that f',logf, flogf areallin € L'(u), t € R andlet d € RT with f #d
a.e. on Q. Consider Y, to be defined by

1 ) 1
1;:@@0+ﬁgglgf—dmwﬂdu—ﬁgﬁﬂﬁufwu. (17)

Then:
(i) for every n € N and for every s € R, k € {1,2,3,..,n}, the matrix [Ys+5 7 ,_,
Sk
is a positive semi-definite matrix,
(ii) the function t — Y, is exponentially convex,
(iii) the function t — Y, is log-convex.

Proof. (i) Asin[1] we can show that the function defined by

D=3 aaey, )

ki=1

where sy = %3 ,3,..,n}, x>0, is convex.

So by using u(x) in (3), we get

2 akalYSk[ 2 07 (18)
ki=1

hence the matrix [Ysk+sl Ji=1 is a positive semi-definite.

(if) Since lzmt_>oY, Yo and lim;_1Y; = Y, we conclude that Y; is continuous
for all r € R,x > 0 also by (i), [Ys+s]7,_, is positive semi-definite matrix, so using
Tzl
Definition 1, we have that exponentially convexity of the function t — Y;.
(iii) Since Y; >0 as f #d a.e. on Q and ¢ is strictly convex (see Theorem 3)
using Corollary 6 we obtain that Y, is log-convex.

COROLLARY 7. Let (Q,A,u) be a measure space with 0 < (Q) < e and let
f:Q— R be a non constant a.e. on Q with f'log f,flogf are all in L'(u), for
teRand f = fQ fdu. Consider Y; to be defined by

=0+ s [U=TalU / o(f (19)

1
uQ)
Then:

(i) forevery n € N and for every s € R, k€ {1,2,3,..,n}, the matrix [Y@}ZJZI
is a positive semi-definite matrix,

(ii) the function t — Y, is exponentially convex,

(iii) the function t — Y, is log-convex.
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Proof. To get the required results set d = f in Theorem 7.

Let (©,A, 1) be a measure space with 0 < u(Q) < eo. The integral power mean
is defined as follows:

1
(s fafidu)"s  for170:

M;(fim) =
exp <m fglog(f)d,u> , for +=0.

Let (Q,A, i) be ameasure space with 0 < u(Q) < e and f,d be defined as in Theorem
7 with f #d a.e. on Q. We give the following definition

Y\ v
Ouy = (Y—") for u,v € R such that u # v, (20)

where Y; is defined by (17). By Remark 2 these expressions define a class of means.
Moreover, we can extend these means to the other cases. Namely, for u # 0,1 by limit
we have

Ouu = eXp u(Q)d" logd+Hu—1) [ f*log fdpu+u(Q)ME (f3u)-d(u fo f*~ " log fdu+u(QM =] (f:))
(Q)d+(u—1)ME(f1) —duM"= ] (f110)]

_MZ(Z:})> ’ u#0717

_ 1(R) log? d—p (Q)M3 (log f344)+24(Q) logMy (f344) —2d Jo, f ' log fdp
Qoo =exp ( 2u(Q)[dlogd—log Mo (f)+1—dM | (f:u))] )
)

_ u(Q)dlog? d+2 fo flog fdu—du(Q) (M3 (log ;1) —2logMy (f34))
Q11 =exp ( 2 Q)d(logd—1)+1(Q)—dp (D) logMo (F:p)] 1) '

THEOREM 8. Lett,s,u,v € R suchthat t <u,s <v. Then the following inequality
is valid.

Ors < Quyy- 3y

Proof. The proof is analogous to the proof of Theorem 3.8 in [1].

Let (Q,A, ) be a measure space with 0 < () < e and f be as in Theorem 7
with f # f a.e. on Q. We give the following definition.

. T\ ™
Ouy = <~—") for u,v € R such that u # v, (22)

where Y; is defined by (19). By Remark 2 these expressions define a class of means.
We can extend these means to the other cases. Namely, for u # 0,1 by limit we have
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Ouu = exp Q)T logf+(u—1) Jo S log fdu-+1 (M (f:0)-T (u Jo /*~ " log fdp-+p(QMy | (f:14))
Q)L+ (u—1)MY(f )~ Fuby— | (f:0)]
2u-1
- u(Z,U) ) M#O,l,
A (@) log? F— u( )M3 (log £310) +244(L) log My (f31)—2F Jo f ' log fdu
QO’“‘”‘"( 20(Q) Flog F-logMo (7)+1-TM_] (f:0) 1)
Ql,l _ exp( w(Q)Flog? F+2 o flog fdu—Fu(Q) (M3 (log ;) —2log Mo (f314)) _ 1) )

2[u(Q)f(log f—1)+p(Q)f —Fr(Q) log Mo (f:11)]

THEOREM 9. Let t,s,u,v € R suchthat t <u,s <v. Then the following inequality
is valid.

Or 5 < Ouy- (23)

Proof. The proof is analogous to the proof of Theorem 3.8 in [1].

3. Improvement and reversion of Slater’s inequality

Let M;(f;u) be stated as above and define d; as

M} (fsu) .
/ ML (fim) 179,L;
d
g =Jefodn _Jy ey 2o (24)

Jo®/(f)du
Ftlo(logdu 4
I+logMo(fip) ’

The following improvement and reverse of Slater’s inequality is valid.
THEOREM 10. Let (Q,A,u) be a measure space with 0 < u(Q) < oo. Let f:

Q — RT be such that f',logf, flogf € L' (1) and d; € R*, t € R. Consider A, to
be defined by

— ¢ (d) — /@ (25)
Then:
(i) A > [H(sit)]57 [H(rn)]5

for —o < r<s<t<ooand —oo <t <r<s< oo,

7 (26)

t—r S—

(i) A < [H(s;2)] = [H(r;0)]s

’ 27)

1 . 1
where H(sit) = .(d:) + o ¢~ daitran- i@ | otnan. (28)
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Proof. (i) By substituting d = d; in (17) Y; becomes A;. So by using d =d; in
log-convexity criterion for Y; as in the proof of Theorem 3.10(i) [1] we get

(A" = (H(s;1) " (H(r;1))' ™", for —eo<r<s<t<oo, (29)

which is equivalent to (26).
Similarly we can prove (26) for the case —oo <t < r <5 < oo,
(i) Similar procedure can be applied here.

THEOREM 11. Let (Q,A,u) be a measure space with 0 < u(Q) < oo. Let f:
Q — R* be such that f',logf,flogf € L'(u) and d, € R*, t € R. Then for ev-
ery n € N and for every s € R, k € {1,2,3,..,n}, the matrices [H(%FL s;)]?,_,,

[H (@, %)]zlz | are positive semi-definite matrices. Particularly

Skt 8y

det[H( ) 751)]%,1:1 20, (30)
detfrr (2, 2T >, G1)

where H(s,t) is defined by (28).

Proof. By setting d = d;, and d = ds;+s, in Theorem 7 (i) we get the required
2
results.

REMARK 3. We note that H(¢,#) = F;. So by setting n =2 in (30) we have special
case of (26) for t = 51,58 = $2,r = % if s1 <sp and for t = s1,r =s5p,5 = % if
5o < s1. Similarly by setting n =2 in (31) we have special case of (27) for r = 51,5 =

sLt:% if s1 < s, and for r:sz,s:sht:% if 55 < s7.

Let M, (f;u) be stated as above and define d, as
di =M,y (f; ). (32)
The following improvement and reverse of inequality in (4) is also valid.

THEOREM 12. Let (Q,A, ) be a measure space with 0 < p(Q) <o and f:
Q — R* be such that f*,logf, flogf € L'(u) and d, € R*,t € R. Consider A, to be
defined by

- — 1 — 1
A=0@)+ g /Q (F =)0l )k~ s /Q o (f)du. (33)
Then: .~ vft
(i) A= [K(s:0)] = [K(rs0)]5= (34)

for —o <r<s<t<ooand —o <t <r<s<oo

(ii) A <[K(s:0)]5 [K(rin)]5 (35)

_ 1 — 1
where K(sit) = ,(d) + o | (r=a@)ol(f)du— ) | o(nan. (36)
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Proof. The proof is similar to the proof of Theorem 10 but use d, instead of d, .

THEOREM 13. Let (Q,A,11) be a measure space with 0 < p(Q) < o and f :
Q — R* be such that f',logf, flogf € L'(u), t € R and let d, € R*. Then for

every n € N and for every s, € R,k € {1,2,3,..,n}, the matrices [K(‘Y"ers’ SO Zps

[K(8E5 sty gre positive semi-definite matrices. Particularly

2 02 k=1
n
det[K(_Sk“l,slﬂ
2 ki=1

det [K<Sk+s’7sl+sz)] >0, (38)
2 2 ki=1

WV

0, (37

where K(s,t) is defined by (36).

Proof. By setting d = d,, and d = ds;+s, in Theorem 7 (i) we get the required
2

results.

REMARK 4. We note that K(¢,¢) = A,. So by setting n =2 in (37) and in (38)
we have special case of (34) and (35) respectively (see Remark 3).

REMARK 5. Theresults stated in [1] can be obtained from this paper if you choose
the discrete measure.
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