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A NOTE ON THE STRONG CONVERGENCE FOR
WEIGHTED SUMS OF p*-MIXING RANDOM VARIABLES

HA1wWU HUANG, HANG Z0OU, YANHONG FENG AND FENGXIANG FENG

(Communicated by X. Wang)

Abstract. In this work, the authors investigate the strong convergence for weighted sums of p* -
mixing random variables and obtain an improved convergence theorem so called the complete
moment convergence in some sense. The result archived not only generalizes the corresponding
ones of Sung (Stat. Papers 52: 447-454 (2011)), Zhou et al. (J. Inequal. Appl. 2011, Article ID
157816 (2011)), Sung (Stat. Papers 54: 773-781 (2013)) and Wu et al. (Lith. Math. J. 54 (2):
220-228 (2014)), but also improves them, respectively.

1. Introduction

Sung [1] proved the following strong law of large numbers for weighted sums of
identically distributed negatively associated random variables.

THEOREM A. Let {X,X,,n > 1} be a sequence of identically distributed nega-
tively associated random variables, and let {a,;,1 <i<n,n> 1} be an array of real
constants satisfying

> lani|* =0 (n), (1.1
i=1

for some 0 < a0 < 2. Set by 1/"‘(logn)l/y for some vy > 0. Furthermore, suppose
that EX =0 for 1 <o < 2. If

E|X|% < oo, for o>y,
E|X|*log(1+|X]|) < oo, for o =1, (1.2)
E|X|Y < oo, for a<y.
Then
o 1
Y —P | max Zam | >eb, | <o foralle>0. (1.3)
“n \i<i<n |[&

Recently, Zhou et al. [2] partially extended Theorem A for negatively associated
random variable to p*-mixing random variables and obtained the following theorem.
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THEOREM B. Let {X,X,,n > 1} be a sequence of identically distributed p*-
mixing random variables, and let {a,;,1 <i<n,n> 1} be an array of real constants

satisfying
Y [au™ T = 0(n), (1.4)

i=1

Sfor some 0 < o0 <2 and y >0 with o # y. Set b, = nl/“(logn)l/y Assume further
that EX =0 for 1 < oo < 2. If (1.2) is satisfied for the cases 0. > 7y and o <y, then
(1.3) holds.

Zhou et al. [2] left an open problem whether the case a=Y of Theorem A holds
for p*-mixing random variables. Sung [3] solved the open problem and obtained the
following result.

THEOREM C. Let {X,X,,n > 1} be a sequence of identically distributed p*-
mixing random variables, and let {ay;,1 <i<n,n> 1} be an array of real constants
satisfying (1.4) for a =y with some 0 < o0 <2. Set b, = nl/“(logn)l/a. Assume
Surther that EX =0 for 1 < o < 2. If (1.2) is satisfied for the case o =, then (1.3)
holds.

Sung [3] also presented an open problem whether the case o < ¥ of Theorem A
holds for p*-mixing random variables. Wu et al. [4] settled out this open problem.

It is interesting and meaningful to find the optimal moment conditions for (1.3).
For the case o < ¥, the moment condition E|X|" < e is optimal. Namely, if (1.3)
satisfies for all array {ay;, | <i<n,n> 1} satisfying (1.1), then the moment condition
E|X|" < o can be obtained easily. It is not known whether the moment conditions for
the cases o > y are optimal. But for the case ¢ > 7, Li et al. [5] improved the moment
condition from E|X|* < e to E|X|*/(log (1+ [X[))%/7"! < .

Inspired by the results of Wu et al. [6], in this paper, we shall further study the
strong convergence properties for weighted sums of p*-mixing random variables with-
out assumption of identical distribution, and obtain an improved convergence theorem
so called the complete moment convergence in some sense. The theorem archived not
only generalizes the corresponding ones of the above listed, but also improves them
under the same conditions, respectively.

In the following, some definitions will be restated for easy reference.

DEFINITION 1.1. Let {X,,n > 1} be a sequence of random variables defined on
a probability space (Q,.%#,P). Forany S C N={1,2,---}, define #s =0 (X;,i € S).
Given two o -algebra A and B in .%, put

IEXY — EXEY| }
A,B) = sup i Xelr(A),Yely(B) ;. 1.5
piam) = | VK €)Y L) (4
Define the p*-mixing coefficients by
p* (n) =sup{p (Fs,Fr) : finite subsets S,7 C N with dist(S,T) > n}, (1.6)

where dist(S,T) = inf{|s—¢|;s € S,s € T}. Then the sequence {X,,n > 1} is called
p*-mixing if there exists n € N such that p*(n) < 1. Obviously, 0 < p*(n+1) <

p*(n) <p*(0)=1.
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Since the concept of p*-mixing random variables was firstly introduced by Bradley
[71, many applications have been established. For more details, one can refer to [2-5],
[7-16] among others.

DEFINITION 1.2. A sequence {X,,n > 1} of random variables is said to converge
completely to a constant A if for all € >0,

N P(|Xya— 24| >¢€) <
n=1

This notion was firstly introduced by Hsu and Robbins [17].

DEFINITION 1.3. Let {X,,,n 1} be a sequence of random variables, and a, >0,
b, >0,g>0.Ifforall € >

Z anE (b, ' X, —€)7 <o,

then {X,,n > 1} is called to converge in the sense of complete moment convergence.
The concept of the complete moment convergence was introduced by Chow [18]. It
is well known that the complete moment convergence can imply the complete conver-
gence. Thus, the complete moment convergence is stronger than the complete conver-
gence.

The definition of stochastic domination below will play an important role through-
out this article.

DEFINITION 1.4. A sequence {X,,n > 1} of random variables is said to be stochas-
tically dominated by a random variable X if there exists a positive constant C such that
P(|Xa] 2 x) <CP(|X]| > x),
forall x >0 and n >
Throughout thls paper, let I (A) be the indicator function of the set A. The symbols

C, Cy, G, --- denote positive constants, which may be different in various places, a, =
O (b,) stands for a, < Ch,, forall n> 1. Set logx = Inmax (x,e) and x™ = xI (x > 0).

2. Main results and proofs

To prove the main results of this paper, we need the following lemmas.

LEMMA 2.1. (Utev and Peligrad [8]) Let {X,,n > 1} be a sequence of p*-mixing
random variables with EX,, = 0 and E|X,|’ < oo for some p >2 and all n > 1. Then
there exists a positive constant C = C (p,n,p* (n)) depending only on p, n and p* (n)

such that
p " " p/2
X; ) <C| Y EXP+ <2EX,?> . 2.1)
i=1 i=1

2

.2/'1

E | max
1<j<n |5

In particular, if p =2,

J

>

i=1

n
<CY EX}. (2.2)
i=1

E | max
I<j<n
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LEMMA 2.2. Let {X,,n > 1} be a sequence of randomvariables which is stochas-
tically dominated by a random variable X . For all o >0 and b > 0, the following two
statements hold:

E[X,|*I(|Xs| <b) < C1 (E[X|*1(|X| < b)+b"P(|X| > b)), (2.3)
E|X,|%1(|Xa| > b) < GE|X|*I(|X| > b), (2.4)
where Cy and C, are different positive constants. Consequently, E|X,|* < CE|X|*.

LEMMA 2.3. (Wuetal. [4]) Ler {ani,i > 1,n > 1} be an array of real constants

satisfying (1.1) for some o >0, and X be a random variable. Let b, = nl/o‘(logn)l/y
Sfor some y> 0. Then

CE|X|%, for a >y,
i i E|anX|%I(|anX| > b,) < { CE|X|*log(1+|X]|), for o=y, (2.5
Shaas CE|X|, for a<y.
LEMMA 2.4. (Wuetal. [4]) Ler {an;,i > 1,n > 1} be an array of real constants

satisfying (1.1) for some o >0, and X be a random variable. Let b, = nl/"‘(logn)l/y
for some y> 0. If g > max{o,V}, then

CE|X|%, for o>,
Z—qZE\amxu(\amm b,) <} CE|X|*log(1+|X|), for a=7v, (2.6)
n=1 n =1

CE|X]Y, for a<y.

Now, we state and prove the main results of this paper.

THEOREM 2.1. Let {X,,n > 1} be a sequence of p*-mixing random variables
which is stochastically dominated by a random variable X , and let {an;,1 <i<n,n> 1}
be an array of real constants satisfying (1.1) for some 0 < a2 <2. Set b, = nl/“(logn)l/y
for some v > 0. Furthermore, assume that EX, =0 for 1 < o < 2. If (1.2) holds,
then

o
— 8) <o forall e > 0. 2.7
+

Proof of Theorem 2.1. For all € > 0, noting that

o
Zaml_ )
+

1

Z (b_lrgfli(n -1
P L max Za X;| —e >tV | dr
b < < : nl l

max

(bn 1<j<n

Z - max Zam-Xi
=1 b 1<j<n -1

HMS

:l'—‘

Il
HMS

Zam i

:l'—‘

Il
||Ms

> s+t1/°‘> dt

>£+t1/°‘> dt
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|
Z— (max Zam >£b>
nzln 1<j<n =1
1/a
3L (s S| )
=N ENA (2.8)

To prove (2.7), it suffices to prove I < o= and J < co. By the above corresponding
results of Zhou et al. [2], Sung [3] and Wu et al. [4], we can obtain that / < . Here
omit the details.

Without loss of generality, assume that a,; >

>0 (otherwise, we will use a; and a,,;
instead of a,;, and note that a,; = a

a,;). Forany t > 1 and all n > 1, deﬁne
Yni - aniXiI (|aniXi| X ntl/a> 7i 2 1;

A=

-

(Yni - aniXi)a
1

B :A = U (Ym' 75 am-X,-) = U (\am-X,-\ > bnll/a>.
i=1

i=1

1

14
It is easy t0 check that for all € >0,

max >b,,t C | max
1<j<n = 1<j<n |

J

Zam i Z ni
=1

> bt/ )

which implies that
P(m S
> bt/ “) +P (
j
< (m 2t~ 1)

+2P (\am-X,-| > bntl/a>.
i=1

> bt/ ) U (91 (lanixil > bn,l/a)) :

< P | max Y.
X <1<j<n 2 ni

i=1

Tc-

(\am-Xi\ > b,,t““))

)

> byt'/% — max
1<j<n

J
D EYyi
i=1

(2.9)
Firstly, we will show that
§>;1> T 1<j<n EEYnl —0  asn— oo. (2.10)
For 0 < o < 1, it follows from (2.3) of Lemma 2.2, the Markov inequality and
(1.2) that
sup —— ZE Y,

i>1 b [l/al<1<n = Csup 1/ E‘EY""

— Csu ElayXil I lanX; 1/“)
,>pb 1/062 |aniXi <| niXi| <
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1 1/a
< Csup EE\amX\I(\amX\ but )

+Csup ZP (\am-X\ > bntl/o‘>

t>1i1

< Csup —— Za E|X\"‘1<\amx| bntl/“)

=1 ba

+Csup b Ea E|X|O‘I(\an,X\ >b t”"‘)
=1
< C(logn)*"‘/VE|X\°‘ — 0 asn— oo, (2.11)

For 1 < a <2, it follows from EX,, =0, (2.4) of Lemma 2.2, the ¢, inequality
and (1.2) again that
J

D EYyi

= sup —— EE |laniX;|1 (\an,X\ > bntl/o‘>
-1

1
SUp ———— max
P >1 b tl/a 1</\n =

i>1 bpt!/® 1< j<n

1
< Csup ——— ZE |aniX |1 (\an,X| > bntl/o‘>
r>1 bt

< Csup — bO‘ Za E\X\O‘I(|an,X\ > bntl/o‘>
=1

< C(logn)~ “/YE\X\“ —0  asn— oo, (2.12)
By (2.11) and (2. 12) we can obtain (2.10) immediately. Hence, for n large enough,

bnll/a
max > b, Y/ < P | max >
I<j<n |45 1<j<n 2

Zanl l
+ip <\am-X,-\ > bntl/a>.

i=1

J

Y (Yui — EYyi)

i=1

holds uniformly forall # > 1.
To prove J < oo, it suffices to show that

neyl / max (Y- EY,) LA P 2.13)
_n ‘n 1252 = " 2 ’ '
oo N
n/ ZP |amX|>bt1/°‘>dt<oo (2.14)
n=1

For J,, by some standard computation, it follows from Lemma 2.3 and (1.2) that

Jr < CZ Z/ ZP(|am-X\ > bntl/a>dt
i/m (|aniX|* > bSt) dt
n&

1 n
e Y ElanX|*I(|anX| > by) < (2.15)

ni:

,i
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From the Markov inequality (for g > max {2, %”}) and (2.1) of Lemma 2.1, it
J
2 Ym - EYm
1

follows that
q
dt
= 1n/ birale <\é £ )

© 1 - 1 " ) y q/2
cy — / — [ Y Ela,x; 1( X < byt 0‘) dt
2opr )y are | & FlawXil T JaniXi

| o 1 2
i _ Y|4 X < 1/06)
+Cn§1 nbz / tq/a izzlE‘amX1| 1 <|Clle| NS bnt dt

1
2 iy (2.16)

For J3,by 0 < o <2 and ¢ > max{2,2y/a }, it follows from (2.3) of Lemma
2.2 that

Czan/ ,q/a< ElanX| 1(\amx\ bzl/a)
n=1 i—=1

i=1

q/2
+b21% P (\am-X| > bntl/“>> ) dt

o /o
/(M E\an,X\I(|an,X\ but )

ntj=1

q/2
+E|anX|*1 (|am-X\ > bntl/o‘)) ) dt

q/2
<C n/ f1/2<ba2(E|amX )) dt
n=1

n j=1
<CY n ! (logn) %/ (E|x|%) 9 < o, (2.17)
n=2
For Jy4, it follows from (2.3) of Lemma 2.2 again that
il Y S G
g —q 7 ni a ( ni g n 1/06)
I cElan/1 " 2E|a X191 (|anX | < bt/ ) di
S oo N
2 / ZP |aniX| >bnt1/“>dt
= R N .Y |4 . <
Cn; i /1 tq/aizzlmamm I(|anX| < by)dt

0 1 oo 1 n
I i Y |4 . /o
3 /1 7@ 2 ElanX ' (b < lanX| < bt/
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+CZ‘IZ/1 gPOamX\ >bnt1/°‘>dt

L Js+Jo+Jq. (2.18)

For Js, by ¢ >2 > o and Lemma 2.4, it follows that J5 < . Here omit the
details.

For J7, by the proof of J, < oo, i.e. (2.15), we can easily obtain J;7 < co.

For Js,by ¢ > 2> o, Lemma 2.3 and (1.2), it follows that

S e 1 1
Jo = cn; n—bz/1 %;E\amx\ql (b < lanX| < bt/ d

1 e eml

1
— _ElawX | (bn < |anX| < bntl/“> di
1q/o

1
> Y ElaX |l (by < |aX| < bu(m-+ 1))

l S &
=CY =72 > X m VE|auX|l <bn51/a < JaniX | < ba(s+ 1)1/a>

a1 b (= S

- | = -
= CZ — 2 2E|am-X\qI (bnsl/a <lanX| < by(s+ l)l/a) 2 m4/
w1 tbn (= (5 m=s
oo 1 n oo
<C 7 > ElauX|'1 (bnsl/a < |aniX| < bu(s+ 1)”"‘) si=la/o)
o L e |
oo 1 n oo
<cy — ElanX|1 (bnsl/“ < JanX]| gbn(s+1)1/“)
o L
= 1 =
<Ccy, —a N ElawX|*I (|anX| > by) < oo (2.19)
n=1 n j=1

The proof of Theorem 2.1 is completed. [J

REMARK 2.1. Under the conditions of Theorem 2.1, noting that
j “

2 aniXi| — €

i=1 "

—£>t1/°‘> dt

1 1
= z " (b_nlg?gn

n=1 n

- 1 [~ 1
= 2—/ P| — max
—inJo by 1<j<n

J
Y aniX;

i=1

oo l e l j
>CZ—/ P | — max anXi| > e+1"% |ar
a1t Jo byi<j<n |5
oo 1 J
>CY —P|( max |Y a.Xi| > 2¢eb, for all € > 0. (2.20)
nm1t o \ISisn |5

Since € > 0 is arbitrary, hence by (2.20), we can easily know that the complete
moment convergence implies the complete convergence. Compared with the results of
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Zhou et al. [2], Sung [3] and Wu et al. [4], it is worth pointing out that our main result
is much stronger under the same moment conditions. So, Theorem 2.1 is an extension
and improvement of the corresponding ones of Zhou et al. [2], Sung [3] and Wu et al.

[4].

REMARK 2.2. As Sung [3] and Wu et al. [4] pointed out that the essential tool
of the proof of Theorem 2.1 is the Rosenthal-type inequality for maximum partial
sums of p*-mixing random variables. For negatively associated random variable, the
Rosenthal-type inequality for maximum partial sums also holds (see [19]). Hence, The-
orem 2.1 also holds for negatively associated random variables.

REMARK 2.3. To our knowledge, Li et al. [5] investigated the complete conver-
gence for weighted sums of identically distributed p*-mixing random variables for the

case a > y> 0. Under the almost optimal moment condition E[X|%/(log (1+|X \))O‘/ -t
< oo, they obtained (1.3) for a sequence of identically distributed p*-mixing random
variables and an array {an;, 1 <i<n,n> 1} ofreal constants satisfying (1.1) for some
0 < a < 2. Itis still an open question whether (2.7) for the case o > ¥ also holds for
weighted sums of p*-mixing random variables under the moment condition E|X|*/

(log (14 X)) < co.
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