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SHERMAN’S OPERATOR INEQUALITY

SLAVICA IVELIC BRADANOVIC, JADRANKA MICIC AND JOSIP PECARIC

(Communicated by M. Niezgoda)

Abstract. In this paper we deal with Sherman’s inequality and its complementary inequalities
for operator convex functions, whose arguments are the bounded self-adjoint operators from
C* -algebra on a Hilbert space and positive linear mappings between C*-algebras. We introduce
the so called Sherman’s operator and study its properties. Applying an extended idea of convex-
ity to operator functions of several variables, we obtain multidimensional Sherman’s operator
inequality. We define multidimensional Sherman’s operator and study its properties. At the end,
we observe applications to some operator inequalities related to connections, solidarities, and
multidimensional weighted geometric mean.

1. Introduction

Let A() be C*-algebra of all bounded linear operators defined on a complex
Hilbert space 7 with the identity operator 1. For self-adjoint operators A,B €
PB(A) the order relation A < B means that (A&, &) < (BE,&) (& € 7). In particular,
if 0 <A, then A is called positive. If a positive operator A is invertible, then we say
that it is strictly positive and write 0 < A. Let %,(7¢) be the set of all bounded
self-adjoint operators on 7% and its positive cone B (H’) (resp. BT (H#)) of all
positive operators (resp. all positive invertible operators).

A real valued continuous function f defined on an interval J is said to be operator
convex if

f(AA+(1—2)B) < Af(A)+(1-2)f(B)

for all A € [0,1] and every self-adjoint operators A,B € %B;,(7) whose spectra are
contained in J. A function f is called operator concave if —f is operator convex.

A linear map @ : B(°) — () is said to be positive (resp. strictly positive) if
®(A) > 0 (resp. D(A) > 0) whenever A is positive (resp. strictly positive). It is unital
if @ preserves the identity operator. It can be easily seen that a positive linear map @
is strictly positive if and only if ®(1 ) > 0.

It is known that if @ : B(°) — F() is a unital positive linear mapping and f
is an operator convex function on an interval J, then

f(@(X)) < O(f(X)) (LD
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for every self-adjoint operator X with the spectrum in J. Inequality (1.1) is known as
the Choi-Davis-Jensen inequality, see [9, Theorem 1.20]. Additionally, if J containing
0 and f(0) =0, then (1.1) holds for every positive linear mapping @ : Z(H°) —
PB(H) with 0 < O(1 ) < 14, see [15, Proposition 2.1].

Now let us remind ourselves of Sherman’s inequality and some definitions regard-
ing it.

For two vectors X = (x1,X2,---,%n), ¥ = (V1,Y2,---,yn) € R", let xp) = ... = X
and y) = ... >y, be the entries of x and y, respectively, arranged in decreasing
order. We say that x majorizes y, in symbol, y < x if

k k
Ey[i]gz/x[i] fOI'k:l,Z,...,n—l and ixi:iyi'
i=1 i=1 i=1 i=1

An n x [ real matrix S = (s;;) € M,;;(R) is said to be column stochastic (resp. row
stochastic) if s;; > 0 for i=1,2,...,n, j=1,2,...,] and all column sums (resp. row
sums) of S are equal to 1, i.e., X7 s;; =1 for j=1,2,...,1 (resp. le:ls,-j =1 for
i=1,2,...,n).

An n x n real matrix S = (s;;) € M,,(R) is said to be doubly stochastic if it is
column stochastic and row stochastic.

It is known that for x, y € R"

y<x ifandonlyif y=xS (1.2)

for some doubly stochastic n x n matrix S, see e.g. [20].

Moreover, the next result plays a very important role in the majorization theory,
see [10]. If f:J — R is areal convex function defined on an interval J C R, then for
X = (.Xl,xz, .. ,xn), y= ()’1,)’2, ... ,yn) eJ"

y <x implies if(y,-) <D flxi). (1.3)

i=1

IM-

The inequality in (1.3) is known as the majorization inequality.
Next, S. Sherman [25] considered the concept of weighted majorization

(a,y) < (b,x) (1.4)

between vectors X = (x1,x2,...,%) € J', y = (y1,¥2,...,yx) € J* with nonnegative
weights a = (aj,ay,...,q;) € [0,%)!, b= (by,by,...,b,) € [0,0)". The concept of
weighted majorization is defined by assuming the existence of a row stochastic matrix
S= (Sij) e M, (R) such that

y=xST and a=»bS, (1.5)

i.e.

1 n
}’i:zxjsij (z:l,Z,,n) and ajZEbiSij (,]:17277l)
j=1 i=1
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Sherman proved that under condition (1.5) the inequality

n [
S bif(yi) < X aif(x)) (1.6)
i=1 j=1

holds for every convex function f :J — R. If f is a concave function, then the reverse
inequality is valid in (1.6).

Sherman’s inequality (1.5) contains as special cases classical Jensen’s inequality
and the majorization inequality, see [14].

Some generalizations of Sherman’s inequality were recently obtained (see [1], [2],
[3], [11]-[14], [16], [20]-[23]).

In this paper we deal with Sherman’s operator inequality and its complementary
inequalities with applications. We deal with Sherman’s inequality whose real argu-
ments are substituted with the bounded self-adjoint operators acting on a Hilbert space.
We give extensions of Sherman’s inequality (1.6) to self-adjoint operators and positive
linear maps. We also get upper bounds for obtained inequalities, so-called converse
inequalities. As easy consequences of obtained results we get Jensen’s operator in-
equality (2.1) and the majorization operator inequalities as well as their conversions.
We introduce the so called Sherman’s operator and study its properties. Applying an
extended idea of convexity to operator functions of several variables, we obtain multidi-
mensional Sherman’s operator inequality which reduces to multidimensional Jensen’s
and the majorization operator inequalities. Moreover, we define multidimensional Sher-
man’s operator and study its properties. In the end, we discuss applications to some op-
erator inequalities related to connections, solidarities and multidimensional weighted
geometric mean.

2. Sherman’s operator inequality

First of all, we recall a version of Choi-Davis-Jensen inequality (1.1) for multiple
operators and mappings, which is known as Jensen’s operator inequality.

THEOREM A. Let (X1,X2,...,X,) be an n-tuple of self-adjoint operators in
By () with spectra in an interval J, (®1,Dy,...,D,) be an n-tuple of positive lin-
ear mappings ®©; : B(H) — B(A), i=1,2,...,n, and (a1,az,...,ay) € [0,00)" be
a vector of non-negative numbers. If f € € (J) is an operator convex function and one
of the following conditions is true:

n
(A1) ®= Y a;®; is a unital mapping,
i=1

=

n
(A2) a; =1, J containing 0, f(0)=0and 0 < ®;(10) <1y (i=1,2,...,n),
=1

1

n n
(A3) Y a;=1, J containing 0, f(0)=0and 0 < Y ®;(11) <1y,
] i=1

i i
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then
f(Za,-@i(Xi)) < ai®i(f(X;)). (2.1)
i=1 i=1

If f is operator concave, then the reverse inequality is valid in (2.1).

Theorem A follows from [9], [7] and [15]. We present the proof to interested
readers.

Proof. We will prove only the operator convex case.

(A1) Since a; >0, then W¥; = a;,®; is a positive linear mapping and P> V(1) =

i=1
1. So, using the Jensen type operator inequality (see [7, Theorem 8.9]):

f(i‘ﬂ(xi)) < i%(f(xl-» (2.2)
i=1 i=1

we obtain (2.1).
(A2) We obtain (2) again, if we apply (1.1) to a positive linear mapping ®; such
that 0 < ®;(1,¢) < 1, then we obtain

f(ia@i(Xi)) < iaif(q)i(xi)) <Y ai®i(f(X)),
i=1 i=1 i

which gives the desired inequality (2.1).
n
(A3) Since 0 < Y ®;(l,0) < 14 implies 0 < @;(l0) < 1y, i=1,2,...,n, for
i=1
positive mappings, then applying Theorem A with condition (A;) gives us (2.1). O

Now, we give a general version of Sherman’s operator inequality.

THEOREM 2.1. Let (X1,X5,...,X;) be an l-tuple of self-adjoint operators in
By () with spectrain J, (O, D,,...,D;) be an [-tuple of positive linear mappings
Q;: B(AH)— B(X), j=1,2,...,1, and (a1,as,...,a) € [0,), (b1,by...,by) €
[0,00)" be vectors, S = (sij) € M;(R) be a matrix with non negative entries such that
a=>bS.

If f € €(J) is an operator convex function and one of the following conditions is
true:

!
(i) Wi= X s;;®@; is a unital mapping, i =1,2,...,n,
j=1

(ii) S is row stochastic, 0 € J, f(0)=0and 0 < ®;(1,0) <1y, j=1,2,...,1,

!
(iif) S is row stochastic, 0 € J, f(0) =0 and 0 < ‘21 D(1p)<ly,
j=
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then
n I 1
Dhif | 2 si®i(X)) | < X a;j®; (X)) (2.3)
i=1 j=1 j=1
If f is operator concave, then the reverse inequality is valid in (2.3).

Proof. We will prove only the operator convex case. Applying Theorem A and
since a =bS we have

n 1 n 1

Y b,-f<2 sijd>,f(Xj>> < Y b (2 5ij D (f(Xj))>
i=1 j=1 =1 \Jj=1

1 n 1

= Z( biszy') D, (f(X;)) = X, a;®; (f(X;)). O
j=1\i=1 j=1

REMARK 2.2. a) As special cases of (A}) in Theorem A we obtain that (2.1) is
validif Y, a; =1, ®; is unital mapping (i =1,2,...,n) is true. It follows that (2.3) is
i=1
valid if S is row stochastic, ®; is unital (j=1,2,...,1).
b) Setting n =1 and b = (1) in Theorem 2.1 we get Theorem A, i.e. Sherman’s
operator inequality (2.3) reduces to Jensen’s operator inequality (2.1). Moreover, set-
ting a= (1,1,...,1) the inequality (2.3) reduces to the form of (2.2). Also, setting

®@;(A) = A in (2.3) we get Jensen’s operator inequality f (¥} biX;) < Xi_; bif (Xi)..

Let X = (X1,X2,...,X;) be an [-tuple and Y = (Y1,Y»,...,Y,) be an n-tuple of
self-adjoint operators in %, (), and a= (ay,as,...,q;) € [0,)!, b= (by,bs,...,b,)
€ [0,)" be nonnegative weights. Inspired by (1.2) and (1.4), we introduce the follow-
ing two symbols:

— We will use a symbol Y <, X if n=1[and Y=X8§,ie. V= i siiX; (i=
1,2,...,n) for some doubly stochastic n x n matrix S = (s;;) € MZ(IR)

— We will use a symbol (a,Y) <. (b,X) if Y =XS" and a=bS, ie. ¥; =
é 5iiXj (i=1,2,...,n) and aj = i bisij (j=1,2,...,1) for some row stochas-
iizclmatrix S =(sij) € My(R). -

By applying Theorem 2.1 on the identity mappings we get the operator version of
Sherman’s inequality and the weighted majorization operator inequality.

COROLLARY 2.3. Let X = (X1,Xa,...,X;) be an [-tuple and Y = (Y1,Y>,...,Yy)
be an n-tuple of self-adjoint operators in By, () with spectrain J, a= (ay,az,...,q;)
€ [0,0)!, b= (by1,b2,...,by) € [0,%0)" be vectors and S = (s;j) € My(R) be a row
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stochastic matrix such that (a,Y) <o (b,X). If f € €(J) is an operator convex func-
tion, then

n l
20 (1) < Y aif(X;). (24)
j=1

i=1

Specially, if  =n and S = (sij) € Mu,(R) is a doubly stochastic matrix, then the
weighted multidimensional majorization inequality holds, so that

n

Y <. X implies Y aif (V) < Y aif (Xi). (2.5)
i=1 i=1
If f is operator concave, then the reverse inequality is valid in (2.4) and (2.5).

Proof. By applying Theorem 2.1 on the identity mappings, i.e. ®;(A) = A, for
all A€ B(H), j=1,2,...,1, we obtain (2.4). Next, setting n =1 in (2.4) and all
weights a; and b; are equal and nonnegative, the condition a = bS assures stochastic-
ity on columns of S, so in that case we deal with a doubly stochastic matrix and (2.5)
holds. [

Setting I =n, b= (1,1,...,1) and if S = (s;;) € M,,(R) is doubly stochastic, we
obtain that a = (1,1,...,1). By applying Theorem 2.1 we get the following versions
of the majorization operator inequality with mappings.

COROLLARY 2.4. Let X = (X1,X3,...,X,), and Y = (Y1, Y»,...,Y,) be n-tuples
of self-adjoint operators in By,(H) with spectrain J, (®,®,,...,D,) be an n-tuple
of positive linear mappings ®; : B(H) — B(X'), j=1,2,...,n, ®(X) = (P (X)),
Dy (X3),...,Pu(Xn)) and S = (sij) € M (R) be a doubly stochastic matrix such that
Y <. ®(X).

If f € €(J) is an operator convex function and one of the following conditions is
true:

n
(@) Wi= X sij®; is a unital mapping, i =1,2,....n,
j=1

(b) 0€J, f(0)=0and 0 < X ®j(l) <1y,
Jj=

then

2 f)< ﬁﬂbi (F(X)). (2.6)

If f is operator concave, then the reverse inequalities are valid in (2.6).



SHERMAN’S OPERATOR INEQUALITY 681
3. Inequalities complementary to Sherman’s operator inequality

We now give a general version of complementary to Sherman’s operator inequality
(2.3).

THEOREM 3.1. Let X;, ®;, a, b, S be as in Theorem 2.1 and J = [m,M], m <
M. Let my = 11212 {m;}, My = 1n<1;1<x {M;}, where m; and M;, m; < M;, are the bounds
<isn <isn

!
of the self-adjoint operator Y; = ¥, 5;j®;(X;) (i=1,2,...,n). Let f € €(Im,M)),
j=1
g€ € ([my,My)), F:UxV —R be bounded, where f([m,M]) CU, g([my,My]) CV
and the condition (i) in Theorem 2.1 is true.

If f is convex and F is operator monotone in the first variable, then

F

1 n 1
Y a0, <f<x,->>,2big(zs,-,-q>,-<x,->)
=1 i=1 =1

< max F| () 5= 00 ) blhg bl 1 G

my <t<My M—m M

M— _
< g, | (G 0n) 2= 700 ) bl ()b 1

where || - ||| denotes 1| norm.

If f is concave, then the reverse inequality is valid in (3.1) with min instead of
max.

Proof. We only prove the convex case. Since m®;(1,7) < @;(X;) < M®P;(1)

l l
and zsijq)j(l.}f)zl.)i/ (i:1,2,...,n),then ml < zsijq)j(xj)ngjff- Fur-
J=1 j=1

!
thermore myl » < ¥ s;j®;(X;) < Myl , so [my,My] C [m,M].
j=1

By using convexity of f and functional calculus, we obtain

j;aﬂ’j (f(X;))
3o (M@.,»u;;)_ GO PG (D f(M))
_ il (211’) (Mq’j(lﬁl “0,05) . 20— mP(Lr) f(M>>
) ibi (le - Jélsuq’j(Xj)f(m) . jﬁls,-j@j(x,») - mle(M)>

i=1 M—m M—m



682 S. IVELIC BRADANOVIC, J. MICIC AND J. PECARIC

Using operator monotonicity of u +— F(u,v) and boundedness of F, it follows that
[ n l

FI S a0 (100). 3 e 3 55
Lj=1 i=1 j=1

[
_ M]J/— Zs,,d)J(XJ) ZS,J ( ) ml)g/

L =1
<F sz(

J
Li=1 M~

ii big (il 5ij®@j (Xj))

n M — _ n
<, max F ;bl (M_,;f(m) + At,l_r:;f(M)) ,g{big(t)] Ly
M— _
= max F <M_:nf(m)+ — f<M>) ||b||17g<t>b1] Ly
M— _
< mrg&xMF[(M_;ﬂmH o f(M)) Ibll15 () ||b||1] Ly. O

3.1. Difference type complementary inequalities

In this subsection we consider the difference type complementary to the inequality
(2.3).

For convenience, we introduce some abbreviations. Let f: [m,M] = R, m <M,
be a convex or a concave function. We denote a linear function through (m, f(m)) and

(M, £(M)) by 5% ie.

M —t t—m
h
Sonw (1) = mf(m)‘f'M_mf(M)» reR
and the slope and the intercept by ks and [, respectively, i.e.
M) — M — M
g = L0 =) M) mf ),
' M—m ' M—m

Putting F(u,v) =u— o, o € R, in Theorem 3.1 we obtain the following corol-
lary.

COROLLARY 3.2. Let X;, ®;, a, b, S, m,M, my,My and g be as in Theo-
rem 3.1 and the condition (i) in Theorem 2.1 be true.
If f € €([m,M]) is convex, then

Ead) Och,g(Zs,, )—i— max {kst+1r—og(t)}||blli1y.

my <t<My
3.2)



SHERMAN’S OPERATOR INEQUALITY 683

If f is concave, then the reverse inequality is valid in (3.1) with min instead of
max.

REMARK 3.3. Now we give a way of determining the bound

Coi= Jmax {kpt+1;—ag(t)}

<t<My

placed in Corollary 3.2 (see [19, Corollary 3.2]). Let f be convex.
If g is concave, then

Ca=max {fil% (my) — oglmy), filh (My) — rg(My) } .

y <t<My
But, if ag is convex, then

f[fL’OM]( y)—og(my) if ag' (1) > ks foreveryt € (my,My),

Cy = f[crr}:(;\/[]( ) (Xg(to) if ch’, (t()) < kf OCng(lo) for some 7y € (my,My),
f[‘rfj;w] (My)—ag(My) if ag.(t) < ks forevery t € (my,My).

(3.3)

Putting g = f and oo = 1 in Corollary 3.2 we obtain the following result.

COROLLARY 3.4. Let X;, ®;, a, b, S, m,M and my,My be as in Theorem 3.1
and let the condition (i) in Theorem 2.1 be true.
If f € €([m,M)) is convex, then

1 n
Y a;j®; (f(X;) < X bif (2su )+C||b||11,g, (3.4)
j=1 i=1
where the value of the constant C *== max {kft +1— f(1) } determined as in (3.3)

my <t<My

with g = f, i.e.
fionon (my) = fmy) if f'(1) > ks for every 1€ (my,My),
C =1 fimsn(t0)—f(to)  if f.(to) <kp< f(to) for someto€ (my,My), (3.5)
fionon (My)—f(My) if fL(t) < ks forevery 1€ (my,My).

If f is concave, then the reverse inequality is valid in (3.4) with constant ¢ =

gnn {kft +1—f(1) } can be determined as in the right side in (3.5) with reverse
my <t<

mequalzty signs.

REMARK 3.5. If f is a strictly convex differentiable function on [my,My], then

!
Eajq)j (f(X;
j=1

1M=

bif (2511 ) (kft0+lf f(ZO))Hlel}f/7
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where tg = my if f’(my) > kg, to =My if f/(My) < ky and 1y Zfl_1 (kf) if f/(my) <
kf gf/(My)

Now, applying Corollary 3.4 on the identity mappings, we obtain complementary
to the inequalities (2.4) and (2.5).

COROLLARY 3.6. Let X = (X1,X2,...,X;) bean l-tuple and Y = (Y1,Ya,...,Yy)
be an n-tuple of self-adjoint operators in By(H) with spectra of X; in [m,M], m <M
and m; and M;, m; < M; are the bounds of Y;, a = (aj,az,...,q;) € [0,00)1, b =
(b1,ba,...,by) €[0,00)" be vectors and S = (s;;) € M (R) be a row stochastic matrix
such that (a,Y) <o (b,X). If f € € ([m,M]) is convex, then

1 n
> aif(X;)) Z Y;)+C|blli L, (3.6)
j=1 i=1

where the constant C is defined by (3.5) with my = min {m;} and My = max {M;}.
1<i<n 1<i<n

Specially, if  =n and S = (sij) € Mu,(R) is a doubly stochastic matrix, then the
weighted multidimensional majorization inequality holds, so that

Y <. X implies Y aif(Xi) Za,f )+Cllalli 1. (3.7)
i=1

If f is concave, the reverse inequality is valid in (3.6) and (3.7), with constant
c:= IIllIl {kft—f—lf () } can be determined as in the right side in (3.5) with

my <t<M,
reverse lnequallty Slgns

Finally, setting [ =n, b=a = (1,1,...,1) in Corollary 3.4, we obtain comple-
mentary to the inequality (2.6).

COROLLARY 3.7. Let X = (X1,X5,...,X,) and Y = (Y1,Ya,...,Y,) be n-tuples
of self-adjoint operators in By(H) with spectra of X; in [m,M|, m <M and m; and
M;, m; < M; are the bounds of Y;. Let (®1,®,,...,®D,) be an n-tuple of positive
linear mappings ®; : B(H) — B(H), ®(X) = (P1(X1),P2(X2),...,Pu(X,)) and
S = (sij) € M;,(R) be a doubly stochastic matrix such that Y <. ®(X).

If f € €(J) is convex and one of the conditions (a) or (b) in Corollary 2.4 is true,
then

> (F(0) < X () +n-Cly (3.8)

where the constant C is defined by (3.5) with my = 11312 {m;} and My = max {M;}.
<isn <isn

If f is concave, then the reverse inequalities are valid in (3.8), with constant

= l h
c YrgltlgM {kft—|— [t } can be determined as in the right side in (3.5) with

reverse inequality signs.
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3.2. Ratio type complementary inequalities
In this subsection we consider the ratio type complementary to the inequality (2.3).
COROLLARY 3.8. Let X;, ®;, a, b, S, m,M and my,My be as in Theorem 3.1

and let the condition (i) in Theorem 2.1 be true.
If f € €([m,M)) is convex and g € € ([my,My)) is strictly positive, then

l k l n l
X i@ (/X)) <, max, { ’Z(;f } Zbig<zsijq)j(xj))~ (3.9)
j= SIsMy

i=1 j=1

If f is concave, then the reverse inequality is valid in (3.9) with min instead of
max.

Proof. We only prove the cases when f is convex. We choose o such that
B =0 in Corollary 3.2, where f := max {kpt+1y—ag(r)}. Then kst +1;—
my <t

og(t) < B =0 for all t € [my,My]. Since g > 0 it follows o > ’;(J;)f for all 7 €

[my,My], so o> max {kfﬂrlf } Because a function 7 +— kst + 1y — 0ig (¢) is con-
y<i<my L 80)

tinuous on [my,My], then there is exactly one point #y € [my,My] which achieves

the global maximum: kgto+ Iy — 0tg (t9) = 0. It follows that o = ki t(ot;r)lf So a =

kjt-‘rlf
max {g([) } O

y <t<My
REMARK 3.9. Now we give a way of determining the bound K := max { kf;(;lf :
my tsMy
placed in Corollary 3.8 (see [19, Corollary 4.3]). Let f be convex.
If g is concave, then
K — x| F00). St (1)
glmy) 7 g(My)

But, if g is convex, then
feho (my) krg
[;(erly) if g (1) > kftil; for every ¢ € (my,My),
feho (1) . k

K= [g"’(‘ﬁ)) ifg’ (19) < kff;(ﬁi < gi(to) forsome 1 € (my,My), (3.10)

S (My) k
% ifg’, (1) < kjftﬁil; for every t € (my,My).

Putting ¢ = f in Corollary 3.8 we obtain the following result.

j
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COROLLARY 3.10. Let X;, ®;, a, b, S, m,M and my,My be as in Theorem 3.1.
Let f € €([m,M)]) be strictly positive on [my,My| and let the condition (i) in Theo-
rem 2.1 be true. If f is convex, then

1 n 1
> aj®; (f(X))) <biif<zsijq)j(xj)>7 (3.11)
j=1 i=1 j=1
where the value of the constant K '= max {%} determined as in (3.10) with
my <t<My
g=1,le
B M
i r ) > Y. for every e (my. My),
- ff,’,’” (to) k£t
K= [;2?0) iff (1) < L8 < fl(t0) forsome to€ (my My),  (12)
fz‘lm

[m, krf(
i) < (U for every r€ (my. My).

But, if f is concave, then the reverse inequality is valid in (3.11) with constant

k:= min {kf rHy } can be determined as in the right side in (3.12) with reverse
my<t<my )

inequality signs.

REMARK 3.11. Let X;, ®;, a, b, S, m,M and my,My be as in Theorem 3.1.
Let f: [m,M] — R be a continuous function and f(m),f(M) > 0. If f is strictly
positive and strictly convex twice differentiable on [my,My], then

1 n 1
Zlaj@j (f(X)) < % Zb,-f<2s,-jd>j(x,»)>,
=

i=1 j=1

where 7y € (my,My) is defined as the unique solution of k¢ f(¢) = (kst +15) f'(t) pro-
vided (kgmy +1¢)f'(my)/f(my) < ky < (keMy + 1) f'(My)/ f(My), otherwise 7 is
defined as my or My provided ky < (kpmy +17)f (my)/f(my) or ky > (keMy +
lr)f' (My)/ f(My), respectively.

Now, applying Corollary 3.10 on the identity mappings, we obtain another com-
plementary to the inequalities (2.4) and (2.5).

COROLLARY 3.12. Let X = (X1,Xs,...,X;) bean l-tupleand Y = (Y1,Y,....Y,)
be an n-tuple of self-adjoint operators in By,(F) with spectra of X; in [m,M], m <M

and m; and M;, m; < M; are the bounds of Y;, and my = 1mm {m;}, My = 1n<1a<x {M;}.
\l n

Let a = (aj,a,...,a;) € [0,0)', b= (by,bs,...,b,) € [0,00)" be vectors and S =
(sij) € My (R) be a row stochastic matrix such that (a,Y) <. (b,X).
If f € €([m,M)) is convex and strictly positive on [my,My], then

Zajf Z of (%), (3.13)
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where the constant K is defined by (3.12).
Specially, if = n and S = (sij) € Mu,(R) is a doubly stochastic matrix, then the
weighted multidimensional majorization inequality holds, so that

Y <. X  implies Ea,f 2 (). (3.14)

If f is concave, the reverse inequality is valid in (3.13) and (3.14) with constant

k:= min {kfﬂrlf} can be determined as in the right side in (3.12) with reverse
my<t<my L f(0)

inequality signs.

Finally, setting / =n, b=a = (1,1,...,1) in Corollary 3.4 we obtain comple-
mentary to the inequality (2.6).

COROLLARY 3.13. Let X = (X1,Xa,...,X,) and Y = (Y1,Y2,...,Y,) be n-tuples
of self-adjoint operators in %By(H) with spectra of X; in [m,M], m <M and m;
and M;, m; < M; are the bounds of Y;, and my = lrglgn{m,} My = 112?<Xn{Mi}' Let
(@, D2,...,D,) be an n-tuple of positive linear mappings ®; : B(AH) — B(KX),
D(X) = (P (X1), P2(X2),...,Py(Xn)) and S = (sij) € My (R) be a doubly stochastic
matrix such that Y <. ®(X).

If f € €(J) is convex and strictly positive on [my ,My| and if one of the conditions
(a) or (b) in Corollary 2.4 is true, then

> (F(X) <KX (%), G.15)

where the constant K is defined by is defined by (3.12).
If f is concave, then the reverse inequalities are valid in (3.15) with constant

k:= min {kfﬂrlf} can be determined as in the right side in (3.12) with reverse
my <t<My 0]

inequality signs.

4. Sherman’s operator and its properties

In this section we define Sherman’s operator, deduced from Sherman’s operator
inequality (2.4).

Let f € €(J) be an operator convex function and let .%,(J) denote the set of all
operator convex functions on interval J. Let %ﬂ () denote the convex set of bounded
self-adjoint operators on the Hilbert space .7¢ with spectra in J. The set of all n x|/
row stochastic matrices is denoted by S,;(R).

We define Sherman’s operator .7 : %, (J) x [ ] ()] x [0,00)" x Sy (R) — B ()
as

[l n n 1
Z X DS) = 3 Fbisi (X)) = L bif (2&7&), (“.1)
=1

j=li=1 i=1
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where X = (X17X2,...,Xl), b= (b17b2,...,bn) and S = (Sij).

Note that operator . is well-defined. Namely, positivity of operator .7 (f,X,b,S)
follows from Sherman’s operator inequality (2.4).

Now, we state and prove our first result that shows the properties of concavity and
monotonicity of Sherman’s operator.

THEOREM 4.1. Suppose . is an operator defined by (4.1). Then it satisfies the
following properties:

(i) ZL(f,X,b,-) is concave on Sy (R), that is

(ii) If b,c € [0,00)" with b > ¢ (i.e. bj > ¢;, i=1,2,...,n), then
S(f.X,b,S) = 7(f,X,¢,8) >0, (4.3)
ie. (f,X,-,S) is increasing on [0,0)".

But, if f € €(J) is operator concave, then — 5 (f,X,b,S) € B+ (), Z(f,X,b,
is convex on S, (R) and .7 (f,X,-,S) is decreasing on [0,)".

Proof. (i) We start with Sherman’s operator (4.1) equipped witha AS+ (1 —A4)T.
Clearly, . (f,X,b,AS+ (1 —A)T) can be rewritten in the following form:

Z(f.X,b,AS+ (1= A)T)

= ibl(lsiﬁ( M) f Ebf<2 (Asij+ (1 —l)tij)Xj>
—_ =1
n [l n
Z Suf Z Z’ tljf
—2bf<)t > siiXji+(1=2 i ) (4.4)

i=1 j= j=1

On the other hand, operator convexity of the function f and non-negativity of weights
provide inequality

be<7LESUX+ Et,, )
n 1
</12bif<2s,-ij>+(1—/l)2bif<2tinj>. 4.5)
i=1 = i=1 =

Now, considering (4.4) and (4.5), we get operator concave property (4.2), due to defi-
nition (4.1).
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(ii) First, we note that . (f,X,-,S) is linear, that is
Z(f,X,ab+pe,S) = a7 (f,X,b,S)+.7(f,X,¢,S) (4.6)

forevery o, € R.

If b = ¢, then relation (4.3) holds trivially. If b > ¢, then b € [0,)" can be
represented as a sum b = (b —c¢) +c¢, where b—¢,c € [0,)". So, from linear property
(4.6) and positive property .7 (f,X,-,S) > 0 we get

<Sﬂ(JC7)(7l)7S> (f,X,(b—C)+C,S)

7
= f(f,X,b—c,S)—!—f(f,X,c,S)
=2 7 (f.X,¢,8) 20,

and consequently (4.3) holds. O

The concavity and monotonicity properties of Sherman’s operator are very im-
portant properties, considering the numerous applications that will follow from them.
First, regarding the monotonicity property (4.3), we give the consequence of Theo-
rem 4.1, which includes the lower and upper bound for Sherman’s operator, which are
expressed in terms of an associated non-weighted Jensen’s operator.

THEOREM 4.2. Suppose . is an operator defined by (4.1). Then

0< mm {b Sl/} (X1, (/D) < Z(f,X,b,S)

l<j<l

< 1H<1?<Xn{b sij b L (X 1, (1/ D), “.7)
1</<l

where . (f,X,1,,(1/1)) is a non-weighted Sherman’s operator

[ n !
(X L, (1/ D :22 —l2f<%zxj>:n'f/(f,X),
mlimt i=1

and 7 y(f,X) is a non-weighted Jensen’s operator
1 1 1
=2 /) -1 72X ) (4.8)
J=1 J=1

Proof.
e First let us prove that

11212 {bl} y(fvxalnas) < Y(f,X,b,S) < IIBa<X {bl} y(fvxalms) (49)

holds, where 1, = (1,1,...,1) is a constant ordered n-tuple, that is . (f,X,1,,S) =
[l n n [

> Ysiif(Xp) -2 f( h) Sinj>~

j=li=1 i=1 j=1
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We compare an ordered n-tuple b = (by,by,...,b,) € [0,00)" with constant or-
dered n-tuples b, = (1‘2@"{1’"}’ o llgllgn{bl}) and byax = (1‘2%{]"'}’ o 12?31{b"}) )

Clearly, bpax = b > by, - Using the monotonicity property (4.3) of .7 (f,X,-,S) yields
a series of inequalities:

cy(faxabminys><<5ﬂ(f7x7b7s) <<5”(f,X,bmax,S).

Finally, considering . ( f, X, bmin,S) = IIEEI {bi} 7 (f,X.1,,S) and .77 (f,X,bmax,S) =
max {bi} 7 (f,X,1,,S) we get the serie\s Sf inequalities in (4.9).
<ign

e Next, let us prove that

! ! ! !
mz-<,2 f(X;) —U‘(% ) X./)) < X sijf (X)) —f<,2 5in1‘>
j=1 Jj=1 j=1 Jj=1

l l (4.10)
Mi<z FX)) —lf(% b )@))
j=1 j=1
holds for every i = 1,2,...,n, where m; = 1mm {si;} and M; = ln<1a§l {sij}.
!
Since I-m;+ Y, (s;j —m;) =1, we have
j=1
!
f(Z S,JX,) =fl1 m,( 2X>—|— Y (sij—mi) X
= Z
!
< m,f(} > X,) + X (sij—mi) f(X)) (by Jensen’s operator inequality)
= j=1

which gives the LHS inequality in (4.10).
Also, since M; >0 (i=1,2,...,n) and ﬁzé':l (% — S’T’> + ﬁ =1, we have

/ I oy I
f(%JZIXj) =f<ﬁ,-jzl (Azi - —>X + 17 (wa&))

! -~ !
< ML, '21 (% — S’T’> f(X;)+ ﬁf( '21 s,-ij) (by Jensen’s operator inequality)
= =

~ 15 )~ ( s %)~ f(jilsz-jx,»))

which gives the RHS inequality in (4.10).

~l—
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e Finally we prove (4.7). Multiplying the series of inequalities in (4.10) with
b; > 0 and summing over i = 1,...,n, we get

n I 1 n 1 1
P> bi’"i(Z f(X;) —lf<% 2 X;)) < X b (2 sij f(X;) —f<Z Sinj>
i=1 Jj=1 Jj=1 i=1 Jj=1 Jj=1
n i i
< X biMi| Y f(X;) —lf<% 'lej>
= j=

ie.

where b = (b1m1 ,b2m27 . ,b,,m,,) , b= (b1M17b2M27 L. ,bnMn) and (l/l)nl € Snl(R)
is a row stochastic matrix with constant entries. By using the LHS and the RHS in-
equality in (4.9), we obtain

Juin {bim;} S (f, X1, (1/Dm) < 7 (£, X, 0, (1/ D), (4.12)
(vavbv(l/l)nl) < max {bimi} 7 (f, X1, (1/1)m)- (4.13)
Finally, we get (4.7) by combining (4.11), (4.12) and (4.13) and using
lrglgn{b m;} = mmizljz, {bisij}, max {bim;} = max%zlfgn {bisij},

(fvxalnv(l/l)nl):n./zﬂ/(fv ) D

REMARK 4.3. 1) Dragomir et al. in [4] investigated the properties of discrete
Jensen’s functional

l . .
Ji(f,x,p) pr x;) <7z”’;f(x’>>, (4.14)

where f:J C R — R is a convex function, X = (x1,x2,...,%) €J" and p= (p1,p2,...,p1)
is a positive /-tuple of real numbers with P =3!_, p;.

By setting n=1, by =P, s1; = % (j=1,2,...,1) in Sherman’s operator (4.1),
we obtain Jensen’s operator that corresponds to (4.14):

L.
A(fXp) = pr Pf(Z %f(xi)), (4.15)
i=1

where f € Z,(J) and X = (X1,Xa,...,X)) € [B] ().
Applying Theorem 4.1, we obtain that _¢#; has the properties of superadditivity
and monotonicity, since by putting A = % in (4.2) we obtain

J(fXp+q) = _Z1(f,X,p) + 7 (f,X,q).

Also, applying Theorem 4.2 we obtain the bounds of _#;, which are expressed in terms
of non-weighted Jensen’s operator (4.8):

0< min {p;} S (£ X) < AXp) < max {p} Su(£X).  (416)

<<l
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2) Setting I =2 and X; =D, X, = 81 4 in Jensen’s operator _#; defined by
(4.15), we obtain Jensen’s operator considered in [17, (14)]:

A2(f,D,6,p) = p1f(D)+p2(6)1r — (p1 +P2)f<m>

p1+p2

where p=(p1,p2), al jy <D< bl yp,a<d<band f € F(|a,b]). We remark that f
is not operator convex in this case, because _#>(f,D,0,p) we can obtain directly from
Jensen’s functional J>(f,x,p) defined by (4.14). We obtain that _#> has the properties
of superadditivity and monotonicity as immediately proven in [17, Theorem 1]. Also,
we obtained that

0 < min{Pl;P2} /JV(faDa(s) < /2(f7D76ap) g maX{PlaPZ} //V(f7D76)

holds where 7 4 (f,D,0) = f(D)+ f(8)1.» — 2-f<w> , see [17, Corollary 1].
The obtained results can be applied to operator means. E.g. we can get refinements
and conversions of numerous mean inequalities for Hilbert space operators, see [17, §4].

5. Multidimensional Sherman’s operator and applications

The main objective of this section is to obtain a unified treatment for the examples
of joint concave mappings. With that intention we are going to extend the concept of
Sherman’s operator to several variables.

5.1. Multidimensional Sherman’s operator inequality

Let k € N and .} be the Hilbert space (j = 1,2,...,k). Suppose A; € %,(#7)
(j=1,2,...,k) and let A = (A},A,,...,A;) denote a k-tuple of self-adjoint operators.
Let 2 C H’J‘-: | Bu(H;) be a convex set. Further, let F' be a mapping that every A € ¥
assigns the self-adjoint operator on a Hilbert space ./, that is, we suppose the function
F:9 — B, (") is well-defined.

With the above assumptions, we can establish the definition of operator convexity
in multiple variables. A function F : 9 — %),(#") is said to be operator convex in k
variables, if the operator inequality

F(AA+(1—24)B) < AF(A)+ (1—A)F(B) (5.1)

holds for all A,B € Z and A € [0, 1], with respect to operator order in .%#” . A function
F is called operator concave in k variables, if the reverse inequality holds in (5.1) for
all A\ B€ Z and A € [0,1].

Similarly as in the classical Jensen’s inequality, inequality (5.1) can be easily ex-
tended to multidimensional Jensen’s operator inequality (see [18, Proposition 1]) as
follows: If a = (aj,a2,...,a,) is an n-tuple of nonnegative real numbers, > a; =1,
and X; € 2 (i=1,2,...,n) then

F (ia&-) < iaiF(Xi) (52)
i=1 i=1
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holds for any operator convex function in k variables, F : 2 — %, (¢"). If F is an
operator concave function in k variables, then the reverse inequality is valid in (5.2).
Now we extend Sherman’s operator inequality (2.3) to multidimensional operator
inequality.
In the following, & denotes a convex set I C Hlj‘-=1 By (7).

PROPOSITION 5.1. Let (X1,Xs,...,X;) bean l-tuple and (Y1,Y>,...,Y,) bean
n-tuple of operators X; = (X;1,Xj2,...,.Xp) €2 (j=1,2,...1), Yi= (Yi1,Y,...,Yik)
€9 (i=1,2,...n), let a= (ay,ay,...,a;) € [0,%)!, b= (b1,ba,...,b,) € [0,50)" be
vectors and S = (s;j) € M/ (R) be a row stochastic matrix such that

l n
YiZESinj (i=1,2,...,n) and ajszisij (j=1,2,...,l).
=1 =1

1

IfF: 2 — B, (') is an operator convex function in k variables, then

n

1
ZbiF (Y,) g EajF(Xj). (53)
i=1 Jj=1

Especially, if | =n and S = (s;j) € M,;,(R) is a doubly stochastic matrix, then
the weighted multidimensional majorization inequality holds, so that

Y=Y s5i;X; (i=12,...,n)  implies Y aF (Yi) < Y aiF(X). (5.4)
j=1 i=1 i=1

If F is operator concave in k variables, then the reverse inequality is valid in (5.3)
and (5.4).

Proof. Since F is an operator convex function in k variables and S is row stochas-
tic, then

n

n l n 1
= J= 1= J=

i=1

=

! n !
= z{]( lbisij>F(Xj) = ;ajF(Xj)v

which gives (5.3).

Setting n = [ in (5.3) and all weights a; and b; are equal and nonnegative, the
condition a = bS assures stochasticity on columns of S, so in that case we deal with
doubly stochastic matrix. Then (5.4) holds. [

REMARK 5.2. a) Setting n=1 and b = (1) the multidimensional Sherman op-
erator inequality (5.3) reduces to the multidimensional Jensen operator inequality (5.1).



694 S. IVELIC BRADANOVIC, J. MICIC AND J. PECARIC

b) Setting a=(1,1,...,1) in the inequality (5.4), we get the multidimensional
majorization inequality in the form:

Yl‘Z Zs,-ij (i:l727...,n) 1mphes ZF ZF(X,)7
j=1 i=1

where S = (s;;) € M,,,(R) is a doubly stochastic matrix.
If F is operator concave in k variables, then the reverse inequality is valid in
previous inequalities.

5.2. Multidimensional Sherman’s operator

Now, we define multidimensional Sherman’s operator, deduced from multidimen-
sional Sherman’s operator inequality.

Let F : 9 — B),(") is an operator convex function in k variables and let % (2)
denote the set of all operator convex functions in k variables on 7.

Considering relation (5.3), we define multidimensional Sherman’s operator
<fﬂ,///(F,X,S,]Z)) : ﬁk(_@) X P X [O,w)n X Snl(R) — @h(%/) as

n 1

S 4(F.X,b,S) = Zst,, X;)— D biF | Y siX; ], (5.5)

j=li=1 i=1 j=1

where X = (X1,X,...,X;) is [-tuple of operators X; = (X;1,Xj2,....Xp) € Z (j =
1,2,...,[), b= (b],b27...,bn) and S = (Sij).

Note that operator ., is well-defined and positive. Positivity of operator

4 (F,X,b,S) follows from multidimensional Sherman’s operator inequality (5.3).
Now, we prove the properties of concavity and monotonicity of this operator.

THEOREM 5.3. Suppose that . 5 is an operator defined by (5.5). Then it satis-
fies the following properties:

(i) < 4(F,X,b,-) is concave on Sy (R), that is

(5.6)

(ii) If b,c €[0,00)" withb > ¢ (i.e. b; > ¢;, i=1,2,...,n), then
S 4 (F,X,b,S) > .7 4(FX,¢,S) >0, (5.7
ie. L 4(f,X,-,S) is increasing on [0,)".

But, if F is operator concave in k variables, then —% 4 (F,X,b,S) € B7 ("),
Sy (F,X,b,+) is convex on Sy (R) and .7 4 (F,X,-,S) is decreasing on [0,00)".
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Proof. We use the same technique as in the proof of Theorem 4.1. We omit the
details. [J

The concavity and monotonicity properties of multidimensional Sherman’s opera-
tor are very significant properties, considering the numerous applications that will fol-
low from them. As a first application of Theorem 5.3 we establish the lower and upper
bounds for multidimensional operator (5.5), which are expressed in terms of associated
non-weighted Jensen’s operator.

COROLLARY 5.4. Suppose that . y is an operator defined by (5.5). Then

O<n1r£11£{bs,,}j/1/FX < S (F.X,b,S) < ngax{bs,J}//FX
1= 1S

(5.8)
where ¢ y is a non-weighted Jensen’s operator defined by (4.8), i.e.

¥ (F,X) :i —1F<i;x,»>.

Jj=1 Jj=1

Proof. We use the same technique as in the proof of Theorem 4.2. We omit the
details. [J

REMARK 5.5. 1) Setting n=1, by =P, s51; = % (j=1,2,...,1)in (5.5), we
obtain Jensen’s operator considered in [18, (6)]:

1 1
I u(FX,p)= Zp, F(}—)Zp,x,), (5.9)
j=1

where p = (p1,p2,...,p1). By applying Theorem 5.3 and Corollary 5.4, we obtain
properties and bounds of operator ¢ , as in [18, Theorem 1, Corolary 1]. We omit
the details.

2) Let 9 C By(A) x By(H), F: D — By(H") be an operator function in
two variables. Putting X; = (4;,Bj) (j=1,2,...,1) in Sherman’s operator (5.5) we
obtain

[l n n l l
yi//,(F,A,KmS):ZZ isiiF Aj7Bj)—Zb,F(ZsijAj,Zsiij), (5.10)
j=li=1 i=1 j=1 j=1

where A = (Al,AQ,...,AZ), B= (Bl,BQ,...,Bl), b= (bl,bg,...,bn) € [0,00)" and
S = (sij) € Su(R). Also, Jensen’s operator _Z , (5.9) reduces to (see [18, (12]):

1 1 1
1 1
J.u(F,ABp) = piF(A;,B;) —P'F<p D A, 2 ZPJB/'>~
j=1 j=1 j=1
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a) Replacing the function F with connection ¢ : B () x BT (H) — BT (H)
in the operator (5.10) and using that every connection is positive homogeneous,
ie. o(AoB) = (aA)o(aB) forall a >0 and A,B € BT (A) (see [18]), then
we obtain the operator

i [
Zs(A,B,a) = Z /(AjOB;) <2a, )G(Zaij), (5.11)
j=1 j=1

since a =bS. So, applying Theorem 5.3 and Corollary 5.4, we obtain results as
in [18, §4.1]. Examples of solidarity are the weighted arithmetic mean AVB, the
weighted harmonic mean A!(B and the weighted geometric mean AfB (see [9]).
In these cases the connection operator (5.11) reduces to appropriate operators,
see [18, Remark 3].

b) Replacing the function F with the solidarity s : BT () x BTH(A) —
P () in the operator (5.10) and using that every solidarity is also positive
homogeneous, i.e. o(AsB) = (aA)s(aB) for all >0 and A,B € B+ ()
(see [6]), then we obtain the operator

[ [
Z(A,B,a) = Z (AjsB)) <2a, >s<2a,3j>. (5.12)
j=1 j=1

Applying Theorem 5.3 and Corollary 5.4, we obtain results as in [18, §4.2]. Ex-
amples of solidarity are the well-known relative operator entropy S(A|B) and the
Tsallis relative operator entropy T (A|B), see [8]. In these cases the solidarity
operator (5.12) reduces to appropriate operators, see [ 18, Remark 4].

5.3. Multidimensional weighted geometric mean

Fujii et.al. in [5] established the weighted geometric mean Gn,t], 0 <7 < 1, for
an n-tuple of positive invertible operators Aj,A,,...,A,. Let G[2, }( 1,Ay) = AﬁtAz
For n > 3, Gln,t] is defined inductively as follows: Define A A (i=1,2,--,n)

and

AV = Gln— 1AV, AT Y AT Al

inductively for r. Then, there exist the limit limr_mAEr) in the Thompson metric and it
does not depend on i (see [5]). Thus, the above mentioned weighted geometric mean is

defined as G[n,t](A1,Az,...,Ay) = hm,_mA( ") Such defined geometric mean is also
jointly concave, i.e.

G[n,t] (i 7L,-A,-> > iliG[n,l} (A,‘), (5.13)
i=1 i=1

where A; >0, Y A =1, and every A; = (A},As,...,A,) (i=1,2,...,n) is an or-
dered n-tuple of positive invertible operators on a Hilbert space.
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Now, we define a multidimensional geometric operator of Sherman type, deduced
from multidimensional Sherman’s operator (5.5)

L (X1, X2,..., X, b,S) :22 i5i;G (X,-)—zb,-G[n,t}<2s,-,X,),
j=li=1 i=1 j=1

(5.14)
where G[n,t] is a multidimensional weighted geometric mean, (X;,Xs,...,X,) is an
n-tuple of operators X; = (Xj1,Xj2,...,Xjn) € 2 C BT ()" (j=1,2,...,n), b=
(bl,b27... ,bn) S [O,Oo)n and S = (Sij) € Snn(R)

The operator (5.14) is a generalisation of the multidimensional geometric operator
of Jensen type considered in [18, §4.3]:

eing (X1, Xz, ..., Xp, p) ZP; n,t)( G[’%ﬂ(ZPij)
j=1

Since the weighted geometric mean is jointly concave, then similarly as in Corol-
lary 5.4, we obtain that the operator (5.14) can mutually be bounded by the simpler
operator of the same type. Such estimates can be regarded as both a refinement and
converse of inequality (5.13). This result is also a generalisation of the result given in
[18, Corollary 4].

COROLLARY 5.6. Suppose that ) is a geometric operator of Sherman type
defined by (5.14). Then

n- lrgllgn {bslj}y XlaX27 X )
1<j<n

gYG[,,J](Xl,XQ, Xn,b S) n- max {b s,,}j’ X17X2, X ),

1</<n

where . is non-weighted geometric operator:

T (X1 X, X)) = 2 Gln,1)(X;) — Gn,1] (2 X,-).

J=1
Proof. Follows from Corollary 5.4. [
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