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COMPOSITE CONVEX FUNCTIONS

MOHAMMAD SABABHEH, SHIGERU FURUICHI AND HAMID REZA MORADI

(Communicated by S. Abramovich)

Abstract. Convex functions have played a major role in the field of Mathematical inequalities.
In this paper, we introduce a new concept related to convexity, which proves better estimates
when the function is somehow more convex than another.

In particular, we define what we called g-composite convexity as a generalization of log-
convexity. Then we prove that g-composite convex functions have better estimates in certain
known inequalities like the Hermite-Hadamard inequality, super additivity of convex functions,
the Majorization inequality and some means inequalities.

Strongly related to this, we define the index of convexity as a measure of “how much the
function is convex”.

Applications including Hilbert space operators, matrices and entropies will be presented
in the end.

1. Introduction
A function f: [a,b] — R is said to be convex if

Fwixr +waxg) <wif(x) +waf(x2),

for all x1,x; € [a,b] and positive numbers wy,w, satisfying w; +w, = 1. This is gen-
eralized by the so called Jensen’s inequality in the form

f iwixi <iwif(x,-), neN, (1.1)
i=1 i=1

for x; € [a,b] and w; > 0 with X}, w; = 1.

Convex functions have received a considerable attention in the literature due to
their applications in many scientific fields, such as Mathematical inequalities, Mathe-
matical analysis and Mathematical physics.

It can be seen that all known properties of convex functions follow from (1.1).
Very recently, a new characterization of convex functions was given in [13], where
nonlinear upper bounds of convex functions were found. In this context, we recall that
the geometric meaning of a convex function is that the function is bounded above by its
linear secants.
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However, neither the original definition nor the Jensen inequality differentiates
between two convex functions. In other words, when f; and f, are convex functions,
all what the definition says is that

Silwixy +waxa) < wyfi(xn) +wafi(xn).

This does not reflect any of the many other properties of f;. For example, if f;(x) = x
and f>(x) = x*, then both functions are convex. Hence,

(wixg —|—wzx2)2 < wlx% + wyx?

and

(wix; + W2x2)4 < wlx? +woxt

The main goal of this article is somehow to look into “how much the convex func-
tion is convex?” For example, according to our argument, we will see that f(x) = x*
is “more convex” than f(x) = x?, and then to see that f(x) = ¢* is more convex than
polynomials!

The idea we present is a simple idea, where we make a concave function operates
on the convex function, then to see the result. For example, the function f(x) = x2,
x> 0 is convex. It is somehow about “how much power do we need to exert to stop
convexity of f?” In this case, we know that /f(x) = x. The function x being the
“least” convex function, we see that we needed a power of % to stop convexity of
f(x) = x?, informally.

Our main target is to formalize the above paragraph! We will see that our ap-
proach generalizes the well known and useful notion of log-convexity, where a positive
function f is called log-convex if the function log f is convex. It is well known that
log-convex functions satisfy better bounds than convex functions. We notice here that
the function g(x) = logx is a concave function that acted on f. Having log f convex
made log-convex functions satisfy better results than convex functions.

Our main definition reads as follows.

DEFINITION 1.1. Let f :J; — J, be a continuous function on the interval J;
and let g : J, — J3 be strictly increasing and concave (resp., convex) on J,, such that
go f:J; — Jz is convex (resp., concave). Then, f is said to be g-composite convex
(resp., g-composite concave).

We should remark that the definition of k-composite convexity was defined simi-
larly in [2], with the difference that the function k was not assumed concave. Assuming
concavity of k imposes more strict convexity behavior of f, somehow, and hence, im-
plies better estimates in general. We refer the reader to [2] for a very useful related
reference. We also refer the reader to [14] for strongly related concepts.

We observe that, in our definition, we do not impose the condition that f is convex
or concave. However, this follows immediately because

f=g"'(gof).
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Indeed, when g is concave and increasing, it follows immediately that g‘1 is convex
and increasing. The assumption that go f is convex implies that f is the composition
of an increasing convex function with another convex function, which is convex by
elementary properties of convex functions.

We will show that g-composite convex functions satisfy better bounds than con-
vex functions. However, the significance here is that we treat convex functions as g-
composite convex functions, for certain g. Once this idea is established, we show
Jensen-type and Hermite-Hadamard inequalities, as refinements of the well known in-
equalities.

As a special case, we will take the power functions g(x) = x% , r > 1, tointroduce
the new notion of “the index of a convex function”. This new convexity index aims to
present a number that, somehow, measures convexity of f. As a consequence of this
index, we will be able to present a new property of convex functions that happens to
coincide with log-convexity. Namely, we will show that a positive convex function f
satisfies

(f)? < ff" if and only if the index of convexity of f is co,

as a new property of convex functions relating f, f/ and f”. This property in fact is
equivalent to f being log-convex. Thus, this will entail the conclusion that the index of
convexity of f is o if and only if it is log-convex.

Then we present some applications for Hilbert space operators and entropies.
These applications include better majorization bounds, better bounds in the operator-
convex super additivity results and the Jensen inner product inequality.

2. Treatment of convex functions inequalities

In this section, we present some applications of g-composite convex functions
in the context of the Jensen inequality, the Hermite-Hadamard inequality and some
applications to mean inequalities. Also, super additivity of convex functions will be
visited. We begin with the following refinement of Jensen’s inequality, whose proof is
straightforward.

PROPOSITION 2.1. Let f be a g-composite convex function on the interval J.

Then f is convex and

i=1

f (iwixz) <g! (iwi (g0 f) (xi)> < iwz-f(xz-) (2.1)
= =

forany xi,....x, €J and O <wy,...,w, <1 with 3" w; =1.

Related to Proposition 2.1, we refer the reader to [7].

Clarifying g-composite convexity, we present some examples.
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EXAMPLE 2.1.

(i) If we take f(x):=—logx, (0 <x<1) and g(x) :=x", (x>0,0< p<1), then
h(x) = (—logx)? and we have

—10g< wpc,-) < (
i=1

which implies

M=

1/p "
wi(—logxi)”> < = wilogx;,

1 i=1

n

1/p "
W,‘(—]ng,')p> < log (2 W,‘)C,') .
i=1

log [ ]! < logexp (—
i=1 i=1

If we take p = 1, then we get

n n
[T < S
i=1

i=1

(ii) If we take f(x) :=exp(x) and g(x) :=xP, (0 < p < 1), then (gof)(x) =
exp(px), and we have

n n 1/17 n
exp (Zwm) < (Zwiexp(pxi)> <Y wiexp(x;),
i=1 i=1 i=1

which improves the inequality given in (i).

(iii) If we take f(x) :=x", (x>0, p <0) and g(x) :=logx, (x> 0), then (go
f)(x) = plogx, and we have

n p n n

.
Zwix,- <| Ixf ’gz(w,-xf.
= =1 i=1

‘We make some space in the following example for the celebrated Young’s inequal-
ity. Recall that if a,b > 0 and 0 <7 < 1, then Young’s inequality states that

a'7'n' < (1—1t)a+1b. (2.2)

This inequality has attracted numerous researchers due to its applications in operator
theory and functional analysis, in general. In the following, we present refinements of
this inequality using our idea about g-composite convexity. Although the first part of
the proposition is well known, we present it as an application of g-composite convexity.

PROPOSITION 2.2. Let a,b >0 and 0 <t < 1.
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e [f0< p< 1, then(2.2) can be refined as
A < {(1—1)a? +1bP} 7 < (1—1)a+1b. 2.3)
e We also have for 0 < p <1,
Vab < HY"(aP,bP) < H,(a,b), (2.4)
a' ="' +a'b' !

where Hy(a,b) := — is the Heinz mean.

Proof. Let f(t) =a'~'b' and g(t) =17, (0 < p < 1). Then, g is increasing con-
cave and go f = a?1"DpP is convex, since we have

(go )"(1) = a?' " p? (loga — logh)* > 0.

Applying Proposition 2.1, with n =2, w; =1, x; =1, wp = 1 —¢ and x, = 0 implies
(2.3).
In the similar setting such as f(¢) =a'~'d" and g(t) =17, (0< p < 1) with n=2,

1
Wi =wy = 7 x; =t and x, = 1 —1 in Proposition 2.1, we have (2.4). O

Notice that the inequality (2.3) is the well known power mean inequality. Thus,
we have obtained this celebrated inequality as a special case of our general argument.

We note that lin(l)Htl/p(ap7bp) = Vab and H''?(a?,b?) = H,(a,b) when p = 1.
p*}

On the other hand, g-composite convex functions satisfy better super additivity
inequalities. Recall that a convex function f : [0,a] — R with f(0) < 0, satisfies

f)+f) < fx+y), x,y€l0,a].

The following result presents a better bound for g-composite convex functions.

PROPOSITION 2.3. Let f be a g-composite convex function on the interval J :=
[0,a],a > 0, with (go f)(0) <0 and g(0) > 0. Then

F@+F0)<g (8o )@+ (g0 f) () < f(x+),
forany x,y € J.

Proof. Since h = go f is a convex function with (go f)(0) < 0, we have for any
x,y€eJ,
(gof)(x)+(gof)(v) < (gof) (x+y)-
>

Since g~! is increasing and convex with g (0) > 0, we have g~!(0) < 0 and then have
FE+f0) =g (o) +& " ((g0/) )
<g (g0 f) () + (g2 ) ()
<g '((gof) (x+y))
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This completes the proof of the proposition. [J

Our next target is improving the Hermite-Hadamard inequality for g-composite
convex functions. We observe that g-composite convex functions satisfy better bounds
in the Hermite-Hadamrd inequality than mere convex functions.

THEOREM 2.1. Let f be a g-composite convex function on the interval J. Then

fora<binlJ,
b 1 b
f<a—; ) S b—a/a f(z)dz
b _ b—
</a ¢! (2_Zh(a)+b_§h(b)> dz
@)
2

where h =go f.

Proof. On account of Proposition 2.1, it follows that

L=v)f () +v/f (). (2.5)

Now, suppose z € [a,b]. If we substitute x=a, y=b,and 1 —v=(b—z)/(b—a)
in (2.5), we get

f<eg! (::2h(a)+1_“h(b)> < b_Zf(a)—i—b:Zf(b). 2.6)

Since z € [a,b], it follows that b+a —z € [a,b]. Now, applying the inequality (2.6) and
changing the variable z to b+a —z, we get

_ bh— ' _z
Flora-a<e ! (Fo0h@+ p=2h)) < S0 r @+ =ir0). @)

By adding inequalities (2.6) and (2.7), we infer that

b

z—a b—z b—z
< b_af(a)+Taf(b)+b_

b
=f(b)+f(a)

flb+a—2)+f(z)<g™! <%h(a)+%h(b)> + (i:zh(a)—i— 2:Zh(b)>
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which, in turn, leads to

a+b a+b—z+7z
1(457) = (=)

cSlatb—2)+ ()

< 2
< % (gl (2:2;,(61)4_%}1(17)) +g! (Z:zh(a)+ Z:Zh(b))>
@)

2 (2.8)

Now, the result follows by integrating the inequality (2.8) over z € [a,b], and using the
fact that [* f(z)dz= [’ f(a+b—2)dz. O
With the same approach, we can provide another refinement of Hermite-Hadamard

inequality.

THEOREM 2.2. Let f be a g-composite convex function on the interval J. Then
fora<binlJ,

f<a+b> </lg,l (h((l—v)a+vb)+h((1—v)b+"a))dv
0

2 2

< /Olf((l —v)a+vb)dv

<3 (/Olg‘1 (1= h(@ o) [ 570 ‘”h(b)”h("”dv)

_F@+f )
2

)

where h=go f.

Proof. The inequality (2.5) implies that

f<aT+b> :f<(1—v)a+vb;u(1—v)b+va>

<o (h((l —v)a+vb)—;h((l —v)b—l—va))
- F(L=vya+vb)+ f((1 —v)b+va)
h 2 (2.9)
g (L—v)h(a)+vh(b) +&~" (1 —v)h(b) +Vvh(a)
2

A=) f@+vfb)+ (1 —v)f(b)+v/(a)
= 2
fla)+f(b)

7 .
Now, the result follows by integrating the inequality (2.9) over v € [a,b]. O

<
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3. Index of convexity

In this section, we define the index of convexity as a positive real number that,
somehow, measures how convex the function is. According to this definition, we will
see that a function with larger index of convexity is more convex. This definition is

. . . . . . 1
motivated by our earlier discussion of convexity of go f. So, if we select g(x) = x7,
r > 1, we reach the following definition.

DEFINITION 3.1. Let f: (a,b) — (0,e) be a convex function. With f, we asso-
ciate a set of real numbers called the set of convex exponents of f defined by

Cop(f)={r>1: (f(x))% is convex}.

The index of convexity of f is then defined by

Icanv(f) = SupCexp (f)

EXAMPLE 3.1. It can be easily seen that the power function f(x) =x", r > 1 has
index of convexity Lo (f) =r.
On the other hand, if f(x) = e*, then

CEXP(f) = [lvoo) and Icanv(f) = oo.

Moreover, the function f(x) = x~!, defined on (0,) satisfies

Cexp(f) = [laoo) and Icanv(f) = .
Further, the function f(x) = tanx is convex on (0,7/2), with index of convexity 1.

We show some properties of those newly defined concepts.

PROPOSITION 3.1. Let f: (a,b) — (0,00) be a given convex function. Then Cey)
is an interval.

Proof. We first prove that if for some r > 1, the function k.(x) := (f (x))% is
concave, then so is k. for any # > r. Indeed, assuming concavity of k,, we have, for
o, >0 with o+ =1,

(kr(ax+ By))”
(akr(x) + Bk(y)) 7 (by concavity of k)

ky(ox+ By) =
>
> (ke (x))7 + B(k(y)) 7 (by concavity of 1 — ¢7)
= oty (x) + Bl ().

This shows that if r & Coxp(f), then 1’ & Coxp(f) forall ¥/ > r.
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Now, if Ieon(f) = oo, then Cexp(f) = [1,20). If not, there would be an r > 1 such
that r & Cep(f), which then implies 7 & C,(f) for all #/ > r, which implies that
Cexp(f) C [1,r), and hence I.on(f) < r, contradicting the assumption that Lo (f) =

On the other hand, if Icon(f) < oo, then a similar argument implies that C., (f) =
[ o (£)]

Thus, we have shown that for any convex f, either Cex,(f) = [1,1conm(f)] or
Cexp(f) = [1,°), which completes the proof. [J

We know that a twice differentiable convex function satisfies f” > 0. In fact, it
turns out that the index of convexity can be used to present a new relation between f, f/
and f” for convex functions. More precisely, we have the following.

THEOREM 3.1. Let f:(a,b) — (0,c0) be a twice differentiable convex function.
Then

o) =sup{r> 1: (1-1) (70 < 70" ()00 € (a0) .

-
In particular, (f'(x))> < f(x)f"(x) if and only if Lon,(f) = o°.

Proof. Let k. (x) = (f (x))%. Convexity of k, implies positivity of k. Direct cal-
culus computations then imply

K'>0e (1 - 1) PR <rr,

which implies the first assertion, by definition of I, (f). The second assertion follows
immediately from the first. [J

Therefore, the above theorem presents a necessary and sufficient condition for a
convex function to satisfy (f'(x))? < f(x)f” (x); as a new property of convex functions.
In fact, the differential inequality (f'(x))? < f(x)f"(x) is equivalent to the fact that f
is log-convex. This follows by differentiating log f twice. Therefore, we reach the
following conclusion about functions with index of convexity oo.

COROLLARY 3.1. Let f: (a,b) — (0,00) be a twice differentiable convex func-
tion. Then the index of convexity of f is o if and only if f is log-convex.

At this stage, it is interesting to ask about when we can have an equality in both
quantities appearing in Theorem 3.1. Namely, when do we have

(1 - }) (F)?=11"or () = 11"

This is nicely described next. Solving these two ordinary differential equations, we
have the following.
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PROPOSITION 3.2. Let f be a twice differentiable function. Then

o (1=1Y(f"2=ff". r>1, ifand only if

fx) = (§x+d>r7 c,d €R.

o (f2=ff" ifand only if

f(x) = ael*, o,BeRr.

In fact, simple Calculus computations lead to the following property of convex
functions having index of convexity I.on(f) = oo, equivalently log-convex functions.
This is explained in the next result.

PROPOSITION 3.3. Let f:[a,b] — (0,) be an increasing convex function satis-
Jying
(F?<fr"

Then, for certain real numbers o and J3,
Fx) = aeP*.

Proof. Observe first that the condition that f is convex follows from the inequality
(f")? < ff". So, we may remove this from the statement of the proposition.
Now, rearranging the given inequality, we have for x € [a,b],

/ i /! 1/
]; ]}/é/fdt\/J;—/dt
Performing the integrals implies

f0) S ) _ W)

=

@) S %@~ fla) S fla)y

The latter inequality implies

S0 @) o S0 @)

60~ fla) %@ fla)

log

(x—a).

This implies that

700> flayess (£ =)

which implies the desired conclusion. [J

Combining Theorem 3.1 with Propositions 3.2 and 3.3 implies the following ob-
servation.
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COROLLARY 3.2. Let f :[a,b] — (0,) be an increasing convex function. If
Leom(f) = o (equivalently if f is log-convex), then f(x) > aeP*, for some positive
real numbers o, and 3.

At this point, it is worth looking at the function f(x) =x~!, [1,e). This function
satisfies Lon(f) = oo, however it is not increasing! Therefore, it does not satisfy the
conclusion of the above corollary.

4. Applications to Hilbert space operators

In this section we study operator inequalities for a composite function of two func-
tions. We remind the reader, first, of some terminologies and notations. Let () de-
note the C* -algebra of all bounded linear operators acting on a Hilbert space .7 . When
A is finite dimensional, say of dimension 7, the algebra Z(.7¢) is identified with the
algebra of all complex n x n matrices, denoted by .#,,. A real function f defined on
an interval J is said to be operator monotone if f(A) > f(B) whenever A,B € B(H)
are self adjoint operators (or Hermitian matrices) such that A > B, with spectrain J. In
this context, we write A > B if A — B is a positive operator. That is, if (Ax,x) > (Bx,x)
for all vectors x € 7. On the other hand, f will be called an operator convex function
if for any pair of self adjoint operators A,B € () and any t € [0, 1], we have the
convex inequality f((1—1)A+tB) < (1 —1)f(A)+tf(B). Operator concave functions
are defined similarly.

Firstly, we consider two continuous positive functions f and g defined on (0,c0).
If f and g are operator monotone functions, then the composite function go f is clearly
operator monotone. For slightly different conditions on f and g, we have the following
theorem.

THEOREM 4.1. Let f:[0,00) — [0,00) be a real-valued continuous function. If
g :[0,00) — [0,00) is increasing operator convex such that go f is operator concave,
then f is operator concave. In particular, if A,B € B () are two positive operators

then
g ((1=v)(gof)(A) +v(gof)(B))
(L=v)f(A)+vf(B).

F(1=v)A+vB) >
=

Proof. 1t follows from the operator concavity of go f that

(g0 f)((1=v)A+vB) = (1—-v)(gof)(A)+v(gof)(B).
On the other hand, it is shown in [1 1, Proposition 2.3] that if g is an increasing operator
convex function on [0,), then g~ ! is operator monotone on [0,c0). Thus,
F((L=v)A+vB) =g (1-v)(gof)(A)+v(gof)(B))
Z(1=v)f(A)+vf(B),

where the second inequality follows from the fact that a function % is operator mono-
tone on a half-line [0, ) if and only if 4 is operator concave [1, Theorem 2.3]. O
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PROPOSITION 4.1. Let f be g-composite convex and let A € B(.H) be self ad-
Joint. If x € F is a unit vector, then

f({Axx) <g ' (g0 N)(A)x,x)) < (f(A)x,x).
Proof. Since f is g-composite convex, we have

(g0 f) ({Ax,x)) < (g0 /)(A)x,x) < g ((f(A)x,x),

which implies the desired result, upon applying g~ to the above inequalities. [

Let .#, denote the C*-algebra of n x n complex matrices with identity I and
let 7%, be the set of all Hermitian matrices in .#,. We denote by %, (J) the set of
all Hermitian matrices in .4, whose spectra are contained in an interval J C R. The
notation <,, will be used to denote weak majorization, while A(A) will denote the
eigenvalues vector of the Hermitian matrix A, arranged in a decreasing order.

THEOREM 4.2. Let Ay,..., Ay € 5, (J), f be g-composite convex on the real
interval J, and let wy,...,wy be positive scalars such that Zi-‘zl w; = 1. Then

S e ()

Proof. Let Aq,..., A, be the eigenvalues of 2;{:1 w;A; and let x1,...,x, be the cor-
responding orthonormal eigenvectors arranged such that f(A;) > ... > f(A,). There-
fore, for 1 <1 < n,

$(r(300)) - £ ((Frans)

k
<Ys! (sz(gOf)«Am:,m)) (by (2.1))

—

1 k
<Yg! (2 i(((gOf)(Ai)Xe,xw))

(since g o f is convex and g~ ! is increasing)

I k
=Yg <<2Wi(gof) (Ai)xhx(>>
(=1 i=1
I k
< <gl ( wi(go f) (Ai)> xé,xé>
i-1 1

1=
: 1
(since g~ is convex)

Bl (Brseow))
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k k
A (f (2%‘&')) <w A (81 <2w,~(gof) (Az)>> . 4.1
i=1 i=1

On the other hand, by [8, Remark 2.1 (ii)]

k
A (g_l <§wl'(gof) (Ai)>> =<w A (( wig ' ((gof) (Ai))>>
«

wif (A») ) : 4.2)
1
Combining (2.1) and (4.2), we infer that

A <f (il wh-)) <2 <g—1 (éwz-(gOf) <Al->>>
()

This completes the proof of the theorem. [

Therefore,

M- T~

As a direct consequence of Theorem 4.2, we have the following result:

COROLLARY 4.1. Let Ay,..., Ay € #,(J), and let wy, ..., wy be positive scalars
such that 2{-‘:1 wi = 1. Then for any r > 2,

k " k k
1 r r
A E WiA; <w=A |2 E wi (AH—A?) +1—,14 E w; (Af—l-A?) +1

=1 i=1

k
=<w A <ZW,A:> .
i=1

Proof. Letting g(x) = x+ /x on [0,). Then g’ (x) = 21? +1>0and g’ (x) =

—ﬁ < 0. Thus g is increasing and concave. Put f(x) =x"(r > 2) on [0,c). There-

r ” r<(4r74)x’+(r72)x%> .
fore, g(f(x)) =x"+x2 and g’ (f (x)) = yre: >0, namely g(f (x)) is
Lx) = lef Véaxtl

a convex function. Since g~ , we get the desired result. [

We give an example to clarify the situation in Corollary 4.1.

EXAMPLE 4.1. Letting k =2, A| = {_21 _11] Ay = ﬁ é] wi=wy, =1/2,

and r = 2. A simple calculation shows that

A ((AlerAz)Z) — ([g g]) ~ {4,2.25},
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N AT A +1—\/2(AT+ A1) +T+AS+Ar+1—/2(A3+Ar) +1
2

43771 0.487
([0.487 3.0551]) ~ {4.5371,2.895},

2 2
Iy <A1 ;‘Az) 1 ([055 ggD ~ {5.1513,3.3486},

{4,2.25} <,, {4.5371,2.895} <,, {5.1513,3.3486}.

~ A

and

that is, we have

Kosem [5] proved that if & : (0,00) — R is a convex (resp. concave) function with
k(0) =0, then
[k(A)+k(B)|| < (resp. =)[[k(A+B)[[,

for positive matrices A,B € .#,. It turns out that g-composite convex functions satisfy
better bounds, as follows.

THEOREM 4.3. Let A,B € ., be positive and let f be a g-composite convex
Sunction on the interval [0,), with (go f)(0) <0 and g(0) > 0. Then

If (@) +fB)I<[lg" (gof () +gof B < If (A+B).
Proof. 1If f is a g-composite convex, we get
lgof(A)+gof(B)| <llgof(A+B)].
Since g is increasing and concave, we infer that
1 (f(A)+FB) < llgef(A)+gof B <lgosf(A+B).
Now, applying g~ !, to get

IF )+ £ B <lg~" (gof(A)+gof B <If(A+B).

This completes the proof of the theorem. [

5. Some applications to entropies

In this section, we give a new lower bound of quantum relative entropy as an
application in this topic. In quantum information theory [9, 10], the quantum entropy
(von Neumann entropy) [17] defined by S(p) := —Tr[plogp] for a density operator p,
is an important quantity. A density operator is a self adjoint positive operator with unit
trace. The quantum relative entropy [16] is also important quantity and it is defined by

D(p|o) :=Tr[p(logp —logo)]
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for two density operators p and o. It is known the non-negativity of quantum relative
entropy, D(p|o) > 0. Our lower bound modify this in the following theorem. To show
our theorem we give the following lemma.

LEMMA 5.1.

(i) If f is a g-composite convex, then we have
fla)y+f' (@) (b—a)< fla)+(g7") (h(a) (h(b) —h(a)) < f(b).  (5.1)
(ii) If f is a g-composite concave, then we have

f@)+f (@ b=a)> f@)+(") (h(@) (h(B)=h(@) > f(b). (52

Proof. Since clearly g~!

one can check that

is increasing convex under the assumptions of lemma,

f((1=vya+vb)=g ' oh(a+v(b—a))
< g '(h(a)+v(h(b)—h(a))) (convexity of hand g is increasing)
< f(a)+v(f(b)— (@) (convexity of ).
Therefore,
flatv(b—a) —fla) g ' (h(@)+v(h(b) —h(a))) —g"" (h(a))

1% 1%

<f()—f(a)

Now, if v — 0, we get (5.1). (ii) can be proven similarly. [l

THEOREM 5.1. For two density operators p and G, we have

D(p|o) = S(o) —S(p) + Trlexp(—plogp)exp(ologo) —1] > 0.  (5.3)

Proof. We take a concave function f(r) := —rlogt for 0 <7 < 1 and an increasing
convex function g(r) :=exp(r). Then h(t) := go f(t) = exp(—tlogz) =1~ is concave
on (0,1]. Since go f"(t) =t~"(1+logt)?> —¢t~'"~1 < 0 for r € (0,1]. To prove go
f"(¢) <0, it is sufficient to consider the function k(z) := ¢(1 +1logz)> on 0 < < 1.
Then we have k(1) = (logt + 1)(logz + 3). We also easily find that k() > 0 for
O<t<e 3, K(t)<Ofore3<t<e land K (t)>0fore ! <z<1. Since k(e ) =
4e73~0.199148 < 1 =k(1), the function k(t) take a maximum value 1 when 7 =1 for
0 <t < 1. Thus we have k(z) < 1 so that (1 +1logz)?> < 1 which proves go f(¢) <O0.
Thus we have the following inequalities by Lemma 5.1(ii)

FE=FO) = F ) =) <FE) = FO) = (&) (h() (h(x) —h () <O (5.4)
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We take spectral decompositions p =3, ;F; and 6 =3, 4;Q; with 3, P, =%;0;=1.
Then we have the following inequalities:

—Trlp(logp —logo)] = Tr[—plogp + clogo — (—logo —I)(p — 0)]
= 2 Tr [P {~Ailog A+ pjlogp; — (—logp; — 1)(Ai— ;) } Q)]
i,J

= > {—Ailogdi + pjlogu; — (—logu; —1)(Ai — ;) } Tr[P.Q)]

i,
< 3 {~Aitoghi+ jtogp; — () (37 — M)} TrIRQ)]

i.j

= Z {—JL,- logA;+ pjlogu; — ,ujlfljll-_k" + 1} TrlPQ;]
i,j
< 0.

The inequalities above are due to (5.4). Finally we derive

2 {—k,- log A+ ujlogu; — ,u;ljlfl" + 1} Tr[PQj]

i.J

=Y Tr[P{—Ailog A+ pjlogu; — exp(i;log i) exp(—A;log A;) + 1} Qj]
i,J
=Tr[—plogp + clogo —exp(clogo)exp(—plogp) +1],

since we have ¥, ; Tr[Pif(Ai)g(1;)Q)] = Tr[%; f(A)P X 8(1;)Qs] = Tr(f(p)g(o)].
Thus we have

—Trlp(logp —logo)] < Tr[—plogp + clogo —exp(—plogp)exp(clogo)+1] <0,
which implies (5.3). O
REMARK 5.1. The inequalities (5.3) are equivalent to
7r|(c — p)loga] > Trlexp(~plogp)exp(cloga) — 1] > S(p) — S(o).

If we consider the special case p = o, then both sides in the above inequalities become
to 0, so that equality holds.

REMARK 5.2. From (5.3), we have the lower bound of quantum Jeffrey diver-
gence [3]:

J(plo) := 5 (D(p|o)+D(clp))

N —

as

1
J(plo) = 5 (Trlexp(—plogp)exp(clogo) +exp(plogp)exp(—clogo) —21]).

The following examples present the inequalities (5.3).
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EXAMPLE 5.1. We take density matrices as

22 . 1131
P=7l25]" °T5|13]
From the eigenvalue decomposition for any normal operator A , we generally have

A=) ajly;)(yjl,
=1

where |y;) are orthonormal eigenvectors corresponding eigenvalues «;.
For two density matrices p and ¢, we have the eigenvalue decomposition as

6 1 1 1 11 -2 1
= —(1 2)+=-— — (=2 1.
p=3(2) 0 257 (0) 2 v
Then we have
—S(p)=Trlplo ]—910 §+llo !
p)= PgP—7 g77g7.

Similarly we have

Then we have

ripwes) 7[5 (35) (Cfie hed)

) 272 2

1 5.9 1 9
= = |log2—zlog~ = | log2 —log =~
7<0g 20g2)+7<0g 0g2>

By the numerical computations, we thus have

D(p|o) = Tr[plogp] —Tr[plogo]

6. 6 1 1 1 5.9 1 9
= #og; + 510g5 —3 (logZ— Elog§> + 7 <log2—log§>
~ (.14388.

Next we compute

S(o)—S(p)+ Trlexp(—plogp)exp(clogo) —I].

The von Neumann entropies S(0) = —%log% —1log} and S(p) = —Slog%— 1log?
are similarly computaed as above. We also compute

exp(—plogp) = exp(—p)p

0 B0 0 F)Ee



1284 M. SABABHEH, S. FURUICHI AND H. R. MORADI
Similarly we have

exp(ologo) = exp(o)o

Therefore we compute as
Triexp(—plogp) exp(clogo)
6 1 1
6\~ 7 1\=7 2 1\3
3G T2y G T 2N By G)T -
5 24 5 -2 1 2 11 2 -1 1
71/7 (6X22/3+54X31/3+9X217/21X31/2X75/7+21/7X310/21 ><75/7)
a 60 x 32/3 '

By the numerical computations, we thus have

5(6)— S(p) + Triexp(—plogp)exp(clogs) — ]
2.2 1]
T 3837383
71/7 (6X22/3+54X31/3+9x217/21X31/2X75/7+21/7X310/21 ><75/7)
+
60 x 32/3

log s+ 210g 84 Liog 2
083 T 7085 T 7087

~ (0.0141518.

By the similar way, for the case
L3
p = AREIE =

D(p|o) ~0.174615

| =

i

we also have

and
S(o)—S(p)+ Trlexp(—plogp)exp(clogo) —I] ~0.0155788.
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