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FURTHER IMPROVEMENTS OF SOME BOUNDS ON

ENTROPY MEASURES IN INFORMATION THEORY

M. MATIĆ, C. E. M. PEARCE AND J. PEČARIĆ

Abstract. Recently Dragomir and Goh have produced some interesting new bounds on entropy
measures in information theory. We strengthen further their results.
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