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WEIGHTED INEQUALITIES OF HARDY TYPE

FOR MATRIX OPERATORS: THE CASE q < p

RYSKUL OINAROV, CHRISTOPHER A. OKPOTI AND LARS-ERIK PERSSON

(communicated by S. Saitoh)

Abstract. A non-negative triangular matrix operator is considered inweighted Lebesgue spaces of
sequences. Under some additional conditions on the matrix, some new weight characterizations
for discrete Hardy type inequalities with matrix operator are proved for the case 1 < q < p < ∞.
Some further results are pointed out.

1. Introduction

Let 1 < p, q < ∞ and 1/p + 1/p′ = 1. Let f = {f i}∞i=1 be an arbitrary positive
sequence of real numbers. If f i � 0 (f i > 0), i � 1, then we write f � 0 (f > 0).

We will study inequalities of the following form

‖uAf ‖lq
� C ‖vf ‖lp

, (1)

where A is a matrix operator of the form A = R or A = K defined by

(Rf )i =
i∑

j=1

ai,jf j, i � 1 (2)

and

(Kf )j =
∞∑
i=j

ai,jf i, j � 1, (3)

respectively. Moreover,

‖f ‖lp
=

( ∞∑
i=1

|f i|p
)1/p

,

(ai,j) is a non-negative triangular matrix (i.e. ai,j � 0, i � j � 1 and aj,i = 0, j < i) ,
and u = {ui}∞i=1 , v = {vi}∞i=1 are non-negative weight sequences.

Here and in the sequel we use the conventions a0,0 = 0 and (.)0 = 0 (i.e.

0 = f 0 = u0 = v0 = ...),
j∑

k=i
(.)k = 0, if j < i and limj→∞

∞∑
k=j

(.)k = 0.
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REMARK 1.1. If ai,j ≡ 1 for i � j � 1, then (2) and (3) coincide with the usual

Hardy’s discrete operator (Pf )i =
i∑

j=1
f j and its dual (Qf )j =

∞∑
i=j

f i, respectively. These

operators and (1) give us the weighted Hardy inequalities. Concerning the history and
development of discrete Hardy type inequalities we refer to [5] and [6] and the references
given there.

The inequality (1) with the operator (2) was recently studied in [10] (see also [9])
for the case 1 < p � q < ∞ , but the matrix (ai,j) was defined as a non-negative kernel.
Some scales of characterizations for the special case with product weight kernel, i.e.
when ai,j = lihj, i, j = 1, 2, ... and, moreover, a sufficient condition for a general
kernel (ai,j) , which at least for a special case is also necessary, were proved. The first
result in this direction is due to K. F. Andersen and H. P. Heinig ([1], Theorem 4.1),
who proved a sufficient condition for (1) to hold for the case 1 � p � q < ∞ with
a special non-negative kernel (ai,j) that was assumed to be non-increasing in j and
non-decreasing in i.

Throughout this paper a � b, (b � a), means that a � λb, where λ > 0 is
a constant or depends only on inessential parameters. If b � a � b , then we write
a ≈ b.

We need to assume that the matrix (ai,j) , ai,j � 0 satisfies the following additional
condition :

Suppose that there exist c = {ci}∞i=1 , c > 0 and b = {bi}∞i=1 , b > 0, such that,

ai,j ≈ ai,k

ck
cj +

ak,j

bk
bi, i � k � j � 1. (4)

We note that (4) implies that

ai,k

ck
� ai,j

cj
and

ak,j

bk
� ai,j

bi
, i � k � j � 1. (5)

REMARK 1.2. If bi = bk = cj = ck = 1 in (4) , then ai,j ≈ ai,k + ak,j, which
implies that ai,k � ai,j and ak,j � ai,j, i � k � j � 1.

In the paper [8], R. Oinarov and S. Kh. Shalginbayeva studied the following three
weights inequality

‖uAf ‖lq
� C

(
‖vf ‖lp

+ ‖ωPf ‖lp

)
(6)

for all arbitrary positive sequences f for the case 1 < p � q < ∞ and u, v , ω are
non-negative weight sequences. If the weight ω ≡ 0, that is ωi = 0, ∀i � 1, then
the inequality (1) coincides with (6). Therefore (1) can be regarded as a special case
of (6).

In this paper we will prove some corresponding weight characterizations for the
case 1 < q < p < ∞.

In Section 2 we state these main results (Theorems 2.1 and 2.2) together with
some necessary technical lemmas, while the proofs can be found in Section 3 and some
further results are given in Section 4 (see Theorems 4.1 and 4.2).
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2. Main results and some lemmas

Our main results read:

THEOREM 2.1. Let 1 < q < p < ∞ and assume that the elements of the matrix
(ai,j) satisfy the condition (4) . Then (1) with A = R (defined by (2)) holds if and
only if B := max {B1, B2} < ∞, where

B1 :=

⎛⎜⎝ ∞∑
k=1

v−p′
k

( ∞∑
i=k

aq
i,ku

q
i

) p
p−q

(
1

cp′
k

k∑
i=1

cp′
i v−p′

i

) p(q−1)
p−q

⎞⎟⎠
p−q
pq

and

B2 :=

⎛⎜⎝ ∞∑
k=1

uq
k

(
k∑

i=1

ap′
k,iv

−p′
i

) q(p−1)
p−q

(
1
bq

k

∞∑
i=k

bq
i u

q
i

) q
p−q

⎞⎟⎠
p−q
pq

.

Moreover, for the best constant C in (1) we have that C ≈ B.

THEOREM 2.2. Let 1 < q < p < ∞ and suppose that the elements of the matrix
(ai,j) satisfy the condition (4) . Then (1) with A = K (defined by (3)) holds if and
only if B∗ := max{B∗

1 , B
∗
2} < ∞, where

B∗
1 :=

⎛⎜⎝ ∞∑
k=1

uq
k

( ∞∑
i=k

ap′
i,kv

−p′
i

) q(p−1)
p−q

(
1
cq
k

k∑
i=1

cq
i u

q
i

) q
p−q

⎞⎟⎠
p−q
pq

and

B∗
2 :=

⎛⎜⎝ ∞∑
k=1

v−p′
k

(
k∑

i=1

aq
k,iu

q
i

) p
p−q

(
1

bp′
k

∞∑
i=k

bp′
i v−p′

i

) p(q−1)
p−q

⎞⎟⎠
p−q
pq

.

Moreover, for the best constant C in (1) we have that C ≈ B∗.

For the proofs we need the following lemmas:

LEMMA 2.1. Let γ > 0 and let {βk} be a positive sequence. Then, for each
j ∈ Z+, (

j∑
k=1

βk

)γ

≈
j∑

k=1

βk

(
k∑

i=1

βi

)γ−1

(7)

and, if, in addition,
∑

k βk < ∞, then for 1 � j, k < N � ∞⎛⎝ N∑
k=j

βk

⎞⎠γ

≈
N∑

k=j

βk

(
N∑

i=k

βi

)γ−1

. (8)
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REMARK 2.1. The estimates (7) and (8), due to K. F. Andersen and H. P. Heinig
[[1], p. 844], have been used by many authors including K. Goswin and G. Erdmann
[[3], p. 12] and G. Bennett [[2], Lemmas 2 and 3].

LEMMA 2.2. Let 1 < p < ∞. Then, with the notations from the introduction,

∞∑
i=1

up
i

⎛⎝ i∑
j=1

ai,jf j

⎞⎠p

≈
∞∑
j=1

f j

∞∑
i=j

ai,ju
p
i

(
j∑

k=1

ai,kf k

)p−1

(9)

and
∞∑
j=1

v−p
j

( ∞∑
i=j

ai,jgi

)p

≈
∞∑
i=1

gi

i∑
j=1

ai,jv
−p
j

( ∞∑
k=i

ak,jgk

)p−1

. (10)

Also the following remark will be crucial in our discussions later on.

REMARK 2.2. The operator K (defined by (3)) is the conjugate of the operator
R (defined by (2)). Therefore, the inequality (1) with A = R (defined by (2)) holds if
and only if the inequality ∥∥v−1Kg

∥∥
lp′

� C
∥∥u−1g

∥∥
lq′

(11)

holds with the same constant C (see [4]). Here g is an arbitrary positive sequence.

3. Proofs

Proof of Lemma 9 . Using the mean-value theorem and elementary estimates we
find that

bp − ap ≈ bp−1(b − a) (12)

for b > a > 0, p > 0. According to (12) and the Fubini theorem, we have

∞∑
i=1

up
i

⎛⎝ i∑
j=1

ai,jf i

⎞⎠p

=
∞∑
i=1

up
i

i∑
j=1

⎛⎝( j∑
k=1

ai,kf k

)p

−
(

j−1∑
k=1

ai,kf k

)p⎞⎠
≈

∞∑
i=1

up
i

i∑
j=1

ai,jf j

(
j∑

k=1

ai,kf k

)p−1

=
∞∑
j=1

f j

∞∑
i=j

ai,ju
p
i

(
j∑

k=1

ai,kf k

)p−1

and
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∞∑
j=1

v−p
j

( ∞∑
i=j

ai,jgi

)p

=
∞∑
j=1

v−p
j

∞∑
i=j

(( ∞∑
k=i

ak,jgk

)p

−
( ∞∑

k=i+1

ak,jgk

)p)

≈
∞∑
j=1

v−p
j

∞∑
i=j

ai,jgi

( ∞∑
k=i

ak,jgk

)p−1

=
∞∑
i=1

gi

i∑
j=1

ai,jv
−p
j

( ∞∑
k=i

ak,jgk

)p−1

.

The proof is complete. �

Proof of Theorem 2.1 . Necessity. Let us assume that (1) holds for a finite constant

C and, for fixed N ∈ Z+, apply the following test sequence to (1): f N =
{(

f N

)
j

}∞

j=1
,

where (
f N

)
j
:=

(
N∑
i=j

aq
i,ju

q
i

) 1
p−q

(
1

cp′
j

j∑
i=1

cp′
i v−p′

i

) q−1
p−q

v−p′
j , (13)

j = 1, .., N, and
(
f N

)
j
= 0 for j > N.

Applying (13) to the right hand side of (1), we have that

‖vf N‖lp
=

⎛⎜⎝ N∑
j=1

v−p′
j

(
N∑
i=j

aq
i,ju

q
i

) p
p−q

(
1

cp′
j

j∑
i=1

cp′
i v−p′

i

) p(q−1)
p−q

⎞⎟⎠
1
p

. (14)

For the left hand side of (1), we use (9) with p replaced by q and find that

‖uRfN‖q
lq

=
∞∑
i=1

uq
i

⎛⎝ i∑
j=1

ai,j
(
f N

)
j

⎞⎠q

≈
∞∑
j=1

(
f N

)
j

∞∑
i=j

ai,ju
q
i

(
j∑

k=1

ai,k

(
f N

)
k

)q−1

[using (5) and the definition (13)]

�
N∑

j=1

(
f N

)
j

N∑
i=j

aq
i,j

cq−1
j

uq
i

(
j∑

k=1

ck
(
f N

)
k

)q−1

=
N∑

j=1

(
f N

)
j

1

cq−1
j

N∑
i=j

aq
i,ju

q
i

⎛⎝ j∑
k=1

ckv
−p′
k c

q
p−q
k

(
N∑

i=k

aq
i,k

cq
k

uq
i

) 1
p−q

×

×
(

1

cp′
k

k∑
i=1

cp′
i v−p′

i

) q−1
p−q

⎞⎟⎠
q−1

,
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[using now (5) again and also (7) with γ = (p − 1) / (p − q) and the definition (13)
again]

�
N∑

j=1

(
f N

)
j

1

cq−1
j

(
N∑
i=j

aq
i,ju

q
i

) p−1
p−q

(
1
cq
j

) q−1
p−q

×

×

⎛⎜⎝ j∑
k=1

cp′
k v−p′

k

(
k∑

i=1

cp′
i v−p′

i

) q−1
p−q

⎞⎟⎠
q−1

≈
N∑

j=1

(
f N

)
j

(
1
cj

) p(q−1)
p−q

(
N∑
i=j

aq
i,ju

q
i

) p−1
p−q

(
j∑

k=1

cp′
k v−p′

k

) (p−1)(q−1)
p−q

=
N∑

j=1

(
f N

)
j

(
1

cp′
j

) (p−1)(q−1)
p−q

(
N∑
i=j

aq
i,ju

q
i

) p−1
p−q

(
j∑

k=1

cp′
k v−p′

k

) (p−1)(q−1)
p−q

=
N∑

j=1

v−p′
j

(
N∑
i=j

aq
i,ju

q
i

) p
p−q

(
1

cp′
j

j∑
k=1

cp′
k v−p′

k

) p(q−1)
p−q

.

(3.4)

From (1), (14) and (3.4) it follows that

C �

⎛⎜⎝ N∑
j=1

v−p′
j

(
N∑
i=j

aq
i,ju

q
i

) p
p−q

(
1

cp′
j

j∑
k=1

cp′
k v−p′

k

) p(q−1)
p−q

⎞⎟⎠
p−q
pq

with a constant independent of N and, hence, as N −→ ∞ we obtain that

C � B1. (16)

Next we note that the estimate (1) implies that (11) holds for the operator K
(defined by (3)). We therefore assume that (11) holds and, for fixed N ∈ Z+, apply

the following test sequence to (11): gN =
{(

gN

)
j

}∞

j=1
, where

(
gN

)
j
:= uq

j

(
j∑

k=1

ap′
j,kv

−p′
k

) (p−1)(q−1)
p−q

(
1
bq

j

N∑
i=j

bq
i u

q
i

) q−1
p−q

, (17)

j = 1, .., N, and
(
gN

)
j
= 0 for j > N.

Applying (17) to the right hand side of (11), we have

∥∥u−1gN

∥∥
lq′

=

⎛⎜⎝ N∑
j=1

uq
j

(
j∑

k=1

ap′
j,kv

−p′
k

) q(p−1)
p−q

(
1
bq

j

N∑
i=j

bq
i u

q
i

) q
p−q

⎞⎟⎠
1
q′

. (18)
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For the left hand side of (11) we first use (10) with p replaced by p′ and find that

∥∥v−1KgN

∥∥p′

lp′
=

∞∑
j=1

v−p′
j

( ∞∑
i=j

ai,j

(
gN

)
i

)p′

≈
∞∑
i=1

(
gN

)
i

i∑
j=1

ai,jv
−p′
j

( ∞∑
k=i

ak,j
(
gN

)
k

)p′−1

�
N∑

i=1

(
gN

)
i

i∑
j=1

ai,jv
−p′
j

(
N∑

k=i

ak,j

bk
bk
(
gN

)
k

)p′−1

[using (5) twice, the definition (17) and finally (8) with γ = (p−1) / (p−q)]

�
N∑

i=1

(
gN

)
i

1

bp′−1
i

i∑
j=1

ap′
i,jv

−p′
j

(
N∑

k=i

bk
(
gN

)
k

)p′−1

=
N∑

i=1

(
gN

)
i

1

bp′−1
i

i∑
j=1

ap′
i,jv

−p′
j ×

×

⎛⎜⎝ N∑
k=i

uq
kbk

⎛⎝bp′
k

k∑
j=1

ap′
k,j

bp′
k

v−p′
j

⎞⎠
(p−1)(q−1)

p−q
⎛⎝ 1

bq
k

N∑
j=k

bq
j u

q
j

⎞⎠
q−1
p−q

⎞⎟⎠
p′−1

�
N∑

i=1

(
gN

)
i

(
1
bi

) q
p−q

⎛⎝ i∑
j=1

ap′
i,jv

−p′
j

⎞⎠
p−1
p−q
⎛⎜⎝ N∑

k=i

uq
kb

q
k

⎛⎝ N∑
j=k

uq
j b

q
j

⎞⎠
q−1
p−q

⎞⎟⎠
p′−1

≈
N∑

i=1

(
gN

)
i

(
1
bi

) q
p−q

⎛⎝ i∑
j=1

ap′
i,jv

−p′
j

⎞⎠
p−1
p−q ( N∑

k=i

uq
kb

q
k

) 1
p−q

=
N∑

i=1

uq
i

⎛⎝ i∑
j=1

ap′
i,jv

−p′
j

⎞⎠
q(p−1)
p−q (

1
bq

i

N∑
k=i

uq
kb

q
k

) q
p−q

.

(3.8)

Combining (11), (18) and (3.8) we obtain that

C �

⎛⎜⎝ N∑
i=1

uq
i

⎛⎝ i∑
j=1

ap′
i,jv

−p′
j

⎞⎠
q(p−1)
p−q (

1
bq

i

N∑
k=i

uq
kb

q
k

) q
p−q

⎞⎟⎠
p−q
pq

with a constant independent of N and, hence, as N −→ ∞ we find that

C � B2. (20)
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Thus, in viewof (16) and (20) and our assumption,wehave that B = max {B1, B2} <
∞ and, moreover,

C � B. (21)

Sufficiency. We assume that B = max {B1, B2} < ∞. Applying (9) with p
replaced by q and (4) to the left hand side of (1) and using the Fubini theorem we have
that

‖uRf ‖q
lq

=
∞∑
i=1

uq
i

⎛⎝ i∑
j=1

ai,jf j

⎞⎠q

≈
∞∑
j=1

f j

∞∑
i=j

ai,ju
q
i

(
j∑

k=1

ai,kf k

)q−1

≈
∞∑
j=1

f j

∞∑
i=j

ai,ju
q
i

(
j∑

k=1

(
ai,j

cj
ck +

aj,k

bj
bi

)
f k

)q−1

=
∞∑
j=1

f j

∞∑
i=j

ai,ju
q
i

(
ai,j

cj

j∑
k=1

ckf k +
bi

bj

j∑
k=1

aj,kf k

)q−1

.

Using now the fact that (α + β)γ ≈ αγ + βγ , for all α � 0, β � 0, γ � 0 , we
find that

‖uRf ‖q
lq
≈ I1 + I2, (22)

where

I1 :=
∞∑
j=1

f jcj
1
cq
j

∞∑
i=j

aq
i,ju

q
i

(
j∑

k=1

ckf k

)q−1

and

I2 :=
∞∑
j=1

f j

∞∑
i=j

ai,ju
q
i b

q−1
i

(
1
bj

j∑
k=1

aj,kf k

)q−1

.

Estimate of I1 : Let

ãi,j := max
j�k�i

ai,k

ck
and ai,j := max

j�k�i

ak,j

bk
, i � j � 1.

Then

ãi,j ≈ ai,j

cj
and ai,j ≈ ai,j

bi
, i � j � 1 (23)

and
ãi,j � ãi,k and ai,k � aj,k, i � j � k � 1. (24)

We denote
Δ+bj = bj − bj+1, Δ−bj = bj − bj−1 (25)
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and define

Ej :=
j∑

i=1

f ici

(
i∑

k=1

ckf k

)q−1

, j � 1,

Dj :=
1
cq
j

∞∑
i=j

aq
i,ju

q
i and D̃j :=

∞∑
i=j

ãq
i,ju

q
i , j � 1.

Then, according to (23) and (24), we have Dj ≈ D̃j and �+D̃j � 0 for i � 1.
By Abel’s transformation and (7) with γ replaced by q , we obtain that

I1 =
∞∑
j=1

1
cq
j

∞∑
i=j

aq
i,ju

q
i f jcj

(
j∑

k=1

ckf k

)q−1

=
∞∑
j=1

Dj�−Ej ≈
∞∑
j=1

D̃j�−Ej

=
∞∑
j=1

Ej�+D̃j

=
∞∑
j=1

⎛⎝ j∑
i=1

cif i

(
i∑

k=1

ckf k

)q−1
⎞⎠�+D̃j

≈
∞∑
j=1

(
j∑

i=1

cif i

)q

�+D̃j.

Now letting f i → cif i, vi →
(

vi
ci

)p
and applying the discrete Hardy inequality for

the case q < p (see [2] and also [6], Theorem 5 (ii) ) we get that

I1 �

⎛⎜⎝ ∞∑
k=1

v−p′
k cp′

k

⎛⎝ ∞∑
j=k

�+D̃j

⎞⎠
p

p−q( k∑
i=j

v−p′
i cp′

i

) p(q−1)
p−q

⎞⎟⎠
p−q

p( ∞∑
i=1

|vif i|p
) q

p

≈ Bq
1 ‖vf ‖q

p .

(3.15)

Estimate of I2 : Here the ideas and methods of the proof of Theorem 2.15 in [4]
are applied for the estimate of I2. We define

(
Rf
)

j
=

j∑
k=1

aj,kf k. (27)

Then by (23) and (24) we have
(
Rf
)

j
≈ 1

bj
(Rf )j and �− (Rf

)
j
� 0 for i � 1.

For the estimate of I2 we apply Hölder’s inequality with exponents p and p′ and
find that
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I2 =
∞∑
j=1

f jvjv
−1
j

∞∑
i=j

ai,ju
q
i b

q−1
i

(
1
bj

j∑
k=1

aj,kf k

)q−1

≈
∞∑
j=1

f jvjv
−1
j

∞∑
i=j

ai,ju
q
i b

q−1
i

((
Rf
)

j

)q−1

� ‖vf ‖lp

⎛⎝ ∞∑
j=1

v−p′
j

( ∞∑
i=j

ai,jb
q−1
i uq

i

)p′ ((
Rf
)

j

)p′(q−1)

⎞⎠
1
p′

[using (25), (27), and Abel’s transformation]

= ‖vf ‖lp

⎛⎝ ∞∑
j=1

(
Rf
)p′(q−1)

j
Δ+

( ∞∑
i=j

v−p′
i

( ∞∑
k=i

ak,ib
q−1
k uq

k

)p′)⎞⎠
1
p′

= ‖vf ‖lp

⎛⎜⎜⎝ ∞∑
j=1

⎛⎜⎝( ∞∑
i=j

v−p′
i

( ∞∑
k=i

ak,ib
q−1
k uq

k

)p′) 1
p′
⎞⎟⎠

p′

Δ− (Rf
)p′(q−1)

j

⎞⎟⎟⎠
1
p′

[now using Minkowski’s inequality]

� ‖vf ‖lp

⎛⎜⎝ ∞∑
j=1

⎛⎝ ∞∑
k=j

bq−1
k uq

k

(
k∑

i=j

ap′
k,iv

−p′
i

) 1
p′
⎞⎠p′

Δ− (Rf
)p′(q−1)

j

⎞⎟⎠
1
p′

= ‖vf ‖lp

⎛⎝ ∞∑
j=1

Φp′
j Δ

− (Rf
)p′(q−1)

j

⎞⎠
1
p′

:= ‖vf ‖lp
I21.

Hence

I2 � ‖vf ‖lp
I21, (28)

where

Φj :=
∞∑
k=j

bq−1
k uq

k

(
k∑

i=j

ap′
k,iv

−p′
i

) 1
p′

and I21 :=

⎛⎝ ∞∑
j=1

Φp′
j Δ

− (Rf
)p′(q−1)

j

⎞⎠
1
p′

.

To estimate Φj we apply Hölder’s inequality with exponents s and s′ (note that
1/s + 1/s′ = 1), where p′ < s < p/(p − q) .
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Φj =
∞∑
k=j

⎛⎝( ∞∑
i=k

bq
i u

q
i

) 1
p
(

k∑
i=j

ap′
k,iv

−p′
i

) 1
p′

b−1
k (bkuk)

q
s

⎞⎠⎛⎝( ∞∑
i=k

bq
i u

q
i

)− 1
p

(bkuk)
q
s′

⎞⎠

�

⎛⎝ ∞∑
k=j

( ∞∑
i=k

bq
i u

q
i

) s
p
(

k∑
i=j

ap′
k,iv

−p′
i

) s
p′

b−s
k (bkuk)

q

⎞⎠
1
s
⎛⎜⎝ ∞∑

k=j

bq
ku

q
k

( ∞∑
i=k

bq
i u

q
i

)− s′
p

⎞⎟⎠
1
s′

[now using (8)]

≈
( ∞∑

i=j

bq
i u

q
i

) 1
s′ −

1
p
⎛⎝ ∞∑

k=j

( ∞∑
i=k

bq
i u

q
i

) s
p
(

k∑
i=j

ap′
k,iv

−p′
i

) s
p′

bq−s
k uq

k

⎞⎠
1
s

=

( ∞∑
i=j

bq
i u

q
i

) 1
p′ −

1
s

Φ̃
1
s
j .

Hence
Φj �

( ∞∑
i=j

bq
i u

q
i

) 1
p′ −

1
s

Φ̃
1
s
j , (29)

where

Φ̃j :=
∞∑
k=j

( ∞∑
i=k

bq
i u

q
i

) s
p
(

k∑
i=j

ap′
k,iv

−p′
i

) s
p′

bq−s
k uq

k. (30)

To estimate I21 we use (29), (25) and (12) and obtain that

I21 =

⎛⎝ ∞∑
j=1

Φp′
j Δ

− (Rf
)p′(q−1)

j

⎞⎠
1
p′

�

⎛⎜⎝ ∞∑
j=1

( ∞∑
i=j

bq
i u

q
i

)1− p′
s

Φ̃
p′
s

j Δ− (Rf
)p′(q−1)

j

⎞⎟⎠
1
p′

≈

⎛⎜⎝ ∞∑
j=1

( ∞∑
i=j

bq
i u

q
i

)1− p′
s

Φ̃
p′
s

j

(
Rf
)p′(q−1)−1

j
Δ− (Rf

)
j

⎞⎟⎠
1
p′

=

⎛⎝ ∞∑
j=1

(
Φ̃

p′
s

j

(
Rf
)p′(q−1)( 1

p + 1
s )−1

j

(
Δ− (Rf

)
j

) p′
s

)
×

×

⎛⎜⎝( ∞∑
i=j

bq
i u

q
i

) s−p′
s (

Rf
)(q−1)

(
s−p′

s

)
j

(
Δ− (Rf

)
j

) s−p′
s

⎞⎟⎠
⎞⎟⎠

1
p′
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[now applying Hölder’s inequality with exponents s
p′ and s

s−p′ and again (12)]

�

⎛⎝ ∞∑
j=1

Φ̃j

(
Rf
)s(q−1)( 1

p + 1
s )− s

p′
j

(
Δ− (Rf

)
j

)⎞⎠
1
s

×

×
⎛⎝ ∞∑

j=1

∞∑
i=j

bq
i u

q
i

(
Rf
)(q−1)

j
Δ− (Rf

)
j

⎞⎠
s−p′
sp′

≈
⎛⎝ ∞∑

j=1

Φ̃jΔ− (Rf
)q− s(p−q)

p
j

⎞⎠
1
s
⎛⎝ ∞∑

j=1

∞∑
i=j

bq
i u

q
i Δ

− (Rf
)q

j

⎞⎠
s−p′
sp′

[using again Abel’s transformation and
(
Rf
)

j
≈ 1

bj
(Rf )j]

=

⎛⎝ ∞∑
j=1

(
Rf
)q− s(p−q)

p
j

Δ+Φ̃j

⎞⎠
1
s
⎛⎝ ∞∑

i=1

bq
i u

q
i

i∑
j=1

Δ− (Rf
)q

j

⎞⎠
s−p′
sp′

≈
⎛⎝ ∞∑

j=1

(
Rf
)q− s(p−q)

p
j

Δ+Φ̃j

⎞⎠
1
s ( ∞∑

i=1

uq
i

(
i∑

k=1

ai,kf k

)q) s−p′
sp′

:= I22 ‖uRf ‖
q(s−p′)

sp′
lq

.

Hence
I21 � I22 ‖uRf ‖

q(s−p′)
sp′

lq
, (31)

where

I22 :=

⎛⎝ ∞∑
j=1

(
Rf
)q− s(p−q)

p
j

Δ+Φ̃j

⎞⎠
1
s

.

To estimate I22 we use (27), (30), (25),
(
Rf
)

j
≈ 1

bj
(Rf )j and Hölder’s inequality

with exponents pq
s(p−q) and pq

pq−s(p−q) .

I22 =

⎛⎝ ∞∑
j=1

(
Rf
)q− s(p−q)

p
j

Δ+Φ̃j

⎞⎠
1
s

=

⎛⎝ ∞∑
j=1

(
Rf
)q− s(p−q)

p
j

Δ+

⎛⎝ ∞∑
k=j

( ∞∑
i=k

bq
i u

q
i

) s
p
(

k∑
i=j

ap′
k,iv

−p′
i

) s
p′

bq−s
k uq

k

⎞⎠⎞⎠
1
s

�

⎛⎜⎝ ∞∑
j=1

(
1
bj

j∑
k=1

aj,kf k

)q− s(p−q)
p

( ∞∑
i=j

bq
i u

q
i

) s
p
(

j∑
i=1

ap′
j,i v

−p′
i

) s
p′

bq−s
j uq

j

⎞⎟⎠
1
s
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=

⎛⎜⎝ ∞∑
j=1

(
uj

j∑
k=1

aj,kf k

)q− s(p−q)
p

(
1
bq

j

∞∑
i=j

bq
i u

q
i

) s
p
(

j∑
i=1

ap′
j,i v

−p′
i

) s
p′

u
s(p−q)

p
j

⎞⎟⎠
1
s

�

⎛⎝ ∞∑
j=1

uq
j

(
j∑

k=1

aj,kf k

)q
⎞⎠

pq−s(p−q)
spq

×

×

⎛⎜⎝ ∞∑
j=1

(
1
bq

j

∞∑
i=j

bq
i u

q
i

) q
p−q

(
j∑

i=1

ap′
j,i v

−p′
i

) q(p−1)
p−q

uq
j

⎞⎟⎠
p−q
pq

.

Hence

I22 � B2 ‖uRf ‖
pq−s(p−q)

sp
lq

. (32)

Combining (28), (31) and (32) we have that

I2 � B2 ‖vf ‖lp
‖uRf ‖q−1

lq
, (33)

and from (22), (3.15) and (33) we obtain that

‖uRf ‖q
lq

� Cq
1B

q
1 ‖vf ‖q

lp
+ C2B2 ‖vf ‖lp

‖uRf ‖q−1
lq

. (34)

Applying now Young’s inequality to the second term on the right hand side of (34),
we get that

‖uRf ‖q
lq

� Cq
1B

q
1 ‖vf ‖q

lp
+

1
q
Cq

2B
q
2 ‖vf ‖q

lp
+

1
q′

‖uRf ‖(q−1)q′
lq

=
(

Cq
1B

q
1 +

1
q
Cq

2B
q
2

)
‖vf ‖q

lp
+

1
q′

‖uRf ‖q
lq

,

that is,
‖uRf ‖q

lq
�
(
qCq

1B
q
1 + Cq

2B
q
2

) ‖vf ‖q
lp

which implies
‖uRf ‖lq

� B ‖vf ‖lp
.

Hence, (1) with A = R holds with a constant C � B < ∞. By using also (21)
we see that C ≈ B and the proof is complete. �

Proof of Theorem 2.2 . The operator K is the conjugate of the operator R. Hence,
according to Remark 2.2 the proof follows by using Theorem 2.1 with 1/u , 1/v , p′

and q′ replaced by v , u , q and p , respectively. By using these substitutions we find
that B in Theorem 2.1 will be replaced by B∗ and, moreover C ≈ B∗ so the proof is
complete. �
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4. Further results

Our main aim in this Section is to point out the fact that our main results can be
used to derive other inequalities of interest. Partly inspired by the inequality (6) we first
consider an additive estimate of the form

‖uRf ‖lq
� C

(
‖vf ‖lp

+ ‖wPcf ‖lp

)
, f � 0, (35)

where (Pcf )j =
j∑

i=1
cif i and u, v, w and c are non-negative weight sequences. From

(35) we have (1) when w = 0 and

‖uRf ‖lq
� C ‖wPcf ‖lp

, f � 0, (36)

when v = 0.
In this Section we will derive necessary and sufficient conditions for (35) to hold

under the assumption (4) and, in addition,

u > 0, v > 0 and w ∈ lp (that is
∞∑
i=1

wp
i < ∞), (37)

see Theorem 4.1. In particular, by using this result with w = 0 we get a version of
Theorem 2.1 (the conditions are formally different but of course equivalent). We also
note that this result can be used to obtain a characterization of (36) (because of the
assumption v > 0) . Moreover, in this Section we also include a characterization of
(36) (see Theorem 4.2).

For n � 1 and u, v and w satisfying (37) we define

ϕn :=

⎧⎨⎩ min
1�k�n

⎡⎣( n∑
i=k

cp′
i v−p′

i

)− 1
p′

+

( ∞∑
i=k

wp
i

) 1
p
⎤⎦⎫⎬⎭

−1

(38)

and

Un :=

( ∞∑
i=n

bq
i u

q
i

) 1
q

. (39)

Then �−ϕj � 0 and �+Uj � 0 for i � 1, where �− and �+ are defined by (25).
Let

G1 :=

⎛⎜⎝ ∞∑
j=1

⎡⎣ 1
cj

( ∞∑
i=j

aq
i,ju

q
i

) 1
q
⎤⎦

pq
p−q

�−ϕ
pq

p−q
j

⎞⎟⎠
p−q
pq

(40)

and

G2 :=

⎛⎜⎜⎝ ∞∑
j=1

⎡⎢⎣ 1
bj

⎛⎝ j∑
i=1

ap′
j,i

cp′
i

�−ϕp′
i

⎞⎠
1
p′
⎤⎥⎦

pq
p−q

�+U
pq

p−q
j

⎞⎟⎟⎠
p−q
pq

. (41)
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THEOREM 4.1. Let 1 < q < p < ∞, let u, v and w satisfy (37) and assume
that the elements of the matrix (ai,j) are non-negative and satisfy the condition (4) .
Then the estimate (35) holds if and only if G := max {G1, G2} < ∞, where G1 and
G2 are defined by (38) − (41) . Moreover, C ≈ G, where C is the best constant in
(35) .

Proof. Let cif i = gi, i � 1 in (35). Then (35) is equivalent to∥∥uRc−1g
∥∥

lq
� C

(∥∥vc−1g
∥∥

lp
+ ‖wPg‖lp

)
, g � 0, (42)

where c−1g :=
{
c−1
i gi

}∞
i=1

.

By (23) we have
(
Rc−1g

)
i
≈ (R̃g)i :=

i∑
j=1

ãi,jgj for i � 1 and the inequality

∥∥∥uR̃g
∥∥∥

lq
� C1

(∥∥vc−1g
∥∥

lp
+ ‖wPg‖lp

)
, g � 0, (43)

is equivalent to (42). Moreover,
C ≈ C1, (44)

where C and C1 are the best constants in (42) and (43), respectively.
Since (24) holds, in view of Theorem 2 in [7] we obtain that the inequality⎛⎝ ∞∑

i=1

ui

⎛⎝ i∑
j=1

ãi,jgj

⎞⎠q⎞⎠
1
q

� C2

( ∞∑
i=1

(
gi

(
�−ϕp′

i

)− 1
p′
)p
) 1

p

, g � 0, (45)

is equivalent to the inequality (43). Moreover,

C ≈ C2, (46)

where C2 is the best constant in (45).
By (23) the elements of matrix (ãi,j) satisfy the condition (4) with ci = 1, i � 1,

i.e.

ãi,j ≈ ãi,k +
ãk,j

bk
bi, i � k � j � 1. (47)

Therefore, the matrix (ãi,j) satisfies the conditions in Theorem 2.1 and, hence, by
this Theorem the estimate (45) (and, thus, (43), (42) and (35)) holds if and only if

G̃1 :=

⎛⎜⎝ ∞∑
j=1

( ∞∑
i=j

ãq
i,ju

q
i

) p
p−q

(
j∑

i=1

�−ϕp′
i

) p(q−1)
p−q

�−ϕp′
j

⎞⎟⎠
p−q
pq

< ∞ (48)

and

G̃2 :=

⎛⎜⎝ ∞∑
j=1

uq
j

(
j∑

i=1

ãp′
j,i�−ϕp′

i

) q(p−1)
p−q

(
1
bq

j

∞∑
i=j

bq
i u

q
i

) q
p−q

⎞⎟⎠
p−q
pq

< ∞. (49)
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Moreover,
C2 ≈ G̃, (50)

where G̃ := max
{

G̃1, G̃2

}
.

By letting ϕ0 = 0 and using (25) and (12) with γ = q(p− 1)/(p− q) we get that

j∑
i=1

�−ϕp′
i = ϕp′

j , (51)

(
ϕp′

j

) p(q−1)
p−q �−ϕp′

j ≈ �−ϕ
pq

p−q
j (52)

and (
1
bq

j

∞∑
i=j

bq
i u

q
i

) q
p−q

uq
j =

(
1
bj

) pq
p−q (

Uq
j

) q
p−q �+Uq

j

≈
(

1
bj

) pq
p−q

�+U
pq

p−q
j ,

(4.19)

for all j � 1.

From (23), (51), (52) and (4.19) it follows that G̃1 ≈ G1 and G̃2 ≈ G2, where
G̃1 and G̃2 are defined by (48) and (49), respectively . Then, according to (44), (46)
and (50), we have that G ≈ C. The proof is complete. �

Now we consider the inequality (36). Let Wk :=
(∞∑

i=k
wp

i

)− 1
p

, k � 1 and define

F1 :=

⎛⎜⎝ ∞∑
j=1

⎛⎝ 1
cj

( ∞∑
i=j

aq
i,ju

q
i

) 1
q
⎞⎠

pq
p−q

�−W
pq

p−q
j

⎞⎟⎠
p−q
pq

(54)

and

F2 :=

⎛⎜⎜⎝ ∞∑
j=1

⎛⎜⎝ 1
bj

⎛⎝ j∑
i=1

ap′
j,i

cp′
i

�−Wp′
i

⎞⎠
1
p′
⎞⎟⎠

pq
p−q

�+U
pq

p−q
j

⎞⎟⎟⎠
p−q
pq

. (55)

THEOREM 4.2. Let 1 < q < p < ∞ and assume that the elements of the matrix
(ai,j) satisfy the condition (4) . Then the estimate (36) with operator R holds if and
only if F := max{F1, F2} < ∞, where F1 and F2 are defined by (54) and (55) ,
respectively . Moreover, F ≈ C, where C is the best constant in (36) .

Proof. Let ε > 0. Setting vi = ε, ∀i � 1 in (38), (40) and (41) we get,
respectively:

ϕn (ε) :=

⎧⎨⎩ min
1�k�n

⎡⎣ε( n∑
i=k

cp′
i

)− 1
p′

+

( ∞∑
i=k

wp
i

) 1
p
⎤⎦⎫⎬⎭

−1

(56)
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= max
1�k�n

1

ε
(

n∑
i=k

cp′
i

)− 1
p′

+ W−1
k

= max
1�k�n

Wk

εWk

(
n∑

i=k
cp′
i

)− 1
p′

+ 1

,

G1 (ε) :=

⎛⎜⎝ ∞∑
j=1

⎡⎣ 1
cj

( ∞∑
i=j

aq
i,ju

q
i

) 1
q
⎤⎦

pq
p−q

�− [ϕj (ε)]
pq

p−q

⎞⎟⎠
p−q
pq

and

G2 (ε) :=

⎛⎜⎜⎝ ∞∑
j=1

⎡⎢⎣ 1
bj

⎛⎝ j∑
i=1

ap′
j,i

cp′
i

�− [ϕi (ε)]p
′
⎞⎠

1
p′
⎤⎥⎦

pq
p−q

�+U
pq

p−q
j

⎞⎟⎟⎠
p−q
pq

.

Using (23) and Abel’s transformation we obtain that

G1 (ε) ≈

⎛⎜⎝ ∞∑
j=1

⎡⎣( ∞∑
i=j

ãq
i,ju

q
i

) 1
q
⎤⎦

pq
p−q

�− [ϕj (ε)]
pq

p−q

⎞⎟⎠
p−q
pq

=

⎛⎜⎝ ∞∑
j=1

[ϕj (ε)]
pq

p−q �+

⎡⎣( ∞∑
i=j

ãq
i,ju

q
i

) 1
q
⎤⎦

pq
p−q

⎞⎟⎠
p−q
pq

:= Ĝ1 (ε)

(4.23)

and

G2 (ε) ≈

⎛⎜⎜⎝ ∞∑
j=1

⎡⎣ 1
bj

(
j∑

i=1

ãp′
j,i�− [ϕi (ε)]p

′
) 1

p′
⎤⎦

pq
p−q

�+U
pq

p−q
j

⎞⎟⎟⎠
p−q
pq

=

⎛⎜⎜⎝ ∞∑
j=1

⎡⎣ 1
bj

(
j∑

i=1

[ϕi (ε)]p
′ �+

(i)

[
ãp′

j,i

]) 1
p′
⎤⎦

pq
p−q

�+U
pq

p−q
j

⎞⎟⎟⎠
p−q
pq

:= Ĝ2 (ε) .

(4.24)

Now by using the monotonicity of the functions (56), (4.23) and (4.24) at ε > 0
and again Abel’s transformation and (23) we have that

lim
ε→0

ϕn (ε) = sup
ε>0

ϕn (ε) = max
1�k�n

sup
ε>0

Wk

εWk

(
n∑

i=k
cp′
i

)− 1
p′

+ 1

= max
1�k�n

Wk = Wn
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and

sup
ε>0

Ĝ1 (ε) = lim
ε→0

Ĝ1 (ε)

= lim
ε→0

lim
n→∞

⎛⎜⎝ n∑
j=1

[ϕj (ε)]
pq

p−q �+

⎡⎣( ∞∑
i=j

ãq
i,ju

q
i

) 1
q
⎤⎦

pq
p−q

⎞⎟⎠
p−q
pq

= lim
n→∞ lim

ε→0

⎛⎜⎝ n∑
j=1

[ϕj (ε)]
pq

p−q �+

⎡⎣( ∞∑
i=j

ãq
i,ju

q
i

) 1
q
⎤⎦

pq
p−q

⎞⎟⎠
p−q
pq

= lim
n→∞

⎛⎜⎝ n∑
j=1

W
pq

p−q
j �+

⎡⎣( ∞∑
i=j

ãq
i,ju

q
i

) 1
q
⎤⎦

pq
p−q

⎞⎟⎠
p−q
pq

=

⎛⎜⎝ ∞∑
j=1

⎡⎣( ∞∑
i=j

ãq
i,ju

q
i

) 1
q
⎤⎦

pq
p−q

�− [Wj]
pq

p−q

⎞⎟⎠
p−q
pq

≈ F1.

(4.25)

Similarly, we find that
sup
ε>0

Ĝ2 (ε) ≈ F2. (60)

Using (4.23), (4.24), (4.25), (60) and Theorem 4.1, we obtain the best constant C
in (36) as

C = sup
f �0

‖uRf ‖lq

‖wPcf ‖lp

= sup
f �0

sup
ε>0

‖uRf ‖lq

ε ‖f ‖lp
+ ‖wPcf ‖lp

= sup
ε>0

sup
f �0

‖uRf ‖lq

ε ‖f ‖lp
+ ‖wPcf ‖lp

≈ sup
ε>0

G (ε) = sup
ε>0

max {G1 (ε) , G2 (ε)}

≈ max

{
sup
ε>0

Ĝ1 (ε) , sup
ε>0

Ĝ2 (ε)
}

≈ max {F1, F2} = F.

The proof is complete. �
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