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Abstract. In [3] Chebyshev type inequalities are proved for separable finite sequences. In this
paper, the applicability of that notion is extended and replaced by a relation of synchronicity. In
consequence, new sufficient conditions for Chebyshev type inequalities are derived.

1. Introduction and summary

Let V be a real Banach space with V ∗ , the space of all linear continuous function-
als on V . In this paper we mainly consider inequalities of the form (cf. [3, 9, 10])

〈x,z〉 〈y,v〉 � 〈y,z〉 〈x,v〉 , x,y ∈V, z,v ∈V ∗, (1)

called here Chebyshev type inequalities. For instance, if V = V ∗ = Rn and x = v =
(1, . . . ,1) ∈ Rn , then (1) becomes Chebyshev sum inequality; if V =V ∗ = L2, the space
of all 2-nd power integrable functions with respect to the Lebesgue measure μ on the
unit interval [0,1], and x = v≡ 1, then (1) takes the form Chebyshev integral inequality.
It is well known that Chebyshev sum (resp. integral) inequality holds for monotone, or
more generally, for similarly ordered sequences (resp. functions) (see e.g. [1, sec. 2.5],
[7, sec. 7.1]).

In [3] a notion of separable finite sequences is introduced. Replacing monotone
or similarly ordered sequences by separable ones yields generalizations of Chebyshev
type inequalities (see [3]) and other inequalities for convex functions (see [4]). In this
paper, we introduce a relation of synchronicity which is more coherent for study of (1)
than the property of separability for vectors. Simultaneously, the definition of separable
vectors is extended beyond finite-dimensional spaces. This allows us to obtain further
extensions of Chebyshev type inequalities.

In [9, 10] it is shown that some inequalities related to (1) hold under conditions
of similar ordering for sequences or functions. Note, the term “synchronicity” is used
there instead of “similar ordering”. As we show (see Remark 5 and Example 1), the
similar ordering is a stronger condition for (1) to hold than conditions of synchronicity
defined here.
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The paper is organized as follows. Section 2 contains basic notions. In Section
3 a framework for earlier mentioned inequalities is given and some general results are
established. In Section 4 we introduce a relation of synchronous vectors and extend
the notion of separable vectors onto Banach spaces with Schauder bases. The relation
yields sufficient conditions for the fundamental inequality (1) to hold. Section 5 is de-
voted to applications. We discuss our results in Banach sequence and function spaces
with various bases. It amounts to sufficient conditions for Chebyshev inequalities. Be-
tween others, we generalize some of the recent results of Niezgoda and Toader (see
[3, 9, 11]).

2. Preliminaries

Throughout this note V is a real norm Banach space.
A convex cone is a nonempty set D ⊂V such that αD+βD ⊂D for all nonnega-

tive scalars α and β . The closure of convex cone of all nonnegativefinite combinations
in H ⊂V is denoted by cone H . Similarly, span H denotes the closure of subspace of
all finite combinations in H . If A,B ⊂V , then

cone A+ cone B = cone (A∪B) (2)

if only the left hand side of above equality is a closed set.
The symbol V ∗ stands for the dual space of V , i.e. the space of all linear continu-

ous functionals on V . For x ∈ V and v ∈V ∗ by 〈x,v〉 we mean acting of a functional
v on x .

For subsets C ⊂V and F ⊂V ∗ we define dual cones as follows

dualC = { f ∈V ∗ : 〈C, f 〉 � 0}, dual∗F = {x ∈V : 〈x,F〉 � 0}.

In the case of self-dual spaces (i.e. V = V ∗ ), the notions of dual cones dual (·) and
dual∗(·) are equivalent. Particularly, if D is a subset of Lp, p > 1, the space of all
p -integrable functions with respect to Lebesgue measure μ on the unit interval [0,1] ,
then we use the following unique symbol for dual cones

dual qD =
{

f ∈ Lq :
∫

f gdμ � 0,g ∈ D

}
,

where 1/p + 1/q = 1. It is known, that dual cones are closed convex cones in norm
topologies and

dualC = dual (cone C), dual∗F = dual∗(cone F).

For A,B ⊂ V , the inclusion A ⊂ B implies dualB ⊂ dualA . If C and D are convex
cones in V , then

dual (C+D) = dualC∩dualD.

The same holds for dual∗ .
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If a set C ⊂V is a closed convex cone, then

dual∗ dualC = C, (3)

(cf. [5, Lemma 2.1]).
In the reminder of this section we recall the notion of separability for vectors. It

is quoted from [3]. Let V be a finite-dimensional real vector space with inner product
〈·, ·〉 provided with a basis e = {e1, . . . ,en} . Let J1 and J2 be complementary subsets
of {1, . . . ,n} . Fix x ∈V and let γ be a scalar.

A vector y ∈V is said to be γ,x -separable on J1 and J2 (with respect to the basis
e), if

〈ei,y− γx〉 � 0 for i ∈ J1, and
〈
e j,y− γx

〉
� 0 for j ∈ J2. (4)

Let us observe that y ∈V is γ,x -separable on J1 and J2 if and only if

y− γx ∈ dual (E1−E2), (5)

where E1 = cone {ei : i ∈ J1} and E2 = cone {e j : j ∈ J2} .

3. A solution of Chebyshev type inequality

Let A be a bounded linear operation V 
→ V with the adjoint A∗ . The null space
of A will be denoted by N(A) .

For y ∈V and z ∈V ∗ we first consider the inequality

〈Ay,z〉 � 0, (6)

or equivalently, 〈y,A∗z〉 � 0.
A general method of solution of (6) is established below.

THEOREM 1. For vectors y ∈ V, z ∈ V ∗ and a convex cone C ⊂ V the following
statements are mutually equivalent.

i) (6) holds for all y ∈C+N(A)

ii) z ∈ dualAC

iii) A∗z ∈ dualC.

Proof. Since i) , 0 � 〈Ay,z〉= 〈y,A∗z〉 for all y∈C . For this reason 0 � 〈AC,z〉=
〈C,A∗z〉 . Hence z ∈ dualAC and A∗z ∈ dualC. It proves i) ⇒ ii), iii) .

Conversely, if z ∈ dualAC , then for y = c+ x , where c ∈ C and x with Ax = 0
are arbitrary we get 〈Ay,z〉 = 〈Ac,z〉+ 〈Ax,z〉 = 〈Ac,z〉� 0. By a similar argument; for
y ∈ C + N(A) we have Ay ∈ AC , hence Ay = Ac for certain c ∈ C . If A∗z ∈ dualC ,
then 〈Ay,z〉 = 〈Ac,z〉 = 〈c,A∗z〉 � 0. From this we conclude that ii) , iii) ⇒ i) , which
completes the proof. �

For given x ∈ V , v ∈ V ∗ and arbitrary y ∈ V let us define the operation A as
follows:

Ay = y〈x,v〉− x〈y,v〉 .
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In this situation (6) becomes inequality (1) which is considered in [3, 9] in the case of
Euclidean spaces. It is easily seen that A∗z = 〈x,v〉 z−〈x,z〉v and span {x} ⊂ N(A) .
Particularly, N(A) = span {x} whenever 〈x,v〉 = 0. From the above proof, it may be
concluded that in the statement of Theorem 1 the null space of A can be replaced by a
subset of N(A) . It implies Niezgoda’s result [3, Theorem 3.1].

COROLLARY 1. Fix x ∈ V, v ∈ V ∗ . For y ∈ V, z ∈ V ∗ and convex cone C ⊂ V ,
the following statements are mutually equivalent.

i) (1) holds for all y ∈C+ span {x}.
ii) z ∈ dual{c〈x,v〉− x〈c,v〉 : c ∈C} .

iii) 〈x,v〉 z−〈x,z〉v ∈ dualC. �

Now, employing the idea of separable vectors (see (4) and (5)), we introduce cones
and their dual cones depending on decomposition of spaces onto direct sums of closed
subspaces. This concept will be developed in the next section. Let us start from two
auxiliary remarks.

Assume that V1 and V2 are closed complementary subspaces of V , i.e. V1∩V2 =
{0} and V = V1 +V2 . The fact will be denoted as V = V1 ⊕V2 . It is known that the
projections V 
→Vi, i = 1,2 are continuous. In consequence, we have the following

REMARK 1. If V = V1⊕V2 , then V ∗ = dualV1⊕dualV2.

Proof. If f ∈ dualV1∩dualV2 , then 〈V1, f 〉= 0 = 〈V2, f 〉 . Hence 0 = 〈V1⊕V2, f 〉
= 〈V, f 〉⇒ f = 0. Since projections πi :V 
→Vi, i = 1,2 are continuous, for any f ∈V ∗

we have fi
de f
= f ◦ πi ∈ dualV2−(1+i) mod 2 and f1 + f2 = f ◦ (π1 + π2) = f . Clearly,

dualVi, i = 1,2 are closed. �
In general, the algebraic sum of closed convex cones is not closed.

REMARK 2. If V = V1 ⊕V2 and Ci ⊂ Vi, i = 1,2 are closed convex cones, then
C1 +C2 is a closed convex cone.

Proof. Assume xn ∈C1 +C2, xn → x, xn = x(1)
n +x(2)

n , x(i)
n ∈Vi, i = 1,2. Since the

projections πi : V 
→Vi are continuous, x(i)
n = πixn → πix

de f
= x(i). Clearly, x(1) + x(2) =

(π1 + π2)x = x. By uniqueness of decomposition x(1)
n + x(2)

n = xn ∈ C1 +C2 we get

x(i)
n ∈Ci. Since Ci are closed, x(i) ∈Ci. Finally, x = x(1) + x(2) ∈C1 +C2. �

LEMMA 1. Let V = V1⊕V2 and let εi, i = 1,2 be such scalars that ε2
i = 1.

If Ei ⊂Vi are closed convex cones, then

dual (ε1E1 + ε2E2) = ε1F1 + ε2F2,

where
Fi = dualEi ∩dualV2−(1+i) mod 2, i = 1,2. (7)
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Proof. Let f ∈ ε1F1 + ε2F2. There exist fi ∈V ∗, i = 1,2, such that

〈Ei, fi〉 � 0,
〈
V2−(1+i) mod 2, fi

〉
= 0

and f = ε1 f1 + ε2 f2. For any x ∈ ε1E1 + ε2E2 there exist xi ∈ Ei such that x = ε1x1 +
ε2x2. We have

〈x, f 〉 = 〈ε1x1 + ε2x2,ε1 f1 + ε2 f2〉
= ε2

1 〈x1, f1〉+ ε1ε2 〈x1, f2〉+ ε2ε1 〈x2, f1〉+ ε2
2 〈x2, f2〉 � 0.

Thus f ∈ dual (ε1E1 + ε2E2).
Conversely, let f ∈ dual (ε1E1 + ε2E2) . By Remark 1 there exist f1, f2 ∈V ∗ with

〈V2, f1〉 = 0 = 〈V1, f2〉 and f = ε1 f1 + ε2 f2. For any xi ∈ Ei ⊂Vi we get:

0 � 〈ε1x1 + ε2x2, f 〉 = 〈ε1x1 + ε2x2,ε1 f1 + ε2 f2〉
= ε2

1 〈x1, f1〉+ ε1ε2 〈x1, f2〉+ ε2ε1 〈x2, f1〉+ ε2
2 〈x2, f2〉 = 〈x1, f1〉+ 〈x2, f2〉 .

On substituting 0 into xi, i = 1,2 we get 〈Ei, fi〉 � 0, i.e. fi ∈ dualEi. By assump-
tion, fi ∈ dualV2−(1+i) mod 2 . Therefore fi ∈ dualEi∩dualV2−(1+i) mod 2 = Fi, i = 1,2.
Finally, f = ε1 f1 + ε2 f2 ∈ ε1F1 + ε2F2. �

REMARK 3. Under assumptions and notations as in Lemma 1

Fi = dual (E1 +E2)∩dualV2−(1+i) mod 2, i = 1,2.

Moreover, for E = ε1E1 + ε2E2 we have dualE = dualE ∩ dualV1 + dualE ∩
dualV2.

Proof. Note that dualE = dual (ε1E1 +ε2E2) = ε1dualE1∩ε2dualE2. Since Ei ⊂
Vi , dualVi ⊂ dualEi . From this dualVi = εidualVi ⊂ εidualEi. For these reasons, by
Lemma 1 we obtain

dualE ∩dualVi = ε2−(1+i) mod 2dualE2−(1+i) mod 2∩dualVi

= ε2−(1+i) mod 2F2−(1+i) mod 2, i = 1,2.

Takeing εi = 1, i = 1,2 gives the alternative form of Fi.
Moreover, after summing the above equations over i we obtain dualE = dualE ∩

dualV1 +dualE ∩dualV2, by Lemma 1. �
The case 〈x,v〉 = 0 of (1) is not interesting. In the paper we assume 〈x,v〉 > 0.

The case 〈x,v〉 < 0 can be easily obtained from the previous one by replacing v by −v
and reversing of inequality in (1). By Corollary 1 and Lemma 1 we get the following
solution of (1) (cf. [3, Theorem 3.5]).

THEOREM 2. Let V = V1 ⊕V2 and Ei ⊂ Vi. i = 1,2 be closed convex cones. For
given x ∈V and v ∈V ∗ with 〈x,v〉 > 0 the following statements are equivalent.

i) Inequality (1) holds for all y ∈ E1−E2 + span {x} .

ii) z−λv ∈ F1−F2 , where λ = 〈x,z〉/〈x,v〉 and F1,F2 are defined by (7). �
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4. Synchronous and separable vectors

Let {eξ} be a basis (in the Schauder sense) of a Banach space V , i.e. for every
x ∈ V there exists a unique sequence of scalars {αξ} such that x = ∑

ξ
αξ eξ . The

sequence of linear functionals { fη} defined by 〈x, fi〉 = αi is called the sequence of
coefficient functionals associated to the basis {eξ} , or shortly, the associated sequence
of coefficient functionals (abbrev. a.s.c.f.). The fundamental fact due to S. Banach is
that coefficient functionals associated to a basis of Banach space are continuous. If
{eξ} is a basis of V and { fη} is a.s.c.f., then every x ∈ V has a unique expansion of
the form x = ∑

i
〈x, fi〉ei. Moreover

〈
eξ , fη

〉
= δξη , the Kronecker symbol.

For a Banach space V with a basis {eξ} let V+ denotes the convex cone associated
to the basis (the nonnegative cone, in other terminology), i.e. V+ = {x = ∑

ξ
xξ eξ ∈ V :

xξ � 0} . It is clear that V+ coincides with cone {eξ} , the smallest closed convex cone
containing the basis {eξ} .

It is known, if V ∗ is a separable space, then a.s.c.f. { fη} constitutes a basis of
V ∗ . In this situation we may say about dual bases. Moreover,

V ∗
+ = dualV+ and V+ = dual∗V ∗

+. (8)

From now on, we assume that V and V ∗ are separable and {eξ} ⊂V, { fη} ⊂V ∗
are dual Schauder bases. For u ∈V and w ∈V ∗ we have

〈u,w〉 =∑
ξ

〈
u, fξ

〉〈
eξ ,w

〉
. (9)

Given u ∈V and w ∈V ∗ , we introduce a relation of synchronicity with respect to
dual bases {eξ} ⊂V and { fη} ⊂V ∗ (abbrev. u ∼ w) as follows

u ∼ w ≡ 〈u, fk〉 〈ek,w〉 � 0, for all k. (10)

By (9), it is easily seen that u ∼w forces 〈u,w〉� 0. The sets {u∈V : u∼ w} for
fixed w ∈V ∗ and {w ∈V ∗ : u ∼ w} for fixed u ∈V are closed convex cones. Accord-
ing to (8), u ∼ w whenever u ∈ V+ and w ∈ V ∗

+ . In the sequel, we will describe more
interesting situations for u ∈V and w ∈V ∗ to be synchronous. Simultaneously, a con-
nection between the separability of vectors due to Niezgoda [3] and our synchronicity
will be shown.

Let σ = (σi) and ρ = (ρi) be complementary subsequences of integers i.e. {σi}∩
{ρi} = /0, {σi}∪ {ρi} = N and σ1 < σ2 < .. . , ρ1 < ρ2 < .. . . Let us define closed
subspaces of V and V ∗ :

Vσ = span {ei : i ∈ σ}, Vρ = span {ei : i ∈ ρ},
V ∗
σ = span { fi : i ∈ σ}, V ∗

ρ = span { fi : i ∈ ρ}. (11)

There is no difficulty to show that

dualVσ = { f ∈V ∗ : f = ∑
i
xi fi,xσi = 0},

dualVρ = { f ∈V ∗ : f = ∑
i
xi fi,xρi = 0},

dual∗V ∗
σ = {x ∈V : x = ∑

i
xiei,xσi = 0},

dual∗V ∗
ρ = {x ∈V : x = ∑

i
xiei,xρi = 0}.
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Moreover, Vσ ∩Vρ = {0}, V ∗
σ ∩V ∗

ρ = {0} and

Vσ = dual∗V ∗
ρ , Vρ = dual∗V ∗

σ ,

V ∗
σ = dualVρ , V ∗

ρ = dualVσ .
(12)

Now we additionally assume that {eξ} is an unconditional basis of V , i.e. for
every x ∈ V the series ∑

i
〈x, fi〉ei converges unconditionally. It is known, then a.s.c.f.

{ fη} is an unconditional basis of V ∗ . In this situation the spaces V and V ∗ decompose
onto direct sums

V = Vσ ⊕Vρ and V ∗ = V ∗
σ ⊕V ∗

ρ , (13)

for any complementary σ and ρ , (see [8, Chap. II, Theorem 16.8]).
For σ and ρ as before let us define closed convex cones in V and V ∗ :

Eσ = cone {ei : i ∈ σ}, Eρ = cone {ei : i ∈ ρ},
Fσ = cone { fi : i ∈ σ}, Fρ = cone { fi : i ∈ ρ}. (14)

By definitions (11) and (14) it is clear that

Eσ ⊂Vσ , Eρ ⊂Vρ ,

Fσ ⊂V ∗
σ , Fρ ⊂V ∗

ρ ,
(15)

moreover

Eσ = {x ∈V : x = ∑
i
xiei,xi � 0,xρi = 0},

Eρ = {x ∈V : x = ∑
i
xiei,xi � 0,xσi = 0},

Fσ = { f ∈V ∗ : f = ∑
i
xi fi,xi � 0,xρi = 0},

Fρ = { f ∈V ∗ : f = ∑
i
xi fi,xi � 0,xσi = 0}.

According to Remark 2, ε1Eσ + ε2Eρ and ε1Fσ + ε2Fρ are closed convex cones
for any scalars ε2

i = 1, i = 1,2, by (13) and (15). By (2) and (14) we get

Eσ +Eρ = cone {eξ} = V+,
Eσ −Eρ = cone ({eσi}∪{−eρi}),

Fσ +Fρ = cone { fη} = V ∗
+,

Fσ −Fρ = cone ({ fσi}∪{− fρi}). (16)

Moreover
Eσ = V+∩Vσ , Eρ = V+∩Vρ ,
Fσ = V ∗

+∩V ∗
σ , Fρ = V ∗

+∩V ∗
ρ .

(17)

We are now in a position to introduce a system of convex cones and their dual
cones in V and V ∗ . Its idea is based on the notion of separable vectors (see (4) and
(5)).

LEMMA 2. Let V and V ∗ be separable spaces with dual unconditional bases
{eξ} and { fη} , respectively. Assume that σ and ρ are complementary subsequences
of integers. For Eσ ,Eρ ⊂V and Fσ ,Fρ ⊂V ∗ defined by (14) we have

dual (Eσ −Eρ) = Fσ −Fρ , dual∗(Fσ −Fρ) = Eσ −Eρ .

Moreover,
V =

⋃
σ ,ρ

(Eσ −Eρ), V ∗ =
⋃
σ ,ρ

(Fσ −Fρ).
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Proof. (13)–(15) ensure that the assumptions of Lemma 1 are fulfilled. Combining
the lemma and Remark 3 with (16), (8), (12), (17) gives dual (Eσ −Eρ) = dual (Eσ +
Eρ)∩dualVρ −dual (Eσ +Eρ)∩dualVσ = Fσ −Fρ . By Remark 2, convex cones (16)
are closed. (3) forces dual∗(Fσ −Fρ) = dual∗ dual (Eσ −Eρ) = Eσ −Eρ , by the proved
part of this lemma.

Moreover, for any u∈V set {σi}= {k : 〈u, fk〉� 0} and {ρi}= {k : 〈u, fk〉< 0} .
The sequences σ and ρ are complementary and u ∈ dual∗{ fi : i ∈ σ}∩ dual∗{− f j :
j ∈ ρ}= dual∗Fσ ∩dual∗(−Fρ) = dual∗(Fσ −Fρ) = Eσ −Eρ , by (14) and the first part
of this lemma. The converse inclusion is obvious. The second identity is analogous.

�
The system of cones introduced above ensures that for fixed x ∈ V,v ∈ V ∗ and

arbitrary z ∈V ∗ there exists y ∈V such that (1) holds. In fact, there exist complemen-
tary sequences σ and ρ with property 〈x,v〉z−〈x,z〉v ∈ Fσ −Fρ = dual (Eσ −Eρ) .
According to the equivalence i) ⇔ iii) of Corollary 1, (1) holds for y ∈ Eσ −Eρ +
span {x} .

The following corollary is an application of Lemma 2 and a completion of Theo-
rem 2.

COROLLARY 2. Under assumptions as in Lemma 2, fix x ∈ V and v ∈ V ∗ with
〈x,v〉 > 0 . Suppose there exist complementary subsequences σ and ρ such that

〈ei,z〉 � λ 〈ei,v〉 and
〈
e j,z

〉
� λ

〈
e j,v

〉
for all i ∈ σ and j ∈ ρ , (18)

where λ = 〈x,z〉/〈x,v〉 and there exists a scalar γ such that

〈y, fi〉 � γ 〈x, fi〉 and
〈
y, f j

〉
� γ

〈
x, f j

〉
for all i ∈ σ and j ∈ ρ , (19)

then (1) holds for x,y ∈V and z,v ∈V ∗ .

Proof. By (13)–(15) one can employ Theorem 2 to E1 = Eσ and E2 = Eρ . The
same argument as in the proof of Lemma 2 leads to F1 = Fσ and F2 = Fρ . It is suffi-
cient to show that y ∈ Eσ −Eρ + span {x} is equivalent to (19) and z−λv ∈ Fσ −Fρ
is equivalent to (18). The proofs of both of equivalences are analogous. We fo-
cus on the first one. If y ∈ Eσ − Eρ + span {x} , then there exists a scalar γ with
y− γx∈ Eσ −Eρ . By Lemma 2 and (14) we have y− γx∈ dual∗(Fσ −Fρ) = dual∗Fσ ∩
dual∗(−Fρ) = dual∗{ fi : i ∈ σ}∩ dual∗{− f j : j ∈ ρ} or equivalently 〈y− γx, fi〉 � 0
and

〈
y− γx, f j

〉
� 0 for all i ∈ σ and j ∈ ρ . It is nothing but (19). �

The system of cones established in Lemma 2 yields necessary and sufficient con-
ditions for the synchronicity (10).

PROPOSITION 1. Under the hypothesis of Lemma 2, for u ∈ V and w ∈ V ∗ we
have:

i) u ∼ w whenever u ∈ Eσ −Eρ and w ∈ Fσ −Fρ ,

ii) if u ∼ w, then there exist complementary sequences σ and ρ such that u ∈
Eσ −Eρ and w ∈ Fσ −Fρ .
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Proof. Sufficiency. By Lemma 2 and (14) we have u ∈ Eσ −Eρ = dual∗(Fσ −
Fρ) = dual∗Fσ ∩ dual∗(−Fρ) = dual∗{ fi : i ∈ σ} ∩ dual∗{− fi :∈ ρ} or equivalently
〈u, fi〉 � 0 and

〈
u, f j

〉
� 0 for all i ∈ σ and j ∈ ρ . Analogously, w ∈ Fσ −Fρ gives

〈ei,w〉� 0 and
〈
e j,w

〉
� 0 for all i∈ σ and j ∈ ρ . Since σ and ρ are complementary,

〈u, fk〉〈ek,w〉 � 0 for all integer k , or equivalently, u ∼ w .
Necessity. Set {σk} = {i : 〈u, fi〉 > 0}∪{i : 〈u, fi〉 = 0, 〈ei,w〉 � 0} and let ρ be

complementary with σ , i.e. {ρk} = { j :
〈
u, f j

〉
< 0}∪{ j :

〈
u, f j

〉
� 0,

〈
e j,w

〉
< 0} .

If u ∼ w , then { 〈u, fi〉 � 0 , i ∈ σ〈
u, f j

〉
� 0 , j ∈ ρ and

{ 〈ei,w〉 � 0 , i ∈ σ〈
e j,w

〉
� 0 , j ∈ ρ .

, (20)

because 〈u, fi〉 > 0 implies 〈ei,w〉 � 0 and 〈u, fi〉 < 0 implies 〈ei,w〉 � 0. The same
argument as before guarantees that u ∈ Eσ −Eρ and w ∈ Fσ −Fρ . �

If {eξ} ⊂ V and { fη} ⊂ V ∗ are conditional dual bases, then there exist comple-
mentary subsequences σ and ρ with V = Vσ ⊕Vρ , i.e. there exists u ∈ V such that
∑i∈σ 〈u, fi〉ei and ∑ j∈ρ

〈
u, f j

〉
e j are divergent. If u ∼ w with 〈u, fk〉 = 0 = 〈ek,w〉 for

all k and {σi} = {k : 〈u, fk〉 � 0} , then u ∈ Eσ −Eρ . Let us note, there is only one
pair of complementary sequences σ and ρ of the form (20) in this situation. Thus the
assumption of unconditionality is crucial for the necessity part of Proposition 1.

The synchronicity relation leads to sufficient conditions for (1) to hold.

PROPOSITION 2. Let {eξ}, { fη} be dual Schauder bases of separable spaces V
and V ∗ , respectively. Fix x ∈V and v ∈V ∗ with 〈x,v〉 > 0 .

If for y ∈V and z ∈V ∗ there exists a scalar γ such that

y− γx∼ z−λv,

where λ = 〈x,z〉/〈x,v〉 , then (1) holds for x,y ∈V and z,v ∈V ∗ .

Proof. If y− γx ∼ z−λv, then by (9) we have 〈y− γx,z−λv〉 = ∑
k
〈y− γx, fk〉

〈ek,z−λv〉 � 0. On the other hand, 〈y− γx,z−λv〉 = 1
〈x,v〉 [〈y,z〉 〈x,v〉 − 〈x,z〉 〈y,v〉] .

Since 〈x,v〉 > 0, inequality (1) holds. �

Analyzing of Corollary 2, Proposition 1 and their proofs gives

REMARK 4. Let V and V ∗ be separable spaces with dual bases {eξ} and { fη} ,
respectively. Assume that x,y∈V, z,v ∈V ∗ , γ,λ are scalars and σ ,ρ are complemen-
tary subsequences of integers.

The conditions (19) and (18) can be employed as definitions of separable vectors
(cf. (4)) in V and V ∗ , respectively.

The synchronicity y− γx∼ z−λv is equivalent to (18) and (19) for certain σ and
ρ . In the case of unconditional bases, it is also equivalent to y− γx ∈ Eσ −Eρ and
z−λv ∈ Fσ −Fρ (cf. (5)), where Eσ ,Eρ ,Fσ ,Fρ are defined by (14). �
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We say that a vector x ∈ V is { fη} -positive if
〈
x, fη

〉
> 0 for all η , analogously

a functional v ∈ V ∗ is {eξ} -positive if
〈
eξ ,v

〉
> 0. By assumptions of this positivity

for x and v , Proposition 2 can be restated in a more interesting fractional form.

COROLLARY 3. Under assumptions as in Proposition 2, let x ∈ V be { fη} -
positive, v ∈V ∗ be {eξ} -positive with 〈x,v〉 > 0 and λ = 〈x,z〉/〈x,v〉 .

If there exists a scalar γ such that

[ 〈y, fi〉
〈x, fi〉 − γ

][ 〈ei,z〉
〈ei,v〉 −λ

]
� 0, for i = 1,2, . . . , (21)

then (1) holds for x,y ∈V and z,v ∈V ∗ . �

According to Remark 4, the above corollary extends [3, Corollary 3.7].
The next considerations show a close connection between synchronicity and sim-

ilar ordering of sequences. Under assumptions and notations as in the above corollary,
let σ be defined as follows

{σk} = {i : λ � 〈ei,z〉/〈ei,v〉}

and ρ be complementary with σ . In this situation we have

〈
e j,z

〉〈
e j,v

〉 < λ � 〈ei,z〉
〈ei,v〉 , for all i ∈ σ and j ∈ ρ . (22)

If sequences of fractions

{ 〈eξ ,z〉
〈eξ ,v〉

}∞

ξ=1
and

{ 〈y, fη〉
〈x, fη〉

}∞

η=1
are similarly ordered i.e.

[
〈ei,z〉
〈ei,v〉 −

〈
e j,z

〉〈
e j,v

〉
][

〈y, fi〉
〈x, fi〉 −

〈
y, f j

〉〈
x, f j

〉
]

� 0 for all integers i, j,

then 〈
y, f j

〉〈
x, f j

〉 � γ � 〈y, fi〉
〈x, fi〉 for all i ∈ σ , j ∈ ρ , (23)

where γ = infi∈σ 〈y, fi〉
〈x, fi〉 . (22) and (23) imply (21). It is equivalent to y− γx∼ z−λv . In

consequence, (1) holds. This proves the following remark.

REMARK 5. Under assumptions as in Corollary 3, if

{ 〈eξ ,z〉
〈eξ ,v〉

}∞

ξ=1
and

{ 〈y, fη〉
〈x, fη〉

}∞

η=1
are similarly ordered, then y− γx ∼ z−λv for certain γ and (1) holds for x,y ∈V and
z,v ∈V ∗ . �
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5. Applications

In this section we shall discuss our results in concrete Banach spaces endowed
with various bases.

For convenience, given any infinite real sequences x=(x1,x2, . . .) and y=(y1,y2, . . .),
let |x| = (|x1|, |x2|, . . .), x · y = (x1y1,x2y2, . . .) and x/y = (x1/y1,x2/y2, . . .) , provided
that yi = 0.

We first analyze the case of V = l p, p > 1, the classic space of all real absolutely
p -summable sequences with the dual space V ∗ = lq, 1/p+1/q = 1.

The sequence of unit vectors {eξ = (δ1ξ ,δ2ξ , . . .) : ξ = 1,2, . . .} is an uncondi-
tional basis of every such space. Let us observe that the positivity of a vector x =
(x1,x2, . . .) ∈ l p, p > 1 w.r.t. the unit vector basis means that xi > 0 for all i . In this
situation, Corollary 3 yields

COROLLARY 4. Let x,y∈ l p and z,v∈ lq with xi,vi > 0, i = 1,2, . . . and ∑∞
k=1 xivi

> 0 , where p,q > 1 and 1/p+1/q = 1 . If there exists a scalar γ such that[
yi

xi
− γ

][
zi

vi
− ∑∞

k=1 xizi

∑∞
k=1 xivi

]
� 0, for i = 1,2, . . . ,

then the following inequality holds

∞

∑
i=1

xizi

∞

∑
i=1

yivi �
∞

∑
i=1

yizi

∞

∑
i=1

xivi. � (24)

According to Remark 4, the above corollary extends Niezgoda’s result [3, Corol-
lary 4.1] from finite separable sequences to infinite ones (see also Toader [9]).

Set x = v = (1, 1
2 , 1

3 , . . .) . Since ∑∞
k=1

1
k2 = π2

6 (Euler, 1735), (24) takes the form

∞

∑
k=1

zk

k

∞

∑
k=1

yk

k
� π2

6

∞

∑
k=1

ykzk. (25)

and is valid whenever there exists a scalar γ such that

[iyi− γ]

[
izi −

∞

∑
k=1

6zk

kπ2

]
� 0, for i = 1,2, . . . .

Particularly, by Remark 5, inequality (25) holds if only {kzk} and {kyk} are sim-
ilarly ordered.

EXAMPLE 1. Let p = (p1, p2, . . .) with pi = 0 be such sequence that p ∈ lr for
all r > 1. Evidently, |p| is positive w.r.t the unit vector basis. By the Hölder inequality,
if y ∈ lr, r > 1, then p · y ∈ l1 ⊂ lr .

Applying Corollary 4 to x = v = |p| and |p| ·y, |p| ·z in place of y, z , respectively,
for any y ∈ lr, z ∈ ls , where r,s > 1 and 1/r+1/s = 1 we get

∞

∑
i=1

p2
i yi

∞

∑
i=1

p2
i zi �

∞

∑
i=1

p2
i

∞

∑
i=1

p2
i yizi (26)
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whenever there exists a scalar γ such that

[yi− γ]
[
zi − ∑∞

k=1 p2
kzk

∑∞
k=1 p2

k

]
� 0, i = 1,2, . . . . (27)

This is the weighted version of Chebyshev inequality for synchronous (or separable,
according to Remark 4) infinite sequences (cf. [3, Example 4.2]).

By Remark 5 it is known that similarly ordered y ∈ lr and z ∈ ls satisfy (27). In
consequence, inequality (26) is met, where r,s > 1 and 1/r+1/s = 1.

Now, we will show there exist sequences fulfilling (27) which are not similarly
ordered. For this purpose, let a ∈ lr and z ∈ ls be strictly decreasing, where r,s > 1
and 1/r+1/s = 1. Set

σ =
{

i : zi � ∑∞
k=1 p2

kzk

∑∞
k=1 p2

k

}
, γ = inf

i∈σ
ai

and let ρ be complementary with σ . In this situation, we have⎧⎨
⎩ z j � ∑∞

k=1 p2
kzk

∑∞
k=1 p2

k
� zi,

a j � γ � ai,
for all i ∈ σ , j ∈ ρ . (28)

Let πσ and πρ be permutations of the set of all positive integers with

πσ ( j) = j, πρ(i) = i, for all i ∈ σ , j ∈ ρ .

The following properties of πσ and πρ are easy to checking:
i) π−1

σ ( j) = j, π−1
ρ (i) = i, for all i ∈ σ , j ∈ ρ ;

ii) πσ (σ) = σ , π−1
σ (σ) = σ , πρ(ρ) = ρ , π−1

ρ (ρ) = ρ ;
iii) πσ ◦πρ = πρ ◦πσ .
Set π = πσ ◦πρ . It is easily seen that,

π(σ) = σ , π(ρ) = ρ . (29)

Let us define
yi = aπ(i).

By (28) and (29) we get

y j � γ � yi, for all i ∈ σ , j ∈ ρ . (30)

Assume π is not the identity permutation. Then y and z are not similarly ordered.
To prove that, let k = min{i : π(i) = i} . Set π(k) = l , evidently k < l . There

exists m , such that π(m) = k . Clearly, k < m . In conclusion, there exist k < m with
π(k) = l > k = π(m) . Since a and z are strictly decreasing, zk − zm > 0 and yk−ym =
aπ(k)−aπ(m) < 0. Therefore y and z are not similarly ordered.

However, by (28) and (30), the synchronicity condition (27) is satisfied and in-
equality (26) holds for y and z . �
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Now, given a real sequence α = (α1,α2, . . .) with nonzero entries, we define

dn = α1e1 +α2e2 + . . .+αnen, n = 1,2, . . . , (31)

where {en} is the unit vector basis. It is known that {dn} is a basis of l p, p > 1 if and
only if there exists a constant M such that

n

∑
i=1

|αi|p/|αn+1|p � M, for all n (32)

(see e.g. [8, Proposition 4.3]). The sequence of coefficient functionals associated to the
basis {dn} has the form

gn =
1
αn

en − 1
αn+1

en+1, n = 1,2, . . . , (33)

and constitutes a basis of lq, 1/p+ 1/q = 1. It is easy to see that {gn} -positivity of
x ∈ l p means that the sequence x/α is strictly decreasing i.e. x1/α1 > x2/α2 > .. . , on
the other side, {dn} -positivity of v ∈ lq is equivalent to α1v1 + . . .+αnvn > 0 for any
integer n . By Corollary 3 we get

COROLLARY 5. Fix (α1,α2, . . .), αi = 0, i = 1,2, . . . with property (32). Let {dn}
and {gn} be dual bases of the form (31) and (33), respectively. Assume x,y ∈ l p and

z,v ∈ lq, 1/p+1/q = 1 provided that ∑
i
xivi > 0,

n
∑
i=1

αivi > 0, n = 1,2, . . . and x/α is

strictly decreasing.
If there exists a scalar γ such that[

yi/αi − yi+1/αi+1

xi/αi − xi+1/αi+1
− γ

][
∑i

k=1αkzk

∑i
k=1αkvk

− ∑∞
k=1 xkzk

∑∞
k=1 xkvk

]
� 0 for i = 1,2, . . . ,

then (24) holds for x,y ∈ l p and z,v ∈ lq . �

The above corollary is a counterpart of [3, Corollary 4.4] for infinite sequences.

EXAMPLE 2. Let a = (a1,a2, . . .) and b = (b1,b2, . . .) be infinite sequences, where
a is nonconstant. We say that b is convex with respect to a (abbrev. a � b ) if∣∣∣∣∣∣

1 ai bi

1 a j b j

1 ak bk

∣∣∣∣∣∣ � 0 whenever ai � a j � ak,

(for the general definition see e.g. [2, Definition 1.]). If a � b , then

bl −bn

al −an
� bk −bl

ak −al
, whenever an � ak, ak = al = an, (34)

(see [2, Lemma 2]).
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Under assumptions as in Corollary 5 let x/α �y/α . Since x/α is strictly decreas-
ing, for any integer i we get

yi+1/αi+1− yi+2/αi+2

xi+1/αi+1− xi+2/αi+2
� yi/αi− yi+1/αi+1

xi/αi− xi+1/αi+1
,

by (34), i.e. the sequence { yi/αi−yi+1/αi+1
xi/αi−xi+1/αi+1

}∞i=1 is decreasing. If additionally {
j
∑

k=1
αkzk/

j
∑

k=1
αkvk}∞j=1 is decreasing, then (24) holds, by Remark 5.

If we assume αi > 0, then the condition x/α � y/α can equivalently be expressed
as ∣∣∣∣∣∣

αi xi yi

α j x j y j

αk xk yk

∣∣∣∣∣∣ � 0 whenever xi/αi � x j/α j � xk/αk. �

For given (p1, p2, . . .) ∈ lr, r > 1 with pi = 0, let us define

ck = pkek + pk+1ek+1 + . . . , k = 1,2, . . . ,

h1 = 1
p1

e1, hn = 1
pn

en− 1
pn−1

en−1, n > 1.
(35)

Let us observe that 〈ck,hn〉 = δkn and for any f ∈ ls , 〈ck, f 〉 = 0, k = 1,2, . . . implies
f = 0, where s > 1 and 1/r+1/s = 1. Hence {ck} ⊂ lr and {hn} ⊂ ls are dual bases.

A sequence x ∈ lr is {hn} -positive if only x/p is strictly increasing with positive

entries, on the other side, {cn} -positivity of v ∈ ls means that
∞
∑
i=k

pivi > 0 for any

integer k . In this situation, we are able to obtain a counterpart of Corollary 5 from

Corollary 3. Moreover, if x/p is strictly increasing with positive entries,
∞
∑
i=k

pivi > 0

for any integer k , x/p � y/p and { ∞
∑
i=k

pizi/
∞
∑
i=k

pivi}∞k=1 is increasing, then (24) is valid

for x,y ∈ lr, z,v ∈ ls, 1/r+1/s = 1 (cf. Example 2). The details are left to the reader.

EXAMPLE 3. Fix p = (p1, p2, . . .) ∈ l1 with pi = 0. Clearly, p ∈ lr for r > 1.
By Hölder inequality, if y ∈ lr, r > 1, then p · y ∈ l1 ⊂ lr . Note that p = c1, so p is
not {hn} -positive. In fact, 〈p,hn〉 = δ1n, n = 1,2, . . . .

Applying Proposition 2 to x = v = p and p · y, p · z in place of y,z , respectively,
gives the following statement.

Inequality (26) is valid for any y ∈ lr, z ∈ ls, 1/r+1/s = 1 whenever

[yi − yi−1]
[
∑∞

k=i p
2
kzk

∑∞
k=i p

2
k

− ∑∞
k=1 p2

kzk

∑∞
k=1 p2

k

]
� 0 for i = 1,2, . . . (36)

with the convention that y0 = y1 = γ (note: γ is a scalar occurring in the statement of
Proposition 2).
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Particularly, if {∑∞
k= j p2

kzk/∑∞
k= j p

2
k}∞j=1 decreases, then ∑∞

k= j p
2
kzk � λ ∑∞

k= j p
2
k

for all integer j , where λ = ∑∞
k=1 p2

kzk/∑∞
k=1 p2

k . It is equivalent to
〈
c j, p · z−λv

〉
� 0

for all integer j , where v = p . If we assume y1 � y2 � . . . , then
〈
p · y− γx,h j

〉
� 0 for

all j , where γ = y1,x = p . Hence
〈
p · y− y1p,h j

〉〈
c j, p · z−λ p

〉
� 0 for j = 1,2 . . . .

It is equivalent to (36). In consequence, (26) is valid. Analogously, (26) holds whenever
{∑∞

k= j p2
kzk/∑∞

k= j p
2
k}∞j=1 is increasing and y1 � y2 � . . . (cf. [11, Theorem 3.]. �

In the reminder of this section we assume that V = Lp, p > 1, the space of all p -
power integrable functions with respect to the Lebesgue measure μ on the unit interval
[0,1] . The dual space V ∗ = Lq , where 1/p+ 1/q = 1. The characteristic function of
measurable set A ⊂ [0,1] is denoted by IA .

The Haar system:

χ0
0 = 1, t ∈ [0,1]

χk
n(t) =

⎧⎪⎪⎨
⎪⎪⎩

2n/2 , 2k−2
2n+1 � t < 2k−1

2n+1

−2n/2 , 2k−1
2n+1 � t < 2k

2n+1

0 , otherwise

, n = 0,1, . . . , k = 1,2, . . . ,2n
(37)

is an unconditional basis of Lp, p > 1, (see e.g. [8, Theorem 14.1]. Let us transform
the system onto the usual sequence {χk}∞k=1 by the componentwise order, i.e. χ1 =
χ0

0 ,χ2 = χ1
0 ,χ3 = χ1

1 , . . . . Set H = {χ2,χ3, . . .} . It is known that 〈χk,χl〉= δkl . Hence
Haar systems in Lp and Lq with p,q > 1 and 1/p+ 1/q = 1 are dual unconditional
bases.

Let Dp ⊂ Lp, p > 1 be the closed convex cone of all nonincreasing μ a.e. func-
tions. It is known (see [5, Theorem 3.1 and 3.3]) that:

Dq = cone
({I[0,s] : 0 � s � 1}∪{−I[0,1]}

)
,

dual pDq = cone {IΠ− IΠ+ε : ε > 0,Π,Π+ ε ⊂ [0,1]}, (38)

where p,q > 1, 1/p+1/q = 1 and Π stands for an interval.
By Proposition 2 we obtain

COROLLARY 6. Let x,y ∈ Lp and z,v ∈ Lq with
∫

xvdμ > 0 , where p,q > 1 and
1/p+1/q = 1 .

The following inequality holds∫
xzdμ

∫
yvdμ �

∫
yzdμ

∫
xvdμ (39)

whenever there exists a scalar γ such that[∫
χkydμ− γ

∫
χkxdμ

][∫
χkzdμ−λ

∫
χkvdμ

]
� 0, for k = 1,2, . . . , (40)

where λ =
∫

xzdμ/
∫

xvdμ . �
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EXAMPLE 4. Under assumptions as in Corollary 6, set x = v = χ1 . Then (39)
becomes Chebyshev integral inequality∫

zdμ
∫

ydμ �
∫

yzdμ . (41)

On the other hand, condition (40) means{
[
∫

ydμ− γ][
∫

zdμ− ∫
zdμ ] � 0, k = 1∫

yχkdμ
∫
χkzdμ � 0, k > 1

and one can set γ =
∫

ydμ . In this way, (41) holds whenever∫
yχkdμ

∫
χkzdμ � 0 for k > 1,

where y ∈ Lp and z ∈ Lq provided that p,q > 1 and 1/p + 1/q = 1. This result for
the case p = 2 is obtained in [6] in another way. Particularly, (41) is valid if

∫
yχdμ �

0 and
∫
χzdμ � 0 for all χ ∈ H , i.e. y ∈ dual pH and z ∈ dual qH . By (38),

H ⊂ dual pDq . Hence by (3), Dq = dual qdual pDq ⊂ dual qH , q > 1. Summarizing,
Chebyshev integral inequality holds whenever y ∈ Dp and z ∈ Dq . This is a classic
result. �

EXAMPLE 5. Let x = χ1 and v is measurable and bounded with
∫

vdμ > 0. Now,
applying Corollary 6 to y ∈ Lp and zv in place of z ∈ Lq gives∫

zvdμ
∫

yvdμ �
∫

yzvdμ
∫

vdμ (42)

whenever there exists a scalar γ such that

y− γχ1 ∼ zv−
∫

zvdμ∫
vdμ

v. (43)

Inequality (42) is the weighted version of Chebyshev integral inequality.
Observe that γχ1 ∼ zv−

∫
zvdμ∫
vdμ v for any γ . Hence (43) can be equivalently re-

placed by

y ∼ zv−
∫

zvdμ∫
vdμ

v. �
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[1] D.S. MITRINOVIĆ, Analytic inequalities, Springer-Verlag, Berlin/New York, (1970).
[2] C.P. NICULESCU, F. POPOVICI, The extension of majorization inequalities within the frame of

relative convexity, J. Inequal. Pure Appl. Math., 7, 1 (2006), Article 27.
[3] M. NIEZGODA, Bifractional inequalities and convex cones, Discrete Math., 306, 2 (2006), 231–

243.
[4] M. NIEZGODA, Remarks on convex functions and separable sequences, Discrete Math., 308

(2008), 1765–1773.
[5] Z. OTACHEL, Spectral orders and isotone functionals, Linear Algebra Appl., 252 (1997), 159–172.
[6] Z. OTACHEL, Chebyshev inequalities and self-dual cones, J. Inequal. Pure Appl. Math., 10, 2

(2009), Article 54.
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