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ISOPERIMETRIC INEQUALITIES FOR
POSITIVE SOLUTION OF P-LAPLACIAN

HUAXIANG HU AND QIUYI DAT

(Communicated by C. Bandle)

Abstract. In this paper, we prove some isoperimetric inequalities and give a explicit bound for
the positive solution of P-Laplacian.

1. Introduction and main result

In this paper, we consider the following problem

—div(|Vu(x)|P2Vu(x)) = u?, x € Q,
u>0,xeQ, (1.1)
u=0, xe€dQ.

where p>2, 0<g<p—1. QCR" denotes a bounded domain whose boundary dQ
is assumed to be of Lipschitz type.

The purpose of this paper is to prove some isoperimetric inequalities and give
an explicit bound for the solution of problem (1.1) by making use of symmetrization
method.

There are a lot of material related to isoperimetric inequality linking with solu-
tions of equations, for example [1]-[20]. The first result on isoperimetric inequality for
eigenfunctions of Laplace operator was derived by Payne and Rayner in [13] in 1972:
If Q is a bounded domain in R?> whose boundary dQ is assumed to be of Lipschitz
type. A1(Q) and ¢ (x) are the first eigenvalue and the corresponding eigenfunction of
the problem

(1.2)

—Ap=A0¢ in Q,
=0 ondQ,

then the following inequality holds

2 iy 4 2
(/Q%dA) >M(Q)/Q<P1dA, (1.3)
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with equality if and only if Q is a disk.

The method used by Payne and Rayner in [13] is integral transformation and the
Co-area formula. However, the method they used works only for the case n = 2.
Kohnler-Jobin [18, 20] and G. Chiti [15] generalized the Payne and Rayner’s inequality
(1.3) to arbitrary dimension n by employing the Schwarz symmetrization method. It
is by now well known that the Schwarz symmetrization method is very useful for the
estimate of sharp bound of solutions to elliptic and parabolic equations and has been
extensively studied since the pioneer work of Weinberger [21], Talenti [22] and Bandle
[23]. See for example [24, 25, 26, 27] for more details.

Worthy of mention is that much attention had been paid to the isoperimetric in-
equality related to the eigenvalue and eigenfunction of Laplacian, we refer to [1], [2],
[16], [28], [29], [30], [31] and the same kind of inequality for P-Laplacian (see how-
ever [3], [4], [17], [32]). It is easy to find the fact that almost all of the above results
are either valid for equation which is homogeneous or related to eigenvalue. It is also
worth to point out that all arguments we mentioned above have been extend to more
general elliptic equations, even include the following nonlinear problem

- J _,du
_i;1%<aij(x)|vu|p 23_)‘:1> :f(x7u) x€G7
u=0 x€dG,

See for example [24]. However, they required that the nonlinear term f(x,u) can be
replaced by a linear function. A typical condition imposed on f(x,u) is as

(f(x,u), f(x,0))u<0 forall (x,u). (1.4)

which is given in [24].

Contrast to the eigenvalue problem, there are some other results on the isoperimet-
ric inequalities for solutions of quasi-linear elliptic problems. This is the motivation of
our study of the isoperimetric inequalities for the solution of problem (1.1). Our result
is valid for equation of (1.1) that is nonhomogeneous and has nothing to do with eigen-
value. What’s more, the nonlinear term in (1.1) does not satisfies (1.4) and is different
from the results of [33, 34].

Our method is symmetrization which is adapted from G. Chiti’s paper [15]. The
basic idea in the use of the symmetrization method is to compare the original problem
with an auxiliary problem defined on a suitable ball.

To state our results, we introduce the following auxiliary problem

—div<|Vh|1’2Vh> =n ' xeQ,

h>0 xeQF, (1.5

h=0 x € 0Q".

where Q is the Schwarz symmetrization of Q. (Q* is a ball in R" with center at 0
such that |Q*| = |Q|.)
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(1+q)p

Let 6, = Utalkpinip=1=q)] — TP ___ be fixed. Then our main
P np—n+p—(n—p)q

—  np-ntp—(n—p)q
result can be stated as

and 0, =

THEOREM 1. Let u(x) be the unique solution of problem (1.1) and h(x) be the
unique solution of problem (1.5). Then for any k > g+ 1, we have

[ dx < Cla.p. @)l g (16)
Consequentely o
I}Pég‘”( ) (%Q*)HMHUI;JEI (1'7)

* O, % O,
where C(q,p,Q") = Jo (x)dx/||h]| 1\ ., and C(q, Q") ZQ?;Sh( X)/N1All0% o

Moreover, the equality holds in each of inequalities (1.6) and (1.7) if and only if Q is a
ball.

By theorem 1 and a Faber-Krahn type inequality proved in Lemma 3.2 of Section
3, we have

COROLLARY 1. Let u(x) be the unique solution of problem (1.1) and h(x) be the
unique solution of problem (1.5). Then for any k > q+ 1, we have

/uk(x)dx< RK(x)dx, (1.8)
Q Q
and
< h(x). 1.9
maxu(x) < maxh(x) (1.9)

Moreover, the equality holds in each of inequalities (1.8) and (1.9) if Q is a ball.

Thanks to Corollary 1 and an explicit bound of solution of problem (1.5), we have

COROLLARY 2. Let u(x) be the unique solution of problem (1.1), then the follow-
ing estimate holds

P
A(p—1-q)
Q
maxu(x) < ‘p—' (1.10)
xeQ nln(5L7)P 1)

REMARK 1. Let u(x) be the unique solution of problem (1.1). If |Q| <
a)n[n(p%l)l”l]F, then it follows from Corollary 2 that u(x) — O uniformly on Q
when ¢ — (p—1)~. It is interest to know the asymptotic behavior of u(x) when
Q| > a)n[n(ﬁ)p_l]F and ¢ — (p—1)~. It is also interest to know the asymptotic
behavior of u(x) when g — 0%

The paper is organized as follows: Preliminary is contained in Section 2. In Sec-
tion 3, we prove a Chiti type comparison result which is essential to the proof of our
main results. The proofs of Theorem 1, Corollary 1 and Corollary 2 are given in Section
4.
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2. Preliminary
In this section, we give some notations and some lemmas which are essential to
our results.
Let Q be a bounded domain in R". The Schwarz symmetrization Q* of Q is a

ball in R" with radius R* and centered at 0 such that |Q*| = |Q|. Here, |Q| denotes
the Lebesgue measure of Q. If we denote by @, the volume of unit ball in R", then it

is easy to see
1
R = (ﬂ) "
Wy

Let f: Q'+ R be a nonnegative measurable function. For any ¢ > 0. The level
set €, of f at the level ¢ is defined by

Q={xeQ: f(x)>t}, t=0.
The distribution function of f is given by
Up(t) = || =meas{x € Q: f(x) >1}, t>0.
Let Q be a bounded domain in R*, f: Q+— R be a nonnegative measurable

function. Then the decreasing rearrangement f* and the decreasing Schwarz sym-
metrization f* of f are defined by

y ess.sup.f for s =0,
f9)=1. ,
inf{r > Olus(r) <s} fors>0;

and
A (x) = f(o]x]"), forxe Q.

LEMMA 2.1.([35]) Let M, o, B be real numbers such that 0 < oo < B and M >
0. Let f, g be real functions in LP ([0, M]). If the decreasing rearrangements of [ and
g satisfy the inequality

/ 0 < / g (di for se 0, M],
0 0

then

[t was< [" wa.
0 0

The following result may be well known. Readers can see [36] for details.

LEMMA 2.2. Problem (1.1) has a unique solution.
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3. Chiti type comparison result

Let Q be a bounded domain in R", and || - || 1a+1(q) denote the norm of space
LIt1(Q). We define

V171 ) = 13-

Spq(Q) = inf ){ Q|Vv\1’dx Le+1(Q)

veWOl‘p(Q

It is easy to prove that S, ,(Q) can be achieved by a unique positive function v(x).
Moreover, v(x) satisfies

—div(|Vv(x)|P72Vr(x)) = S, 4(Q)v(x), x€Q,
v(x) >0, x€Q,
v(x) =0, x€oQ, (3.1

/ VIt (x)dx = 1.
Q

In this section, we prove a Chiti type comparison result for problem (3.1). To this
end, we need some lemmas first.

LEMMA 3.1. For any A >0 and A # S, 4(Q), the following problem has no
solution

—div([Vf(x)[P2Vf(x) = Af1(x),  x€Q,
f(x)>0 xEQ,
f(x)=0, X €0Q, (3.2)

/ f (x)dx = 1.
Q

Proof. We prove Lemma 3.1 by contradiction. Assume that problem (3.2) has
a solution f;, for some A9 > 0 and Ag # S, 4(Q). Then, it is easy to check that
1

f: /lo"“”’ /3, is a solution of problem (1.1) which satisfies

On the other hand, if we denote by v(x) the minimizer of S, ,(Q), then v =
1

Sg7 (Q)v(x) is also a solution of problem (1.1) which satisfies

q+1

/ FH (x)dx = ST (Q).
Q

It is obvious that ¥ # f due to Ay # S .q(€). Hence problem (1.1) has at least two
solutions v and f. This contradicts Lemma 2.2. [
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LEMMA 3.2. ([29]) S, 4(Q) = S, 4(Q*) with equality if and only if Q is a ball.

Let 0,3 = q+1 2 then the following lemma holds

np—n+p—(n—p)

Spq(Q) ) P 1
$pa(@) ) R
Then Sy 4(Br, (0)) =S, 4(Q) and the minimizer of Sp 4(B, (0)) is z(y) = (f—:) o v(’f—:y)
forye B, (0).

LEMMA 3.3. Let v(x) be the minimizer of S, 4(Q*) and r, = (

Proof. Since v(x) is the minimizer of S, ,(Q*), v(x) satisfies

—div(|Vv(x)[P2Ve(x)) = Spg(Q )N (x), x€QF,
v(x) >0, xeQF,
v(x) =0, x€JQ",

/ VI (x)dx = 1.

Q*

Let x = If—:y and H(y) = v(’f—:y). Then
oH_R v
dyi  re Ox;i

Hence

*

~div([VH)P2VH () =~ (5

Fx

)pdiv(|vv(x)|ﬂf2vv(x))

= (%)psmq(g*)Hq(Y)y yEBr*(0)~

Noting that

12/*Vq+l(x)dx= <R_*>n/ Hq+1(y)dy

If we let z(y) = (R—*)#H(y) = (If—:)#v(lf—:y), then z(y) satisfies

Py

1

(Va0 29i0) = () 5, (@)210). € 8, 0)

z(y) >0, y € B,,(0),
Z(y) = Oa yE 3Br* (0),
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Hence, by Lemma 3.1, we have

Syl 0) = () 77 5,409) =5,

and the minimizer of S, 4(B/, (0)) is z(y) = (f—j) ot v(’f—:y). This completes the proof
of Lemma3.3. [

REMARK 2. By Lemma 3.2 and the definition of r,, we have B, (0) C Q* with
equality if and only if Q is a ball. Let M = |Q| and M, = |B,,(0)|, then M, < M.

The main result of this section is the following Chiti type comparison result.

THEOREM 3.1. Let u(x) be the minimizer of Sy 4(2) and z(x) be the minimizer
of Sp.q(Br,(0)). If we denote by u*(s) the decreasing rearrangement of u(x), and z*(5s)
the decreasing rearrangement of z(x), then there exists a unique point sy € (0, M,)
such that

u*(s) <z'(s) forse|o, so),
u'(s) >z7°(s) forsé€ (so, M.

Proof. Since u(x) is the minimizer of S, 4(Q), it is easy to see that u(x) satisfies

—div(|Vu(x)[P2Vu(x)) = Sp4(Q)ui(x), x€Q,
u(x) >0, xeQ, (3.3)
u(x) =0, x€dQ.

From this, we can prove that the decreasing rearrangement u*(s) of u(x) satisfies

1
du* A p L (=Dp s p—1 .
ud(s) < S;,’;]ln Pl—la)n L ) (/ u*(t)th) a.e.in [0, M|, (3.4)
S 0

In fact, integrating the first equation in (3.3) over Q; = {x € Q | u(x) > 1}, we
have

- / div<|vu|P2Vu>dA:Sp,q(Q) / WdA. (3.5)
Q; o7
Since dQ; = {x € Q| u(x) =t}, we have
/ Vu[P~! = —/ Va2 s (Q)/ WdA. (3.6)
90, 90, v P g,

Noting that

p—1

1 " Y 1 -
/ 4o / VulP~do >/ — dG:/ do.
oo |Vul PhoY % |y PhoY
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It follows from the isoperimetric inequality

1 pTTl 1 % 1 n—1
( / —do> ( / Vul?~ dG) > na || 3.7)
0, |Vu| I

By Co-area formula, we have

Fo ds
i o [
”() | f‘ o X p Frey \Vu\

du(r) ds
- __/asz,W' 3.8)

From (3.5), (3.6), (3.7) and (3.8), we obtain

Consequently,

1
1 n— p—1 P
nwr?ﬂ(f)Tl < (1) 7 <SP751(Q)/ uqu> " (3.9
Q
Since €; C Q, we have
< u()
/ Wdx < / ()" (t)dt = / (u*(1))d. (3.10)
Q 0 0
Combing (3.9) with (3.10), we obtain
LV Sp(@) 0w (v)ae
—u'(t) 1 N\
nog p(t)

Noticing that u*(s) is essentially an inverse of (), we have

1
—1

du* A, P by s ,
) spd @, s ( / u*(t)th)

ds

This is just the desired conclusion of (3.4).
Since, S, 4(B/,(0)) = Sp4(€2), the minimizer z(x) of S, 4(B,,(0)) satisfies
—div(|Vz(x)["?Vz(x)) = 8p,4(Q)2(x), x € By, (0),
z(x) >0, x € B, (0), (3.11)
z(x) =0, x € dB,.(0).
Noticing that uniqueness result valid for (3.11), it is trivial to see that z is radial
symmetry. That is z(x) = z(Jx|). Moreover, as a function of s = @,|x|", z(s) is de-
creasing. Hence, from (3.11) and a similar argument to that used to derive (3.4), we can

obtain
1

* 1 ——L (=1 N =1
_ dZdES) — S;;:]l (Q)n—%wn rz(P*l)s 71(1’*1[; </ Z* ([)th> : a.e.in [O, M*],
0
(3.12)
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To prove Theorem 3.1, we first prove that z*(0) > u*(0).
If u*(0) > z*(0), then from

M M.
/QuqH(x)dx:/O (u*)qH(s)ds:l:/O (z*(s))qus:/Br*(o)qu(x)dx (3.13)

and M > M, , we know that there exists a point s; € (0,M,) such that

{ u*(s) >7"(s), s€(0,s),

u(s1) =2z"(s1).

Let

1
—1

1 _r s
- dv;(s) <ShS (Q)rf% w, """ Vs Iy (/ w*(t)th> ! , a.e.in [0, M,],

s 0
w(s) >0, s€ (0, M),
w(M,) =0,
IWllza+1(0, 4,y = 1-

(3.14)
Define
w(@n|x]")

n(x)

w(onlx)llg118,. 0))

Then, 1n(x) € Wol’ P(By,(0)) and |[1(x)||4+1(5,, 0)) = 1. Since problem (I.1) has
a unique solution, 7 (x) # z(x) and z(x) is the minimizer of S, 4(B;, (0)) that satisfies
problem (3.11), thus 71 (x) is not the minimizer of S, 4(B,,(0)), we have

$0(@) = Spa(B.(0) < [ VnColFa

Since

p(n—1)

M.
V) Pde=ntof [ in'(s)s" T ds

/B,* (0)

P
Py M (n-1)
T [ s,

wlig1(,. o)) /0
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and
P M ’ p(n— M ’ ’ 1 p(n—1)
n’ w,; \% (s)|ps n ds-np(un/ (=w (s))(—=w (s))’ " 's 7 ds
0 0

M , s

<Spal@) [ (=(5)) [ wi(e)azas
0 0
M

= Spa(@) [ Wit s)ds
0

:SIM{(B © ))”WHZIi (Br, (0))

We have

/ o[V < SpaBr O3, ) = SpalBr. O) T 0
Thus

$0a(BnO) < [ IV10)Pdx < $p(Br OV 0

%

Noticing that |[w||;+1(s,,(0)) = 1 and ¢+ 1 — p <0, we obtain

Sp.q(Br.(0)) < Spq(Br.(0)).

This is a contradiction. Thus z*(0) > u*(0).

Next, we prove Theorem 3.1 by contradiction. To this end, we first observe that
by the assumption M, < M in Theorem 3.1, u*(M,) > 0 = z*(M,) and (3.13) we can
choose so € (0,M.) such that

In fact, sy can be defined as

) :inf{s

Hence, to prove Theorem 3.1, what we want to do is to prove that z*(s) > u*(s)
for all s € [0,s0]. If this is not true, then from (3.13) we know that there exists at least
one interval I C [0, so] such that u*(s) > z"(s) for s € I. This and z*(0) > u*(0) imply
that we can choose an interval [s1,s2] C [0,so] such that

u* (1) > 7" (1), T € (s, M*)}

Z(s) = u(s), s€][0, s1],
u (s) >z(s), sé€(s1,s2), (3.15)
u'(si) = 2" (s1), i=1;2.

Now, two cases s; = 0 and s; > 0 have to be considered.
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If 51 =0, we let

w(s) = u*(s), s€l0, s2);
Z(s), s € [s2, My].

If 51 >0, we let

2" (s), s€[0, s1];
w(s) =< u*(s), s € (s1, $2);
(), s € [s2, My].

Then in any case, it is easy to prove that w(s) satisfies (3.14). For the reader’s
convenience, we give a proof for the case s; > 0 as below.

At first, by the definition of w(s), we can easily see that w(s) > 0 in (0,M,),
w(M,) =0 and |[w|[zg+1(9, p,) = 1. Hence, what we should do is to prove that w(s)
satisfies the differential inequality in (3.14). This can be done as the following.

If s €0, s1], then w(s) = z"(s). So, the differential inequality is automatically
satisfied due to (3.12).

If s € [s1, s3], then w(s) = u*(s). Hence, by (3.4), (3.12) and (3.15), we have

_dw(s) _ du*(s)

ds ds

Similarly, we can check the differential inequality in (3.14) for w(s) when s € [s2, M.].
Finally, following the same argument as that used in the proof of z*(0) > u*(0),
we can get a contradiction. This completes the proof of Theorem 3.1. [J

COROLLARY 3.1. Let u(x) be the minimizer of Sp4(Q) and z(x) be the mini-
mizer of Sp 4(B,(0)). Then for any k > q+ 1, there holds

/ukdxg/ F(x)dx.
Q By, (0)

supu(x) < sup z(x).
xeQ X€EB,, (0)

It follows that

Proof. By the proposition of rearrangement, we have

M M.
/ () (5)ds = 1 = / (*(s))9+ ds.
0 0
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Hence

M. M.
/ ()T (5)ds < / (" (s))9+ds. (3.16)
0 0

Let so be the pointin (0, M,) determined in Theorem 3.1, then

50

/M* (u*)q+l(s)d5— /M* (Z*)q+1(5)ds < / ((Z*)q-‘rl _ (u*)q-s-l) (S)dS.

S0 S0 0
Since u*(s) > z*(s) for any s € [so, M,]. It follows that for any s € [s9, M.], there
holds

50

/s ((u*)q+l _ (Z*)qul) (s)ds < / ((Z*)q+l _ (u*)q+l) (s)ds.

50 0

Consequently,

/S(u*)qH(T)dT < /S(z*)qH(T)dT for any s € (0, M..).
0 0

By the definition of z*(s), we have z*(s) = 0 for s > M, . Hence

/ "W (1)dt < / ()9 (1)dt forany s € (0, M).
0 0

From this and Lemma 2.1, we have

M M.
[ wsas< [T e

forany k> g+ 1.

Noticing that
M
/ uk (x)dx = / (u")k(s)ds,
Q 0
M
/ 2 (x)dx :/ (z)¥(s)ds
We obtain

/ uk(x)dx < / K (x)dx
Q By, (0))

forany k > g+ 1. When k = +oo, then

supu(x) < sup z(x).
X€Q XEB, (0)

This complete the proof of Corollary 3.1. [
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4. Proofs of Theorem 1, Corollary 1 and Corollary 2

In this section, we prove Theorem 1, Corollary 1 and Corollary 2. For simplicity,
we always use the notations 0,,,1,0,2 and 0,3 introduced in Section 1 and Section 3
here.

First, we give the proof of Theorem 1.

Proof. Let u(x) be the solution of problem (1.1) and v(x) = %, then v(x)
satisfies
—div([Vv() [PV () = ullf gl by v ), xeQ,
v(x) >0, x€Q,
v(x) =0, XE€9Q,

/ VI (x)dx = 1.
Q

Hence, by Lemma 3.1, we have S), ,(Q) = ||u||z;'r+l1 5> and the minimizer of S, 4(Q) is
v(x).

Similarly, if Z(x) is the unique solution of problem (1.5). Then §,,(Q*) =

+1 S ) h(x)
[1d[Fpem 5* and the minimizer of S, ;,(Q*) is m

g [P Kl
By the definition of r,, we have r, = | 7 R*. Moreover, by
HMHLq+1(Q)

Lemma 3.3, we know that the minimizer of S, 4(B;, (0)) is
R\#T h(Ex)
2(x)=|— —_
T HhHLq“(Q*)

Applying Corollary 3.1 to v(x) and z(x), we have, for any k > g+ 1, that

Jul RNE L R
/uk(x)dx< ﬂ/ ( ) h*(—x)dx
Q 17117 Br.(0) \ T I

Lat1(Qr)
lellfg1 iy [ REN T
i ( ) hk(x)dx,
HhHLq+l Q*) T« Q*
with equality if and only if Q is a ball.
Since
ok (—g—1)n _ (k=g—1)(g+1-p)n
<R* ) qT/\lin <R* ) (k qill) ||h||Ll]+1(Q*) np—n+p—(n—p)q
I S \n | ulleng) ’
we have

(k—=g—1)(g+1-p)n

HI/LH h o | npentp=(n=plq
/ uk(x)dx < i@ | Allzeary ¥ (x)dx.
Q ||h||Lq+1 o | 1l o




1466 HUAXIANG HU AND QIUYI DAI

If we set

Clak )= [ 1as /17

[t < Clak @)l

and the equality holds if and only € is a ball.
If we set

then

* O,
Clg ) = es.suph(x / .

then we can obtain

ess.supu(x) < C(q,Q")- ||“|

q+1

and the equality holds if and only if Q is a ball. This complete the proof of Theo-
rem1. O

Then, we give the proof of Collorary 1.
Proof. Following the argument of theorem 1, we know that for any k > g+ 1,

(k—g—1)(q+1—p)n

Jull RS
/ u (x)dx < — 2 i) W(x)dx. @D
Q

||h||§,,+1(9*) el o

. +1 +1
Since Sp4(Q) = [[ull];:1, p) and Sp,4(Q") = [|2]l],:, 5* we have

(k—g—1)(g+1—p)n

Sq—Jrll(,—,, (Q) qui,—’, (Q*) " np—n+p—(n—p)q
/uk(x)dxé 4 1 / R*(x)dx. (4.2)
’ sy @) LS @) @

Noting that 0 < g < p — 1, it follows from Lemma 3.2 that

/ Wb (x)dx < | h*(x)dx.
Q Q
Consequently
maxu(x) < maxh(x).
xeQ xeQ*
If the equality holds, then it follows that S, ,(Q) =S, ,(Q*). Consequently, Q is
a ball due to Lemma 3.2. This completes the proof of Corollary 1. [

At last, we give the proof of Collorary 2.

Proof. As P-Laplace operator has no Green’s representation formula in Q*, we
can not use the same method as [19] to prove the Corollary.

We will apply comparison principle to achieve our goal here.

Assume that i(x) is the unique solution to (1.5). Let Irelg*(h(x) =B.
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Suppose that v(x) is the unique solution to

—div(|Vv(x)[P2Vv(x)) = B9, xeQr,
v(x) >0, xe Q" (4.3)
v(x) =0, x€IN".

On one hand, easy computation implies that

o) = o ()7 (w7 -7

and
_ =L BNFT et p— LB\ Q5
maxv() = £ (50) TR == (5) 7 (G)
On the other hand, A(x) < nel?{ih( x) =P, hi(x) < (mgxh( x))? = B49. Thus
—di (| V()P 2Vu(x) = B > h(x) = —div(|VA(x)|P*Vh(x)), x€Q",
v(x) > h(x) >0, xcQF,
v(x) = h(x) = x€0Q".

By making use of Comparison principle we know that for any x € Q*, v(x) > h(x).
Consequently

B = maxh(x) < maxv(x) = r-1 (g) a <H>"n—*’f’

xeQ* xeQ* )2 n Wy,
P
n(p—1-q)
\Q\
()PP Z
Now, the conclusion of Corollary 2 follows from Corollary 1. This completes the
proof of Corollary 2. [J

which implies that 8 = m?th(x) <
xeQ*
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