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(Communicated by J. Pečarić)

Abstract. In this paper we consider Jensen’s operator, which includes bounded self-adjoint op-
erator on Hilbert space, and establish the optimal upper bound for Jensen’s operator by means
of discrete Jensen’s functional. The obtained results are applied to operator means, then we get
refinements of numerous reverse arithmetic-geometric operators mean inequalities on Hilbert
space.

2. Introduction

Let H be a Hilbert space and let Bh(H) be the semi-space of all bounded self-
adjoint operators on H . Besides, let B+(H) denote the set of all positive operators in
Bh(H) . Throughout this paper, for 0 � μ � 1, A,B∈B+(H) , the following notations
are defined:

A∇μB = (1− μ)A+ μB, A�μB = A1/2(A−1/2BA−1/2)μA1/2,

see F. Kubo and T. Ando [8]. When μ = 1/2 we write A∇B and A�B , respectively.
The Specht ratio [11] denoted by

S(t) =
t

1
t−1

e logt
1

t−1

for t > 0,t �= 1; and S(1) = lim
t→1

S(t) = 1

has the following properties.
(i) S(h) = S(1/h) � 1 for h > 0.
(ii) S(h) is a monotone increasing function on (1,+∞) .
(iii) S(h) is a monotone decreasing function on (0,1) .
We start from the famous arithmetic-geometric operator mean inequality:

A∇μB � A�μB, μ ∈ [0,1].

And its reverse inequality was given in [12] with the Specht ratio as follows:

A∇μB � S(h)A�μB, μ ∈ [0,1],

where 0 < aIH � A,B � bIH and h = b
a .

Afterward, an improvement of the reverse inequality was given in [3] as follows:
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THEOREM F. If 0 < aIH � A,B � bIH , μ ∈ [0,1] , then

A∇μB−2r(A∇B−A�B) � S(
√

h)A�μB;

A∇μB−A�μB−2r(A∇B−A�B) � ωL(
√

a,
√

b) logS(
√

h)A.

where r = min{μ ,1− μ} , ω = max{√a,
√

b} , L(a,b) = a−b
loga−logb , h = b

a .

See [1, 2, 5, 6] for more related developments of the arithmetic-geometric means
inequality.

Recently, M. Krnić et al. [7] introduced Jensen’s operator, which includes bounded
self-adjoint operator on Hilbert space, and established some bounds for spectra of
Jensen’s operator. The obtained results are then applied to operator means. In such
a way, they get refinements and conversions of numerous mean inequalities for Hilbert
space operators. But the reverse weighted arithmetic-geometric operator mean inequal-
ities were not obtained.

In this paper we also consider Jensen’s operator, and establish optimal upper bound
for Jensen’s operator by means of discrete Jensen’s functional. Based on this, we obtain
the reverse weighted arithmetic-geometric operator mean inequalities.

3. Upper bound for spectra of Jensen operator

In the last few years converses Jensen inequality have been largely investigated
and many published literatures are related to this topic. Now the given lemma is a
special case of the Pečarić et al.’s result and it is stated as follows.

LEMMA 1. [6,10] If f is convex function on [a,b] , xi ∈ [a,b], i = 1,2, · · · ,n,
∑ pi = 1 , then

∑ pi f (xi)− f (∑ pixi) � Tf (a,b), (1)

where Tf (a,b) = max{(1− μ) f (a)+ μ f (b)− f ((1− μ)a+ μb);μ ∈ [0,1]} .

LEMMA 2. [6,12] For 0 < a < b,

T− log(a,b) = max

{
log

(1− μ)a+ μb
a1−μbμ ;μ ∈ [0,1]

}
= logS(b/a). (2)

In particular,

T− log(a,1) = S(1/a) = S(a), T− log(1,b) = S(b),

and

Texp(loga, logb) = max{(1− μ)a+ μb−a1−μbμ ;μ ∈ [0,1]}
= L(a,b) logS(b/a). (3)
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Let f : [a,b]⊆R→ R be continuous convex function and F ([a,b],R) denote the
set of all continuous convex functions on [a,b] , IH denote identity operator on Hilbert
space. Now Jensen’s operator [2]: J : F ([a,b],R)×Bh(H)× [a,b]×R

2
+ → B+(H)

is defined as

J ( f ,D,δ ,p) = p1 f (D)+ p2 f (δ )IH − f (p1D+ p2δ IH), (4)

where p = (p1, p2) ∈ R
2
+ with p1 + p2 = 1, aIH � D � bIH and a < b .

THEOREM 3. If J is an operator defined by (4), then

J ( f ,D,δ ,p) � Tf (a,b)IH �
[
f (a)+ f (b)−2 f

(a+b
2

)]
IH . (5)

Proof. We consider Jensen’s functional

j ( f ,x,δ ,p) = p1 f (x)+ p2 f (δ )− f (p1x+ p2δ )

as a function in variable x . Lemma 1 yields the following inequality:

j ( f ,x,δ ,p) � Tf (a,b). (6)

Now if D ∈ Bh(H) satisfies aIH � D � bIH , then, according to monotonicity property
for operator function, we also insert D in the above inequality. As a result we get
relation

J ( f ,D,δ ,p) � Tf (a,b)IH .

Since f : [a,b]→ R is a convex function, then

μ f (a)+ (1− μ) f (b)− f (μa+(1−μ)b)

� max{μ ,1− μ}
[
f (a)+ f (b)−2 f

(a+b
2

)]

� f (a)+ f (b)−2 f
(a+b

2

)
.

The proof is completed. �

4. Application to reverse A-G mean inequality

COROLLARY 4. If 0 < aA � B � bA for some a < 1 < b, then

A∇μB � max{S(a),S(b)}A�μB for 0 � μ � 1. (7)

Proof. First of all, we note that

T− log(a,1) = logS(a) and T− log(1,b) = logS(b)



644 H. ZUO, M. FUJII, J.-I. FUJII AND Y. SEO

by Lemma 2. Let D = A−1/2BA−1/2 and F = E([a,1)) where E(·) is the family of
spectral projections of D . Put H1 = FH , H2 = (IH −F)H = E([1,b])H and

D = D1⊕D2 on H1⊕H2.

By the assumption, we have aIH � D � bIH and moreover

(i) aIH1 � D1 � IH1 and (ii) IH2 � D2 � bIH2 .

We now apply Theorem 3 for f (x) = − logx , δ = 1 and p1 = μ for (i) and (ii) respec-
tively.

The case (i): It follows from Lemma 2 that

log((μD1 +(1− μ)IH1)D
−μ
1 ) � T− log(a,1)IH1 = logS(a)IH1 ,

so that
(μD1 +(1− μ)IH1)D

−μ
1 � S(a)IH1 .

The case (ii): It follows from Lemma 2 that

log((μD2 +(1− μ)IH2)D
−μ
2 ) � logS(b)IH2 ,

so that
(μD2 +(1− μ)IH2)D

−μ
2 � S(b)IH2 .

Combining with (i) and (ii) in above, we have

(μD+(1− μ)IH)D−μ � S(a)IH1 ⊕S(b)IH2 � max{S(a),S(b)}IH.

Hence it implies that

(μD+(1− μ)IH) � max{S(a),S(b)}Dμ.

Finally, multiplying A1/2 on both sides, we have the desired inequality

A∇μB � max{S(a),S(b)}A�μB. �

COROLLARY 5. [12] If 0 < aIH � A,B � bIH for some a < b, then

A∇μB � S(b/a)A�μB for 0 � μ � 1. (8)

Proof. Let D = A−1/2BA−1/2 , then 0 � a
b � D � b

a . By the same way as in the
proof of Corollary 4 and S(b/a) = S(a/b) , we get the desired inequality. �

COROLLARY 6. The assumption as in Corollary 4. Then

A∇μB−A�μB � max{L(a,1) logS(a),L(1,b) logS(b)}A, (9)

where L(a,b) is defined as in Theorem F.
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Proof. Let D = D1 ⊕D2 on H1⊕H2 be as in the proof of Corollary 4. Then it is
easily seen that aIH � D � bIH , aIH1 � D1 � 0, 0 � D2 � bIH2 and

T (exp, logDi,0,(μ ,1− μ)) = μDi +(1− μ)IHi −Dμ
i (i = 1,2).

Applying Theorem 3, we have

μD1 +(1− μ)IH1 −Dμ
1 � L(a,1) logS(a)IH1

and
μD2 +(1− μ)IH2 −Dμ

2 � L(1,b) logS(b)IH2 .

Combining with them and multiplying A1/2 on its both sides, we have the required
inequality. �

COROLLARY 7. [12] If 0 < aIH � A,B � bIH for some a < b, 0 � μ � 1 , then

A∇μB−A�μB � L(1,h) logS(h)A, (10)

where L(1,h) is defined as in Theorem F, h = b/a.

Proof. Let D = log(A−1/2BA−1/2) , then − logh � D � logh . By the same way
as in the proof of Corollary 6 and using L(1,1/h) � L(1,h) , S(1/h) = S(h) , we get the
desired operator inequality. �

THEOREM 8. If 0 < aA � B � bA for some a < 1 < b, 0 � μ � 1 , then

A∇μB−2r(A∇B−A�B) � max{S(
√

a),S(
√

b)}A�μB, (11)

where r = min{μ ,1− μ}.
Proof. If 0 � μ � 1

2 , then 0 � 2μ � 1. Since 0 < aA � B � bA admits that√
aA � A�B �

√
bA , we substitute B by A�B and μ by 2μ in (7) of Corollary 4, then

A∇2μ(A�B) � max{S(
√

a),S(
√

b)}A�2μ(A�B),

equivalently,

A∇μB−2μ(A∇B−A�B)� max{S(
√

a),S(
√

b)}A�μB. (12)

If 1
2 � μ � 1, then 0 � 1− μ � 1

2 . 0 < aA � B � bA admits 0 < 1
bB � A � 1

aB , then,
by the inequality (12), we have

B∇1−μA−2(1− μ)(B∇A−B�A)� max{S(
√

1/b),S(
√

1/a)}B�1−μA,

then, by S(
√

1/a) = S(
√

a) and S(
√

1/b) = S(
√

b) , we have

A∇μB−2(1− μ)(A∇B−A�B)� max{S(
√

a),S(
√

b)}A�μB. (13)

Therefore, for 0 � μ � 1, we have

A∇μB−2r(A∇B−A�B) � max{S(
√

a),S(
√

b)}A�μB,

where r = min{μ ,1− μ}. �
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THEOREM 9. [3] If 0 < aIH � A,B � bIH for some a < b, 0 � μ � 1 , then

A∇μB−2r(A∇B−A�B)� S(
√

b/a)A�μB, (14)

where r = min{μ ,1− μ}.
Proof. From the assumption 0 < aIH � A,B � bIH , we have

√
a/bA � A�B �

√
b/aA,

√
a/bB � B�A �

√
b/aB,

If 0 � μ � 1
2 , by

√
a/bA � A�B �

√
b/aA, we substitute B by A�B and μ by 2μ in

the inequality (7) of Corollary 4, then

A∇2μ(A�B) � max{S(
√

b/a),S(
√

a/b)}A�2μ(A�B),

using S(
√

b/a) = S(
√

a/b) , we have

A∇μB−2μ(A∇B−A�B) � S(
√

b/a)A�μB. (15)

If 1
2 � μ � 1, then 0 � 1−μ � 1

2 . By the inequality (15) and
√

a/bB � B�A �
√

b/aB ,
we have

B∇1−μA−2(1− μ)(B∇A−B�A)� S(
√

b/a)B�1−μA.

Or, equivalently,

A∇μB−2(1− μ)(A∇B−A�B)� S(
√

b/a)A�μB. (16)

Therefore,

A∇μB−2r(A∇B−A�B)� S(
√

b/a)A�μB, (17)

where r = min{μ ,1− μ}. �

THEOREM 10. If 0 < aA � B � bA for some a < 1 < b, 0 � μ � 1 , then

A∇μB−A�μB−2r(A∇B−A�B)

� max{L(1,
√

1/a) logS(
√

a),L(1,
√

1/b) logS(
√

b)}bA,

where r = min{μ ,1− μ}.
Proof. If 0 � μ � 1

2 , since
√

aA � A�B �
√

bA , then, substitute B by A�B and μ
by 2μ in (9) of Corollary 6,

A∇2μ(A�B)−A�2μ(A�B) = A∇μB−A�μB−2μ(A∇B−A�B)

� max{L(1,
√

a) logS(
√

a),L(1,
√

b) logS(
√

b)}A. (18)
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If 1
2 � μ � 1, then 0 � 1− μ � 1

2 . By 1
bB � A � 1

aB and the inequality (18), then

B∇1−μA−B�1−μA−2(1− μ)(B∇A−B�A)

� max{L(1,
√

1/a) logS(
√

a),L(1,
√

1/b) logS(
√

b)}B,

by B � bA , we have

A∇μB−A�μB−2(1− μ)(A∇B−A�B)

� max{L(1,
√

1/a) logS(
√

a),L(1,
√

1/b) logS(
√

b)}bA. (19)

Therefore, for 0 � μ � 1, we have

A∇μB−A�μB−2r(A∇B−A�B)

� max{L(1,
√

1/a) logS(
√

a),L(1,
√

1/b) logS(
√

b)}bA,

where r = min{μ ,1− μ} . �

THEOREM 11. [3] If 0 < aIH � A,B � bIH for some a < b, 0 � μ � 1 , then

A∇μB−A�μB−2r(A∇B−A�B) � bL(1,
√

h) logS(
√

h), (20)

where r = min{μ ,1− μ},h = b/a.

Proof. From the assumption 0 < aIH � A,B � bIH , we have

1/
√

hA � A�B �
√

hA, 1/
√

hB � B�A �
√

hB.

If 0 � μ � 1
2 , then, substitute B by A�B and μ by 2μ in (9) of Corollary 6, and using

L(1/
√

h,1) � L(1,
√

h) and S(1/
√

h) = S(
√

h) , we have

A∇2μ(A�B)−A�2μ(A�B) = A∇μB−A�μB−2μ(A∇B−A�B)

� L(1,
√

h) logS(
√

h)A � bL(1,
√

h) logS(
√

h). (21)

If 1
2 � μ � 1, then 0 � 1− μ � 1

2 . By the inequality (21), we have

B∇1−μA−B�1−μA−2(1− μ)(B∇A−B�A)� L(1,
√

h) logS(
√

h)B,

then

A∇μB−A�μB−2(1− μ)(A∇B−A�B)� bL(1,
√

h) logS(
√

h). (22)

Therefore, we have

A∇μB−A�μB−2r(A∇B−A�B)� bL(1,
√

h) logS(
√

h)

for 0 � μ � 1, where r = min{μ ,1− μ}. �
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[1] J. BARIĆ, M. MATIĆ AND J. PEČARIĆ, On the bounds for the normalized Jensen functional and
Jensen-Steffensen inequality, Math. Inequal. Appl., 12 (2009), 413–432.

[2] S. FURUICHI, On refined Young inequalities and reverse inequalities, J. Math. Inequal., 5 (2011),
21–31.

[3] S. FURUICHI, Refined Young inequalities with Specht’s ratio, J. Egyptian Math. Soc., 20 (2012), 46–
49.
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[9] D. S. MITRINOVIĆ, J. PEČARIĆ AND A. M. FINK, Classical and new inequalities in analysis, Kluwer

Academic Publishers, Dordrecht/Boston/London, 1993.
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