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GENERALIZATIONS OF STEFFENSEN’S INEQUALITY

VIA WEIGHTED MONTGOMERY IDENTITY

A. AGLIĆ ALJINOVIĆ, J. PEČARIĆ AND A. PERUŠIĆ

(Communicated by I. Franjić)

Abstract. Some new generalizations of Steffensen’s inequality are obtained by means of weighted
Montgomery identity and estimations between difference of two weighted integral means. Fur-
ther, functionals associated to these new generalizations are observed and used to generate n -
exponentially and exponentially convex functions as well as to obtain new Stolarsky type means
related to these functionals.

1. Introduction

The well-known Steffensen’s inequality states (see [10])

THEOREM 1. Let f ,g : [a,b] → R be integrable mappings on [a,b] such that f
is nonincreasing and 0 � g(t) � 1 for t ∈ [a,b] . Then∫ b

b−λ
f (t)dt �

∫ b

a
f (t)g(t)dt �

∫ a+λ

a
f (t)dt (1.1)

where λ =
∫ b
a g(t)dt .

J. F. Steffensen proved this inequality in 1918 and since then it was generalized in
numerous ways. Extensive overview of these generalizations can be found in [5] or [9].

In [3] P. Cerone proved the following generalization of the Steffensen’s inequality:

THEOREM 2. Let f ,g : [a,b] → R be integrable mappings on [a,b] and let f be
nonincreasing. Further, let 0 � g(t) � 1 and λ =

∫ b
a g(t)dt = di− ci, where [ci,di] ⊂

[a,b] for i = 1,2 and d1 � d2 . Then the result∫ d2

c2

f (t)dt− r (c2,d2) �
∫ b

a
f (t)g(t)dt �

∫ d1

c1

f (t)dt +R(c1,d1) (1.2)

holds where,

r (c2,d2) =
∫ b

d2

( f (c2)− f (t))g(t)dt � 0
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and

R(c1,d1) =
∫ c1

a
( f (t)− f (d1))g(t)dt � 0.

It is easy to check that if one takes c1 = a and d2 = b and thus d1 = a+ λ and
c2 = b−λ , (1.2) reduces to (1.1).

REMARK 1. Identity (1.2) can also be proved differently and more simple than in
[3] by using the very Steffensen’s inequality. Indeed, in order to prove the right-hand
side inequality in (1.2) we observe∫ b

a
f (t)g(t)dt−

∫ d1

c1

f (t)dt

=
∫ b

a
( f (t)− f (d1))g(t)dt + f (d1)

∫ b

a
g(t)dt−

∫ d1

c1

f (t)dt

=
∫ b

a
( f (t)− f (d1))g(t)dt + f (d1)λ −

∫ c1+λ

c1

f (t)dt

=
∫ b

a
( f (t)− f (d1))g(t)dt−

∫ c1+λ

c1

( f (t)− f (d1))dt

and apply the right-hand side of Steffensen’s inequality for nonincreasing function
f (t)− f (d1) on the interval [c1,b]∫ b

c1

( f (t)− f (d1))g(t)dt �
∫ c1+λ1

c1

( f (t)− f (d1))dt.

Here we have λ1 =
∫ b
c1

g(t)dt and thus obviously λ1 � λ which leads us to∫ c1+λ1

c1

( f (t)− f (d1))dt �
∫ c1+λ

c1

( f (t)− f (d1))dt.

Finally ∫ b

a
( f (t)− f (d1))g(t)dt−

∫ c1+λ

c1

( f (t)− f (d1))dt

�
∫ b

a
( f (t)− f (d1))g(t)dt−

∫ b

c1

( f (t)− f (d1))g(t)dt = R(c1,d1)

and the proof is complete. In a similar manner, the left-hand side inequality in (1.2) can
be proved.

Let w : [a,b] → R be a weight function, i.e. an integrable function such that∫ b
a w(t)dt �= 0 and W (x) =

∫ x
a w(t)dt , x ∈ [a,b] . Let also f : [a,b] → R be a contin-

uous function of bounded variation. Then the weighted Montgomery identity given by
Pečarić in [6], states

f (x)− 1∫ b
a w(t)dt

∫ b

a
f (t)w(t)dt =

∫ b

a
Pw (x,t)d f (t) (1.3)
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where Pw (x, t) is the weighted Peano kernel, defined by

Pw (x,t) =

⎧⎨⎩
W (t)
W (b) , a � t � x,

W (t)
W (b) −1, x < t � b.

(1.4)

Assumptions W (t) = 0 for t � a and W (t) =
∫ b
a w(t)dt for t � b allow us to

subtract two weighted Montgomery identities, one for the interval [a,b] and the other
for [c,d] . In such a way the next result is obtained in [1].

THEOREM 3. Let f : [a,b]∪ [c,d]→R be a continuous function of bounded vari-
ation on [a,b]∪ [c,d] , w : [a,b] → R and u : [c,d] → R some weight functions, such
that

∫ b
a w(t)dt �= 0 ,

∫ d
c u(t)dt �= 0 and

W (x) =

⎧⎪⎪⎨⎪⎪⎩
0, x < a,∫ x

a w(t)dt, a � x � b,∫ b
a w(t)dt, x > b,

U (x) =

⎧⎪⎪⎨⎪⎪⎩
0, x < c,∫ x

c u(t)dt, c � x � d,∫ d
c u(t)dt, x > d,

and [a,b]∩ [c,d] �= /0 . Then, for both cases [c,d] ⊆ [a,b] and [a,b]∩ [c,d] = [c,b] (and
also for [a,b] ⊆ [c,d] and [a,b]∩ [c,d] = [a,d]) the next formula is valid

1∫ b
a w(t)dt

∫ b

a
w(t) f (t)dt− 1∫ d

c u(t)dt

∫ d

c
u(t) f (t)dt

=
∫ max{b,d}

min{a,c}
K (t)d f (t) (1.5)

where
K (t) = Pu (x,t)−Pw (x,t) , t ∈ [min{a,c} ,max{b,d}]

and Pu (x, t) , Pw (x, t) are given by

Pw (x, t) =

⎧⎨⎩
W(t)
W (b) , a � t � x,

W (t)
W(b) −1, x < t � b,

Pu (x,t) =

⎧⎨⎩
U(t)
U(d) , c � t � x,

U(t)
U(d) −1, x < t � d,

and thus

K (t) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
−W (t)

W (b) , t ∈ [a,c〉 ,
−W (t)

W (b) + U(t)
U(d) , t ∈ [c,d] ,

1− W(t)
W (b) , t ∈ 〈d,b] ,

if [c,d] ⊆ [a,b] , (1.6)

K (t) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
−W (t)

W(b) , t ∈ [a,c〉 ,
−W (t)

W(b) + U(t)
U(d) , t ∈ [c,b〉 ,

U(t)
U(d) −1, t ∈ [b,d] .

if [a,b]∩ [c,d] = [c,b] . (1.7)
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This identity enables us to estimate the difference between two weighted integral
means, each having its own weight, on two different intersecting intervals [a,b] and
[c,d] for both possible cases, when one interval is a subset of the other [c,d] ⊆ [a,b]
and for overlapping intervals [a,b]∩ [c,d] = [c,b] . The other two possible cases, when
[a,b]∩ [c,d] �= /0 we simply get by replacement a ↔ c , b ↔ d .

The special case of this identity for normalized weight function was obtained in
[2].

The aim of this paper is to generalize Steffensen’s inequality by using the weighted
Montgomery identity and Theorem 3. In such a way, new generalizations of Stef-
fensen’s inequality for a monotonic function are obtained in Section 2, as well as the
generalization of Cerone’s Theorem 2 from the Introduction. In Section 3, estimates
of the difference of the left-hand and right-hand sides of the obtained inequalities are
given. In Section 4, three functionals associated to these new generalizations are con-
sidered and used to generate n -exponentially and exponentially convex functions. In
Section 5, new Stolarsky type means related to these functionals are obtained.

2. Steffensen’s inequality via estimates of the
difference between two weighted integral means

THEOREM 4. Let f : [a,b]∪ [c,d]→R be a continuous function of bounded vari-
ation on [a,b]∪ [c,d] , w : [a,b] → R and u : [c,d] → R some weight functions, such
that

∫ b
a w(t)dt �= 0 ,

∫ d
c u(t)dt �= 0 and [a,b]∩ [c,d] �= /0 . Then

1∫ b
a w(t)dt

∫ b

a
w(t) f (t)dt � 1∫ d

c u(t)dt

∫ d

c
u(t) f (t)dt (2.1)

holds for every nonincreasing function f if and only if [c,d] ⊆ [a,b] and

W (x)
W (b)

� 0 for x ∈ [a,c〉 , W (x)
W (b)

� U (x)
U (d)

for x ∈ [c,d] ,
W (x)
W (b)

� 1 for x ∈ 〈d,b] , (2.2)

or [a,b]∩ [c,d] = [c,b] and

W (x)
W (b)

� 0 for x ∈ [a,c〉 , W (x)
W (b)

� U (x)
U (d)

for x ∈ [c,b〉 , 1 � U (x)
U (d)

for x ∈ [b,d] . (2.3)

Proof. If [c,d] ⊆ [a,b] , we apply (2.1) for

f (t) =
{

1, t � x,
0, t > x,

with x ∈ [a,c〉 , x ∈ [c,d] , x ∈ 〈d,b] , respectively, and inequalities in (2.2) follow. Sim-
ilarly, if [a,b]∩ [c,d] = [c,b] , we apply (2.1) for f with x ∈ [a,c〉 , x ∈ [c,b〉 , x ∈ [b,d] ,
respectively, and inequalities (2.3) follow. Conversely, utilizing (1.5) for every non-
increasing function f , in both cases [c,d] ⊆ [a,b] and [a,b]∩ [c,d] = [c,b] we have

K (t) � 0, t ∈ [min{a,c} ,max{b,d}] and thus
∫ max{b,d}
min{a,c} K (t)d f (t) � 0. �
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REMARK 2. If f is a nondecreasing function, inequality (2.1) is reversed.

THEOREM 5. Let f : [a,b]∪ [a,a+ λ ]→ R be a continuous function of bounded
variation on [a,b]∪ [a,a+ λ ] and let w : [a,b] → R and u : [a,a+ λ ] → R be some
weight functions such that

∫ b
a w(t)dt =

∫ a+λ
a u(t)dt . Then∫ a+λ

a
u(t) f (t)dt �

∫ b

a
w(t) f (t)dt (2.4)

holds for every nonincreasing function f if and only if 0 < λ � b−a and∫ x

a
u(t)dt �

∫ x

a
w(t)dt for x∈ [a,a+ λ ] and

∫ b

x
w(t)dt � 0 for x∈ 〈a+ λ ,b]; (2.5)

or λ > b−a and∫ x

a
u(t)dt �

∫ x

a
w(t)dt for x ∈ [a,b] and

∫ a+λ

x
u(t)dt � 0 for x ∈ 〈b,a+ λ ] . (2.6)

Proof. If 0 < λ � b−a , we apply (2.4) for

f (t) =
{

1, t � x,
0, t > x,

with x ∈ [a,a+ λ ], x ∈ 〈a+ λ ,b], respectively, and inequalities in (2.5) follow. Simi-
larly, if λ > b−a , we apply (2.4) for f with x ∈ [a,b] , x ∈ 〈b,a+ λ ], and inequalities
in (2.6) follow. Conversely, from Theorem 3 applied with [c,d] = [a,a+ λ ] we have∫ b

a
w(t) f (t)dt−

∫ a+λ

a
u(t) f (t)dt = α

∫ max{b,a+λ}

a
K (t)d f (t)

where α =
∫ b
a w(t)dt =

∫ a+λ
a u(t)dt , that is, α = W (b) = U (a+ λ ). First, we con-

sider the case 0 < λ � b− a . We have max{b,a+ λ} = b . By utilizing (1.6) we
obtain

αK (t) =

{
U (t)−W (t) , t ∈ [a,a+ λ ] ,

α −W (t) , t ∈ 〈a+ λ ,b] .

Since f is nonincreasing, if
∫ x
a u(t)dt �

∫ x
a w(t)dt for x∈ [a,a+ λ ] and α−∫ x

a w(t)dt
=

∫ b
x w(t)dt � 0 for x∈ 〈a+ λ ,b], we have αK (t)� 0 and therefore

∫ b
a αK (t)d f (t)�

0.
In case λ > b−a , we have max{b,a+ λ}= a+ λ , and by utilizing (1.7)

αK (t) =

{
U (t)−W (t) , t ∈ [a,b] ,

U (t)−α, t ∈ 〈b,a+ λ ] .

Again, since f is nonincreasing, if
∫ x
a u(t)dt �

∫ x
a w(t)dt for x∈ [a,b] and

∫ x
a u(t)dt−

α = −∫ a+λ
x u(t)dt � 0 for x ∈ 〈b,a+ λ ], we have αK (t) � 0 and therefore∫ b

a αK (t)d f (t) � 0. �
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COROLLARY 1. Let f : [a,b]∪ [a,a+ λ ] → R and g : [a,b] → R be integrable
functions, where λ =

∫ b
a g(t)dt . Then

∫ a+λ

a
f (t)dt �

∫ b

a
f (t)g(t)dt (2.7)

holds for every nonincreasing function f if and only if 0 < λ � b−a and

x−a �
∫ x

a
g(t)dt for x ∈ [a,a+ λ ] and

∫ b

x
g(t)dt � 0 for x ∈ 〈a+ λ ,b];

or λ > b−a and

x−a �
∫ x

a
g(t)dt for x ∈ [a,b] .

Proof. Proof follows directly by applying Theorem5 with weight functions w(t)=
g(t) for t ∈ [a,b] and u(t) = 1 for t ∈ [a,a+ λ ]. �

THEOREM 6. Let f : [a,b]∪ [b−λ ,b]→ R be a continuous function of bounded
variation on [a,b]∪ [b−λ ,b] and let w : [a,b] → R and u : [b−λ ,b] → R be some
weight functions, such that

∫ b
a w(t)dt =

∫ b
b−λ u(t)dt . Then

∫ b

a
w(t) f (t)dt �

∫ b

b−λ
u(t) f (t)dt (2.8)

holds for every nonincreasing function f if and only if 0 < λ � b−a and∫ x

a
w(t)dt � 0 for x ∈ [a,b−λ ] and

∫ x

b−λ
u(t)dt �

∫ x

a
w(t)dt for x ∈ 〈b−λ ,b];

(2.9)
or λ > b−a and∫ x

b−λ
u(t)dt � 0 for x∈ [b−λ ,a] and

∫ x

b−λ
u(t)dt �

∫ x

a
w(t)dt for x∈ 〈a,b] . (2.10)

Proof. If 0 < λ � b−a we apply (2.8) for

f (t) =
{

1, t � x,
0, t > x.

with x ∈ [a,b−λ ], x ∈ 〈b−λ ,b], and inequalities in (2.9) follow. Similarly, if λ >
b−a , we apply (2.8) for f with x∈ [b−λ ,a], x∈ 〈a,b] , and (2.10) follow. Conversely
from Theorem 3 applied with [c,d] = [b−λ ,b] we have∫ b

a
w(t) f (t)dt−

∫ b

b−λ
u(t) f (t)dt = α

∫ b

min{a,b−λ}
K (t)d f (t)
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where α =
∫ b
a w(t)dt =

∫ b
b−λ u(t)dt and in case 0 < λ � b−a

αK (t) =

{ −W (t) , t ∈ [a,b−λ ] ,

U (t)−W (t) , t ∈ 〈b−λ ,b] ,

while in case λ > b−a

αK (t) =

{
U (t) , t ∈ [b−λ ,a] ,

U (t)−W (t) , t ∈ 〈a,b] .

The rest of the proof can be obtained by proceeding in the similar way as in the proof
of Theorem 5. �

COROLLARY 2. Let f : [a,b]∪ [b−λ ,b] → R and g : [a,b] → R be integrable
functions, where λ =

∫ b
a g(t)dt . Then∫ b

a
f (t)g(t)dt �

∫ b

b−λ
f (t)dt (2.11)

holds for every nonincreasing function f if and only if 0 < λ � b−a and∫ x

a
g(t)dt � 0 for x ∈ [a,b−λ ] and b− x �

∫ b

x
g(t)dt for x ∈ 〈b−λ ,b];

or λ > b−a and

b− x �
∫ b

x
g(t)dt for x ∈ [a,b] .

Proof. Proof follows directly by applying Theorem6 with weight functions w(t)=
g(t) for t ∈ [a,b] and u(t) = 1 for t ∈ [b−λ ,b]. �

REMARK 3. Corollaries 1 and 2 were previously obtained by Pečarić in [7] (see
also monograph [9]).

REMARK 4. If f is a nondecreasing function, inequalities (2.4), (2.7), (2.8) and
(2.11) are reversed.

Finally, we give a generalization of Theorem 2 from the Introduction.

THEOREM 7. Let f : [a,b] → R be nonincreasing function. Also, let w : [a,b] →
[0,∞〉 and ui : [ci,di]→ [0,∞〉 , i = 1,2 , be some weight functions, such that

∫ b
a w(t)dt =∫ di

ci
ui (t)dt �= 0 and 0 � w(t) � ui (t) , t ∈ [ci,di] , where [ci,di]⊂ [a,b] for i = 1,2 and

c1 � c2 . Then∫ d2

c2

u2 (t) f (t)dt−r (c2,d2) �
∫ b

a
w(t) f (t)dt �

∫ d1

c1

u1 (t) f (t)dt +R(c1,d1) (2.12)
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holds, where

r (c2,d2) =
∫ b

d2

( f (c2)− f (t))w(t)dt � 0

and

R(c1,d1) =
∫ c1

a
( f (t)− f (d1))w(t)dt � 0.

Proof. First we prove the right-hand side of the double inequality. We denote
λ =

∫ b
a w(t)dt =

∫ di
ci

ui (t)dt �= 0, i = 1,2. Multiplying (1.5) with λ and utilizing (1.6)
we have∫ b

a
w(t) f (t)dt−

∫ d1

c1

u1 (t) f (t)dt

= −
∫ c1

a
W (t)d f (t)+

∫ d1

c1

(−W (t)+U1 (t))d f (t)+
∫ b

d1

(λ −W (t))d f (t) .

Since λ −W (t)=
∫ b
t w(t)� 0 and f is nonincreasing, we have

∫ b
d1

(λ −W (t))d f (t)�
0. Thus, interchanging the order of the integration leads us to

∫ b

a
w(t) f (t)dt−

∫ d1

c1

u1 (t) f (t)dt

� −
∫ c1

a
W (t)d f (t)+

∫ d1

c1

(−W (t)+U1 (t))d f (t)

= −
∫ d1

a
W (t)d f (t)+

∫ d1

c1

U1 (t)d f (t)

= −
∫ d1

a

(∫ t

a
w(s)ds

)
d f (t)+

∫ d1

c1

(∫ t

c1

u1 (s)ds

)
d f (t)

= −
∫ d1

a

(∫ d1

s
d f (t)

)
w(s)ds+

∫ d1

c1

(∫ d1

s
d f (t)

)
u(s)ds

= −
∫ d1

a
( f (d1)− f (s))w(s)ds+

∫ d1

c1

( f (d1)− f (s))u(s)ds

=
∫ c1

a
( f (s)− f (d1))w(s)ds+

∫ d1

c1

( f (d1)− f (s))(u(s)−w(s))ds

�
∫ c1

a
( f (s)− f (d1))w(s)ds = R(c1,d1) .

The last inequality holds since f (d1) � f (s) and u(s) � w(s) for s ∈ [c1,d1] .
The left-hand side inequality can be proved in a similar manner. �

REMARK 5. If we take ui (x) = 1, x ∈ [ci,di] , for i = 1,2 the previous theorem
reduces to Cerone’s Theorem 2 from the Introduction.
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3. Estimates of the difference of the left-hand and
right-hand side of Steffensen’s inequality

THEOREM 8. Let f : [a,b]∪ [a,a+ λ ] → R be a continuous and nonincreas-
ing function on [a,b]∪ [a,a+ λ ] and let w : [a,b] → R and u : [a,a+ λ ] → R be
some weight functions, such that

∫ b
a w(t)dt �= 0 ,

∫ a+λ
a u(t)dt �= 0 . Let also W (x) =∫ x

a w(t)dt , x ∈ [a,b] and U (x) =
∫ x
a u(t)dt , x ∈ [a,a+ λ ]. Then, if a+λ � b, it holds

that ∣∣∣∣∣ 1∫ b
a w(t)dt

∫ b

a
w(t) f (t)dt− 1∫ a+λ

a u(t)dt

∫ a+λ

a
u(t) f (t)dt

∣∣∣∣∣ (3.1)

� ( f (a)− f (b)) ·max

{
max

t∈[a,a+λ ]

∣∣∣∣ U (t)
U (a+ λ )

− W (t)
W (b)

∣∣∣∣ , max
t∈[a+λ ,b]

∣∣∣∣1− W (t)
W (b)

∣∣∣∣}
and if λ � b−a∣∣∣∣∣ 1∫ b

a w(t)dt

∫ b

a
w(t) f (t)dt− 1∫ a+λ

a u(t)dt

∫ a+λ

a
u(t) f (t)dt

∣∣∣∣∣ (3.2)

� ( f (a)− f (a+ λ )) ·max

{
max
t∈[a,b]

∣∣∣∣ U (t)
U (a+ λ )

− W (t)
W (b)

∣∣∣∣ , max
t∈[b,a+λ ]

∣∣∣∣ U (t)
U (a+ λ )

−1

∣∣∣∣} .

Both inequalities are sharp.

Proof. By applying Theorem 3 with [c,d] = [a,a+ λ ] we obtain

1∫ b
a w(t)dt

∫ b

a
w(t) f (t)dt− 1∫ a+λ

a u(t)dt

∫ a+λ

a
u(t) f (t)dt

=
∫ max{b,a+λ}

a
K (t)d f (t) .

Since K (t) is continuous on [a,b] and f is of bounded variation on [a,b]∪ [a,a+ λ ],
in the case a+ λ � b we have∣∣∣∣∣ 1∫ b

a w(t)dt

∫ b

a
w(t) f (t)dt− 1∫ a+λ

a u(t)dt

∫ a+λ

a
u(t) f (t)dt

∣∣∣∣∣
=

∣∣∣∣∫ b

a
K (t)d f (t)

∣∣∣∣ �
b∨
a

( f ) · sup
t∈[a,b]

|K (t)|

= ( f (a)− f (b)) · sup
t∈[a,b]

|K (t)|

where
b∨
a

( f ) is the total variation of function f and K (t) is given by

K (t) =

⎧⎨⎩
U(t)

U(a+λ ) − W(t)
W (b) , t ∈ [a,a+ λ ] ,

1− W (t)
W(b) , t ∈ 〈a+ λ ,b] .
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Thus (3.1) follows. In order to prove the sharpness of (3.1) consider the nonincreasing
function f defined by

f (t) =
{

1, t ∈ [a,a+ λ ] ,
0, t ∈ 〈a+ λ ,b] ,

and weight functions w(t) = 1, t ∈ [a,b] , u(t) = 1, t ∈ [a,a+ λ ]. It is easy to check
that then equality in (3.1) holds. In case a+ λ � b we have

K (t) =

⎧⎨⎩
U(t)

U(a+λ ) − W(t)
W (b) , t ∈ [a,b] ,

U(t)
U(a+λ ) −1, t ∈ 〈b,a+ λ ] ,

and the proof of (3.2) can be obtained in the similar manner. In this case, to prove the
sharpness of (3.2), we consider

f (t) =
{

1, t ∈ [a,b] ,
0, t ∈ 〈b,a+ λ ] ,

and weight functions w(t) = 1, t ∈ [a,b] , u(t) = 1, t ∈ [a,a+ λ ]. This completes the
proof. �

COROLLARY 3. Suppose that all the assumptions of the previous theorem hold.
Additionally, assume that g : [a,b]→R is an integrable function. Let G(x)=

∫ x
a g(t)dt ,

x ∈ [a,b] and λ = G(b) . Then, if a+ λ � b, it holds that∣∣∣∣∫ b

a
g(t) f (t)dt−

∫ a+λ

a
f (t)dt

∣∣∣∣
� ( f (a)− f (b))max

{
max

t∈[a,a+λ ]
|t−a−G(t)| , max

t∈[a+λ ,b]
|λ −G(t)|

}
and if λ � b−a∣∣∣∣∫ b

a
g(t) f (t)dt−

∫ a+λ

a
f (t)dt

∣∣∣∣
� ( f (a)− f (a+ λ ))max

{
max
t∈[a,b]

|t−a−G(t)| , max
t∈[b,a+λ ]

|t−a−λ |
}

.

Both inequalities are sharp.

Proof. Proof follows by applying Theorem 8 with weight functions w(t) = g(t)
for t ∈ [a,b] and u(t) = 1 for t ∈ [a,a+ λ ]. �

THEOREM 9. Let f : [a,b]∪ [b−λ ,b] → R be a continuous and nonincreas-
ing function on [a,b]∪ [b−λ ,b] and let w : [a,b] → R and u : [b−λ ,b] → R be
some weight functions, such that

∫ b
a w(t)dt �= 0 ,

∫ b
b−λ u(t)dt �= 0 . Let also W (x) =



GENERALIZATIONS OF STEFFENSEN’S INEQUALITY 789

∫ x
a w(t)dt , x ∈ [a,b] and U (x) =

∫ x
b−λ u(t)dt , x ∈ [b−λ ,b]. Then, if a + λ � b, it

holds that∣∣∣∣∣ 1∫ b
a w(t)dt

∫ b

a
w(t) f (t)dt− 1∫ b

b−λ u(t)dt

∫ b

b−λ
u(t) f (t)dt

∣∣∣∣∣ (3.3)

� ( f (a)− f (b)) ·max

{
max

t∈[a,b−λ ]

∣∣∣∣W (t)
W (b)

∣∣∣∣ , max
t∈[b−λ ,b]

∣∣∣∣U (t)
U (b)

− W (t)
W (b)

∣∣∣∣}
and if λ � b−a∣∣∣∣∣ 1∫ b

a w(t)dt

∫ b

a
w(t) f (t)dt− 1∫ b

b−λ u(t)dt

∫ b

b−λ
u(t) f (t)dt

∣∣∣∣∣ (3.4)

� ( f (b−λ )− f (b)) ·max

{
max

t∈[b−λ ,a]

∣∣∣∣U (t)
U (b)

∣∣∣∣ , max
t∈[a,b]

∣∣∣∣U (t)
U (b)

− W (t)
W (b)

∣∣∣∣} .

Both inequalities are sharp.

Proof. By applying Theorem 3 with [c,d] = [b−λ ,b] we obtain

1∫ b
a w(t)dt

∫ b

a
w(t) f (t)dt− 1∫ b

b−λ u(t)dt

∫ b

b−λ
u(t) f (t)dt

=
∫ b

min{a,b−λ}
K (t)d f (t)

where if a+ λ � b

K (t) =

⎧⎨⎩ −W (t)
W(b) , t ∈ [a,b−λ ] ,

U(t)
U(b) − W (t)

W(b) , t ∈ 〈b−λ ,b],

and if a+ λ � b

K (t) =

⎧⎨⎩
U(t)
U(b) , t ∈ [b−λ ,a] ,

U(t)
U(b) − W(t)

W (b) , t ∈ 〈a,b] .

The rest of the proof of (3.3) and (3.4) is similar to the proof of Theorem 9. In order to
prove the sharpness of (3.3) consider the nonincreasing function f defined by

f (t) =
{

1, t ∈ [a,b−λ ] ,
0, t ∈ 〈b−λ ,b] ,

weight functions w(t) = 1, t ∈ [a,b] , u(t) = 1, t ∈ [b−λ ,b], and to prove the sharp-
ness of (3.4) consider

f (t) =
{

1, t ∈ [b−λ ,a] ,
0, t ∈ 〈a,b] ,

weight functions w(t) = 1, t ∈ [a,b] , u(t) = 1, t ∈ [b−λ ,b]. This completes the
proof. �
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COROLLARY 4. Suppose that all the assumptions of the previous theorem hold.
Additionally, assume that g : [a,b]→R is an integrable function. Let G(x)=

∫ x
a g(t)dt ,

x ∈ [a,b] and λ = G(b) . Then, if a+ λ � b, it holds that∣∣∣∣∫ b

a
g(t) f (t)dt−

∫ b

b−λ
f (t)dt

∣∣∣∣
� ( f (a)− f (b))max

{
max

t∈[a,b−λ ]
|−G(t)| , max

t∈[b−λ ,b]
|t−b+ λ −G(t)|

}
and if λ � b−a∣∣∣∣∫ b

a
g(t) f (t)dt−

∫ b

b−λ
f (t)dt

∣∣∣∣
� ( f (b−λ )− f (b))max

{
max

t∈[b−λ ,a]
|t−b+ λ |, max

t∈[a,b]
|t −b+ λ −G(t)|

}
.

Both inequalities are sharp.

Proof. Proof follows by applying Theorem 9 with weight functions w(t) = g(t)
for t ∈ [a,b] and u(t) = 1 for t ∈ [b−λ ,b]. �

REMARK 6. By using Theorem 3 applied for [c,d] = [a,a+ λ ] and [c,d] =
[b−λ ,b], with an additional assumption that f is derivable and that | f ′|p is an in-
tegrable function, analogous inequalities for Lp spaces (as in [1]) could be obtained.

4. Applications via n -exponential convexity and exponential covexity

We begin this section by giving some definitions and notions which are used fre-
quently in the results. For more details see e.g. [4] and [8].

DEFINITION 1. A function ψ : I → R is n -exponentially convex in the Jensen
sense on I if

n

∑
i, j=1

ξiξ jψ
(

xi + x j

2

)
� 0 (4.1)

holds for all choices ξi ∈ R and xi ∈ I , i = 1, . . . ,n .
A function ψ : I → R is n -exponentially convex if it is n -exponentially convex in

the Jensen sense and continuous on I .

REMARK 7. n -exponentially convex function in the Jensen sense is k−expo-
nentially convex in the Jensen sense for every k ∈ N , k � n .

DEFINITION 2. A function ψ : I → R is exponentially convex in the Jensen sense
on I if it is n -exponentially convex in the Jensen sense for all n ∈ N .

A function ψ : I → R is exponentially convex if it is exponentially convex in the
Jensen sense and continuous.
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REMARK 8. In [4] it is showed that ψ : I →R is a log-convex in the Jensen sense
if and only if

α2ψ(x)+2αβ ψ
(

x+ y
2

)
+ β 2ψ(y) � 0,

holds for every α,β ∈ R and x,y ∈ I . It follows that a positive function is log-convex
in the Jensen sense if and only if it is 2-exponentially convex in the Jensen sense. A
positive function is log-convex if and only if it is 2-exponentially convex.

PROPOSITION 1. If f is a convex function on I and if x1 � y1 , x2 � y2 , x1 �= x2 ,
y1 �= y2 , then the following inequality is valid

f (x2)− f (x1)
x2− x1

� f (y2)− f (y1)
y2− y1

.

If the function f is concave, the inequality is reversed.

DEFINITION 3. Let f be a real-valued function defined on [a,b] . n -th order
divided difference of f at distinct points x0,x1, . . . ,xn in [a,b] is defined recursively by

[x j; f ] = f (x j), j = 0, . . . ,n,

and

[x0,x1, . . . ,xn; f ] =
[x1, . . . ,xn; f ]− [x0, . . . ,xn−1; f ]

xn− x0
.

REMARK 9. The value [x0,x1, . . . ,xn; f ] is independent of the order of the points
x0, . . . ,xn . Previous definition can be extended to include the case in which some or all
of the points coincide by assuming that x0 � . . . � xn and letting

[ x, . . . ,x︸ ︷︷ ︸
j+1 times

; f ] =
f ( j)(x)

j!
,

provided that f ( j) exists.

Next, we define the following functionals, under the assumptions of Theorem 4

L1( f ) =
1∫ b

a w(t)dt

∫ b

a
w(t) f (t)dt− 1∫ d

c u(t)dt

∫ d

c
u(t) f (t)dt, (4.2)

under the assumptions of Theorem 5

L2( f ) =
∫ a+λ

a
u(t) f (t)dt−

∫ b

a
w(t) f (t)dt (4.3)

and under the assumptions of Theorem 6

L3( f ) =
∫ b

a
w(t) f (t)dt−

∫ b

b−λ
u(t) f (t)dt. (4.4)
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REMARK 10. Under the assumptions of Theorems 4, 5 and 6, respectively, it
holds Lk( f ) � 0, k = 1,2,3 for all nondecreasing functions f .

Now, we state and prove the Lagrange type mean value theorem for defined func-
tionals. We denote I1 = [a,b]∪ [c,d] , I2 = [a,b]∪ [a,a+ λ ] and I3 = [a,b]∪ [b−λ ,b] .

THEOREM 10. Suppose that w and u are weight functions as in Theorem 4, 5
and 6 respectively and [a,b]∩ [c,d] �= /0 . Additionally, assume that f ∈ C1 (Ik) for
k = 1,2,3 . If (2.2) and (2.3) hold in case k = 1 or (2.5) and (2.6) in case k = 2 or (2.9)
and (2.10) in case k = 3 then there exists ξk ∈ Ik such that

Lk( f ) = f ′ (ξk)Lk(id) (4.5)

where Lk( f ) , k = 1,2,3 are defined by (4.2), (4.3) and (4.4) respectively.

Proof. First we consider k = 1. Since f ′ is continuous on [a,b]∪ [c,d] , there
exists

m = min
x∈[a,b]∪[c,d]

f ′(x) and M = max
x∈[a,b]∪[c,d]

f ′(x).

Let us consider functions F1,F2 : I → R defined by

F1(x) = Mx− f (x) and F2(x) = f (x)−mx.

Since F ′
1 (x) = M − f ′ (x) � 0 and F ′

2 (x) = f ′ (x)−m � 0, functions F1 and F2 are
nondecreasing and thus of bounded variation on [a,b]∪ [c,d] . From Theorem 4 for a
nondecreasing function F1 , we have

0 � 1∫ b
a w(t)dt

∫ b

a
w(t)F1(t)dt− 1∫ d

c u(t)dt

∫ d

c
u(t)F1(t)dt

=
1∫ b

a w(t)dt

(
M

∫ b

a
tw(t)dt−

∫ b

a
f (t)w(t)dt

)
− 1∫ d

c u(t)dt

(
M

∫ d

c
tu(t)dt−

∫ d

c
f (t)u(t)dt

)
i.e.

L1( f ) � M

[
1∫ b

a w(t)dt

∫ b

a
tw(t)dt− 1∫ d

c u(t)dt

∫ d

c
tu(t)dt

]
.

Similarly, for nondecreasing function F2 from Theorem 4 we have

L1( f ) � m

[
1∫ b

a w(t)dt

∫ b

a
tw(t)dt− 1∫ d

c u(t)dt

∫ d

c
tu(t)dt

]
,
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that is

m

[
1∫ b

a w(t)dt

∫ b

a
tw(t)dt− 1∫ d

c u(t)dt

∫ d

c
tu(t)dt

]
� L1( f )

� M

[
1∫ b

a w(t)dt

∫ b

a
tw(t)dt− 1∫ d

c u(t)dt

∫ d

c
tu(t)dt

]
.

If 1∫ b
a w(t)dt

∫ b
a tw(t)dt = 1∫ d

c u(t)dt

∫ d
c tu(t)dt , (4.5) holds for all ξ1 ∈ [a,b]∪ [c,d] .

Otherwise,

m � L1( f )
1∫ b

a w(t)dt

∫ b
a tw(t)dt− 1∫ d

c u(t)dt

∫ d
c tu(t)dt

� M.

Since f ′ (x) is continuous on [a,b]∪ [c,d] there exists ξ1 ∈ [a,b]∪ [c,d] such that (4.5)
holds and the proof is complete. In case k = 2 and k = 3 the proof can be obtained
similarly by utilizing Theorems 5 and 6. �

Next is the Cauchy type mean value theorem for functionals Lk( f ) , k = 1,2,3.

THEOREM 11. Let f , f̂ : Ik → R , k = 1,2,3 such that f , f̂ ∈C1 (Ik) . If (2.2) and
(2.3) hold in case k = 1 or (2.5) and (2.6) in case k = 2 or (2.9) and (2.10) in case
k = 3 then there exists ξk ∈ Ik such that

Lk ( f )

Lk

(
f̂
) =

f ′ (ξk)

f̂ ′ (ξk)
(4.6)

holds for k = 1,2,3 , provided that the denominators differ from zero.

Proof. First we consider k = 1. Define Φ1(t) = f (t)L1

(
f̂
)
− f̂ (t)L1( f ) . Note

that Φ1(t) ∈C1 (I1) . By Theorem 10 there exists ξ1 ∈ [a,b]∪ [c,d] such that

L1(Φ1) = Φ′
1(ξ1) L1(id).

From L1(Φ1) = 0 it follows that Φ′
1(ξ1) = f ′(ξ1)L1

(
f̂
)
− f̂ ′(ξ1)L1( f ) = 0 which

implies (4.6). In case k = 2 and k = 3 the proof can be obtained similarly by utilizing
Theorems 5 and 6. �

Now, we will use an idea from [4] to generate n -exponentially and exponentially
convex functions applying defined functionals. In the sequel J will be an interval in R .

THEOREM 12. Let Ω = { fs : s ∈ J} , where J is an interval in R , be a family
of continuous functions defined on Ik , k = 1,2,3 in R , such that the function s 
→
[x0,x1; fs] is n-exponentially convex in the Jensen sense on J for mutually different
points x0,x1 ∈ Ik,k = 1,2,3. Let Lk , k = 1,2,3 be linear functionals defined by (4.2),
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(4.3), (4.4). Then s 
→ Lk( fs) is n-exponentially convex function in the Jensen sense on
J .

If the function s 
→ Lk( fs) is continuous on J , then it is n−exponentially convex
on J .

Proof. For ξ j ∈ R , s j ∈ J , j = 1, . . . ,n and si j = si+s j
2 we define the function

g(x) =
n

∑
i, j=1

ξiξ j fsi j (x).

Since s 
→ [x0,x1; fs] is n -exponentially convex in the Jensen sense, we have

[x0,x1;g] =
n

∑
i, j=1

ξiξ j
[
x0,x1; fsi j

]
� 0,

which implies that g is a nondecreasing function on Ik . Therefore, from Remark 10 we
have Lk(g) � 0, and thus

n

∑
i, j=1

ξiξ jLk( fsi j ) � 0

holds. Hence, we can conclude that the function s 
→ Lk( fs) is n−exponentially convex
on J in the Jensen sense.

If the function s 
→ Lk( fs) is also continuous on J , then s 
→ Lk( fs) is n - expo-
nentially convex by definition. �

The following corollary is a simple consequence of the previous theorem.

COROLLARY 5. Let Ω = { fs : s ∈ J} be a family of continuous functions defined
on Ik,k = 1,2,3 in R such that the function s 
→ [x0,x1; fs] is exponentially convex
in the Jensen sense on J for mutually different points x0,x1 ∈ Ik , k = 1,2,3 . Let Lk ,
k = 1,2,3 be linear functionals defined by (4.2), (4.3), (4.4). Then s 
→ Lk( fs) is expo-
nentially convex function in the Jensen sense on J .

If the function s 
→ Lk( fs) is continuous on J , then it is exponentially convex on
J .

Now, we will prove a corollary of Theorem 12 which will be used in the next
section for obtaining new Stolarsky type means.

COROLLARY 6. Let Ω = { fs : s ∈ J} be a family of continuous functions defined
on Ik , k = 1,2,3 in R , such that the function s 
→ [x0,x1; fs] is 2−exponentially convex
in the Jensen sense on J for mutually different points x0,x1 ∈ Ik , k = 1,2,3 . Let Lk ,k =
1,2,3 be linear functionals defined by (4.2), (4.3), (4.4). Then the following statements
hold:
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(i) If the function s 
→ Lk( fs) is continuous on J , then it is 2 -exponentially convex
function on J . If s 
→ Lk( fs) is additionally strictly positive, then it is also log-
convex on J . Furthermore, the following inequality holds true:

[Lk( fs)]t−r � [Lk( fr)]
t−s [Lk( ft )]

s−r (4.7)

for every choice r,s,t ∈ J , such that r < s < t .

(ii) If the function s 
→ Lk( fs) is strictly positive and differentiable on J , then for
every s,q,u,v ∈ J such that s � u and q � v, we have

Ms,q(Lk,Ω) � Mu,v(Lk,Ω), (4.8)

where

Ms,q(Lk,Ω) =

⎧⎪⎪⎨⎪⎪⎩
(

Lk( fs)
Lk( fq)

) 1
s−q

, s �= q;

exp

(
d
ds Lk( fs)
Lk( fs)

)
, s = q

(4.9)

for fs, fq ∈ Ω .

Proof. The first statement (i) is a consequence of Theorem 12 and Remark 8.
Further, since s 
→ Lk( fs) is positive and continuous, by (i) we have that s 
→ Lk( fs)

is log-convex on J , that is, s 
→ logLk( fs) is convex on J . Applying Proposition 1 we
get

logLk( fs)− logLk( fq)
s−q

� logLk( fu)− logLk( fv)
u− v

for s � u , q � v , s �= q , u �= v . Hence, we conclude that

Ms,q(Lk,Ω) � Mu,v(Lk,Ω).

Cases s = q and u = v follow as limit cases. �

REMARK 11. Results from Theorem 12, Corollaries 5 and 6 still hold when x0 =
x1 ∈ Ik . This follows from Remark 9.

5. Stolarsky type means

In this section we will apply general results obtained in previous section to several
families of functions which fulfil conditions of obtained general results. Using these
families of functions, we will obtain new Stolarsky type means related to functionals
defined by (4.2)-(4.4).

EXAMPLE 1. Consider a family of functions

Ω1 = { fs : (0,∞) → R : s ∈ R}
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defined by

fs(x) =

{
xs

s , s �= 0;

logx , s = 0.

Since d fs
dx (x) = xs−1 = e(s−1) logx > 0 for x > 0, then fs is a nondecreasing function

for x > 0 and s 
→ d fs
dx (x) is exponentially convex by definition. Analogously as in

the proof of Theorem 12 we have that s 
→ [x0,x1; fs] is exponentially convex (and
so exponentially convex in the Jensen sense). Using Corollary 5 we conclude that
s 
→ Lk( fs) , k = 1,2,3 are exponentially convex in the Jensen sense. It is easy to verify
that these mappings are continuous (although mapping s 
→ fs is not continuous for
s = 0), so they are exponentially convex. In this case we assume that Ik ⊂ R

+.

For this family of functions Ms,q(Lk,Ω1) from (4.9) is equal to

Ms,q(Lk,Ω1) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

(
Lk( fs)
Lk( fq)

) 1
s−q

, s �= q;

exp
(

Lk( fs f0)
Lk( fs)

− 1
s

)
, s = q �= 0;

exp
(

Lk( f 2
0 )

2Lk( f0)

)
, s = q = 0.

Applying Theorem 11 for functions fs, fq ∈ Ω1 there exists ξk∈Ik , k = 1,2,3 such that

ξ s−q
k =

Lk( fs)
Lk( fq)

, k = 1,2,3.

Since the function ξk 
→ ξ s−q
k is invertible for s �= q we have

min{a,b−λ ,c}�
(

Lk( fs)
Lk( fq)

) 1
s−q

� max{a+ λ ,b,d} , k = 1,2,3

which together with the fact that Ms,q(Lk,Ω1) is continuous, symmetric and monotonic
shows that Ms,q(Lk,Ω1) is mean.

EXAMPLE 2. Consider a family of functions

Ω2 = {gs : R → (0,∞) : s ∈ R}

defined by

gs(x) =

{
esx

s , s �= 0;

x, s = 0.

Here, dgs
dx (x) = esx > 0, which shows that gs is a nondecreasing function on R for

every s ∈ R and s 
→ dgs
dx (x) is exponentially convex by definition. As in Example 1 we

conclude that s 
→ Lk(gs) , k = 1,2,3 are exponentially convex.
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For this family of functions from (4.9) we have

Ms,q(Lk,Ω2) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

(
Lk(gs)
Lk(gq)

) 1
s−q

, s �= q;

exp
(

Lk(g0·gs)
Lk(gs)

− 1
s

)
, s = q �= 0;

exp
(

Lk(g2
0)

2Lk(g0)

)
, s = q = 0.

Applying Theorem 11 for functions gs,gq ∈ Ω2 there exists ξk ∈ Ik , k = 1,2,3
such that

eξk(s−q) =
Lk(gs)
Lk(gq)

, k = 1,2,3.

Therefore
Ss,q(Lk,Ω2) = logMs,q(Lk,Ω2)

satisfies min{a,b−λ ,c}� Ss,q(Lk,Ω2)� max{a+ λ ,b,d} , so Ss,q(Lk,Ω2) is a mono-
tonic mean.

EXAMPLE 3. Consider a family of functions

Ω3 = {φs : (0,∞) → (0,∞) : s ∈ (0,∞)}
defined by

φs(x) =

{−s−x

logs , s �= 1;

x, s = 1.

Since dφs
dx (x) = s−x > 0 for s,x ∈ (0,∞) , φs is a nondecreasing function for x > 0.

dφs
dx (x)=s−x is Laplace transform of non-negative function, that is s−x = 1

Γ(x)
∫ ∞
0 e−st

tx−1dt , so s 
→ dφs
dx (x) is exponentially convex on (0,∞) . As in Example 1 we conclude

that s 
→ Lk(φs) , k = 1,2,3 are exponentially convex. In this case we assume that
Ik ⊂ R

+ .
For this family of functions, from (4.9) we have

Ms,q(Lk,Ω3) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

(
Lk(φs)
Lk(φq)

) 1
s−q

, s �= q;

exp
(−Lk(φ1·φs)

sLk(φs)
− 1

s log s

)
, s = q �= 1;

exp
(−Lk(φ2

1 )
2Lk(φ1)

)
, s = q = 1.

Applying Theorem 11 for functions φs,φq ∈ Ω3 there exists ξk ∈ Ik , k = 1,2,3 such
that (

s
q

)−ξk

=
Lk(φs)
Lk(φq)

, k = 1,2,3

Therefore
Ss,q(Lk,Ω3) = −L(s,q) logMs,q(Lk,Ω3)
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satisfies min{a,b−λ ,c}� Ss,q(Lk,Ω3)� max{a+ λ ,b,d} , so Ss,q(Lk,Ω3) is a mono-
tonic mean. L(s,q) is logarithmic mean defined by

L(s,q) =

{
s−q

logs−logq , s �= q

s, s = q.

EXAMPLE 4. Consider a family of functions

Ω4 = {ψs : (0,∞) → (0,∞) : s ∈ (0,∞)}

defined by

ψs(x) =
−e−x

√
s

√
s

.

For every s > 0, ψs are nondecreasing functions for x > 0. Again we conclude, s 
→
dψs
dx (x) = e−x

√
s is Laplace transform of non-negative function, so it is exponentially

convex on (0,∞) . As in Example 1 we conclude that s 
→ Lk(ψs) , k = 1,2,3 are
exponentially convex. In this case we assume that Ik ⊂R

+. For this family of functions,
from (4.9) we have

Ms,q(Lk,Ω4) =

⎧⎪⎨⎪⎩
(

Lk(ψs)
Lk(ψq)

) 1
s−q

, s �= q;

exp
(−Lk(id·ψs)

2
√

sLk(ψs)
− 1

2s

)
, s = q.

Applying Theorem 11 for functions ψs,ψq ∈ Ω4 there exists ξk ∈ Ik , k = 1,2,3 such
that

e−ξk(
√

s−√
q) =

Lk(ψs)
Lk(ψq)

, k = 1,2,3.

Therefore
Ss,q(Lk,Ω4) = −(

√
s+

√
q) logMs,q(Lk,Ω4)

satisfies min{a,b−λ ,c}� Ss,q(Lk,Ω4)� max{a+ λ ,b,d} , so Ss,q(Lk,Ω4) is a mono-
tonic mean.
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