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A GENERALIZATION OF HILBERT’S INEQUALITY

PENG GAO

(Communicated by J. Pecaric)

Abstract. In a generalization of the classical Hilbert inequality by Hardy, Littlewood and Pdlya,
the best constant for an inequality is determined provided that the generating function for the
corresponding matrix satisfies certain monotonicity condition. In this paper, we determine the
best constant for a class of inequalities when the monotonicity condition is no longer satisfied.

1. Introduction

Suppose throughout that p > 1, Il—,+ %1 = 1. Let [” be the Banach space of all
complex sequences X = (x),>1 With norm

=

[l := (X, beal?) /7 < o=.

n=1

Let C = (cpx) be a matrix acting on the I” space, the [” operator norm of C is
defined as
ICllpp= sup ||cx|| .
lIx[lp=1 P
The well-known Hilbert’s inequality [7, Theorem 315] asserts that for x € [”,
yeli:

o XiYj T
|WZZl < smarp Mlelivle: (L.D)

Let H= (1/(i+ j))i=1,j>1, then [7, Theorem 286] implies that inequality (1.1) is
equivalent to ||H||,, < 7/sin(m/p). In fact, it is shown in [7, Theorem 317] that the
constant 7r/sin(z/p) is best possible, hence ||H||,, = 7/sin(x/p).

There exists an extensive and rich literature on extensions and generalizations of
Hilbert’s inequality. For the recent developments in this area, we refer the reader to the
articles [8], [4], [10] and the references therein. In [8], a unified treatment of Hilbert-
type inequalities on a o -finite measure space with a general kernel and with general
weight functions is given. In [4], an extension to the case of general parameters p and
q is provided. The monograph [10] provides a collection of recent results regarding
Hilbert-type inequalities.

Mathematics subject classification (2010): Primary 26D15.
Keywords and phrases: Hilbert’s inequality.

© M, Zagreb 407

Paper MIA-18-30


http://dx.doi.org/10.7153/mia-18-30

408 PENG GAO

A generalization of Hilbert’s inequality is given in [7, Theorem 318]. For a matrix
K = (K(i,))iz1,j>1 with K(x,y) satisfying the following conditions:

1. K(x,y) is a non-negative, homogeneous function of degree —1; (1.2)
2. / K(x,l)xil/qu:/ K(1,y)y YPdy =k.
0 0

Then, with one more condition (in what follows, we shall refer to this assumption as the
decreasing assumption) that K (x,1)x~'/4, K(1,y)y~'/7 are strictly decreasing func-
tions of x > 0, y > 0 respectively, [7, Theorem 318] asserts that || K||,, < k. In fact,
in this case ||K||,,, = k (see the remark on [7, p. 229]).

The proof for [7, Theorem 318] given in [7] uses Schur’s test to reduce the esti-
mation of ||K]||,,, to the estimation of certain series and the decreasing assumption is
to ensure that the series are bounded above by the corresponding integrals. In view of
this, one sees that the decreasing assumption need not be necessary when determining
|K||p,p- Itis therefore natural to study ||K||, , for a matrix K = (K(i,j))i>1,j>1 With
K(x,y) satisfying the conditions in (1.2) only.

We now focus on a type of matrices of the form:

i jP
(i+j)a+ﬁ+1>i>l7j>l'

H(o,B) = (

We note here that when either oo > 1/g or f > 1/p, then H(a, ) satisfies the condi-
tions in (1.2) but not the decreasing assumption.

Some results on [|[H (o, )|, can be deduced from a result of Bennett. Recall
(see [1]) that the beta function B(x,y), x > 0, y > 0 is defined as

1 I txfl
B@w:Aﬂ”u—ﬁﬂw:A HIWWM (1.3)

Bennett’s result (see [2, Proposition 2] and the discussions that follow) can be
stated as follows:

THEOREM 1. Let p > 1 be fixed. Let | be a positive measure on (0,1). Let
K = (ki j)i=1,j>1 be given by

Vi4j—2\ i
= S =) du(r).
= () - oau)
Then ||K|[p,p < Jy ~"/9(1 —1)"/4du(r).

By taking du(r) =t'~%(1 —)"Bdr in the above theorem, we readily deduce the
following

THEOREM 2. Let p>1 and oo < 1+1/p, B < 1+1/q be fixed. Let M(ct,[3)
be a matrix given by

O

Then ||M(ct,B)llpp <B(1+1/p—o,141/q—p).

)BU+1—aJ+1—ﬂL ij> 1.
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Note that the case o = 3 =1 in the above theorem corresponds to Hilbert’s in-
equality (a stronger form with the corresponding matrix being (1/(i+j—1))i>1,j>1)-
The case oo = 1,3 =0 in the above theorem corresponds to the matrix studied explic-
itly by Bennett in [2, Proposition 2]. Note that H(0,1); ; < M(1,0); ; when i,j > 1.
Similarly, it is easy to check that H(1,1);; < M(0,0);; when i,j > 1. It follows
from Theorem 2 that [[H(0, 1)1, < IM(L0)[lp,p < B(i/p,1+ 1/g), IH (1, )], <
|M(0,0)||p,p <B(14+1/p,141/g). On the other hand, Lemma 1 in Section 2 implies
that ||H(0,1)||p, > B(1/p,14+1/q),||H(1,1)||p,p = B(1+1/p,14+1/q). We therefore
deduce the following

THEOREM 3. Let p > 1 be fixed and let H(0,1) = (j/(i+ j)*)iz1,j51, H(1,1) =
0/ i+ j))iz1j=1- Then |H(0,1)|lpp =7/ (q-sin(z/p)), |H(1, 1), = 7/(2pq-
sin(z/p)).

To establish results analogue to that given in Theorem 3, one hopes to have that
forao<1+1/pB<l+1/q,i,j=1,

H(l—o,1-B)i; <M(a,B)ij,

where M(a.,3) is defined as in Theorem 2. However, the above inequality does not al-

ways hold. For example, one checks directly that when oo = 3 = —1, i = j, the above
inequality fails to hold when i — co. Similarly, with the help of Stirling’s approxima-
tion, one can show that the above inequality fails to hold when oo = 3 =—1/2,i=j,
i— oo,

In this paper, we use the approach in the proof of [7, Theorem 318] to study
|H(ct,B)||p,p. It follows from [7, Theorem 286] and the approach on [7, p. 229]
that for any matrix K = (K (i, j))i>1,j>1 with K(x,y) a non-negative, homogeneous
function of degree —1, we have ||K||, , < k provided that

e i —-1/q i ] -1/p
i=1 J j=1 !
Apply the above argument to K (x,y) = x®yP /(x +y)**B+1  we see that (with the

help of Lemma 1) ||H (o, B)||,,, =B(ot+1/p, B+1/q) forany oo > —1/p, B> —1/q
provided that we can show forany A > —1,s > A +1:

S—
2 <
= (m+n)s

We note that the above inequality is valid when A < 0 by the integral test. In [9,
Lemma 2], it is shown that the above inequality is valid when 0 <s <2, —1 <A <s—1
and 2 <s < 14, —1 < A < 1. In the next section, we extend this result to the case of
1 <A <2, A+1<s<5 to prove the following

B(A+1,s—2A—1n't*s, (1.4)

THEOREM 4. Let p > 1 be fixed and let H(ot,B) = (i%P /(i + j)* P ) im1 o1,
then ||H(cet,B)||pp=B(a+1/p,B+1/q) when —1/p <o <2, —1/qg<pB <2.
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We note here that [7, Theorem 286] again implies that Theorem 4 is equivalent to
the statement that with the best possible constant C(o,3,p) = B(ae+1/p,+1/q),
forxell,yel’:

WXiyj < C(a, B, p)[Ixlqlyllp- (1.5)

ij=1

We note that [1 1, Theorem 1] establishes discrete Hilbert-type inequalities with a
general measurable homogeneous kernel of a negative degree. Using the notations as
in [11, Theorem 1], on taking A = o+ B+ 1, K(x,y) = (x+y)~*, u(x) = v(x) = x,

=(1—pB)/(pq), Ay = (1 —qa)/(pq), ai = iPy;, b; = i%; there, we see that [11,
Theorem 1] also implies inequality (1.5) with the best possible constant C(ot, 8, p) =
B(oo+1/p,B+ 1/q) (taking into account [11, Theorem 2]) for —1/p < o < 1/q,
—1/q < B < 1/p. This case is also what one can derive directly from [7, Theorem
318].

The proof for Theorem 4 relies on the estimation of the series given in (1.4). When
—1< A <0, s> A+ 1, this series is studied by Bennett and Jameson in [3, Proposi-
tion 14]. In the same paper, they raised an open question (see the remark below [3,
Proposition 13]) on whether the following sequence is increasing with n when o > 1:

no‘+2 2 (n—r) (1.6)

In this paper, we give an affirmative answer to the above open question of Bennett
and Jameson. We prove in Section 3 the following:

THEOREM 5. Let & > 1 be fixed, the sequence defined in (1.6) is increasing with

2. Proof of Theorem 4

Note that when o <2, B <2, then + f + 1 < 5. Thus, by our discussion in
Section 1, we see that Theorem 4 follows from a combination of [9, Lemma 2] and the
following two lemmas:

LEMMA 1. Let p> 1, o> —1/p, B> —1/q be fixed, let H(c,B) = (i%P /(i +
NP izt o1, then |H(a, )|l pp = Bla+1/p,B+1/q).

Proof. By [7, Theorem 286], it suffices to show that if there exists a constant
C(o,B,p) such that inequality (1.5) holds for any x € [9, y € [, then C(c,3,p) >
B(ot+1/p,B+1/q). We follow the method given on [7, p. 233] by setting x; =i~ /4,
yj= j*I/I’ when 1 <i,j <N and x; = y; = 0 otherwise, to see that

oo . 1/p N 1
L a—1/q .
-2:1 (i+j)a+ﬁ+1 lyj Zl 2 Ot+ﬁ+1’ ||X||qHpr_l:21 l
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For any given € > 0, we choose N large enough such that (note that our assumption on

o and f ensures that the infinite series in the following expression converges)
i jB-1/r i jB-1/p

L l+] a+/3+1 L H_] oc+13+1

Note that the function x3~1/7/(x +i)*+B+1 is increasing when x < (B —1/p)i/ (o +
1+ 1/p) and decreasing when x > (B —1/p)i/(ot+ 1+ 1/p). It follows that

ﬂ>/j LN J<(B—1/p)i/(a+1+1/p)

(i+ j)o+B+1 ~Jia (i4x)otB+1777 = ’

jB-1/r J+1 B-1/p
/T

W> ; de» i>B-1/p)i/(a+1+1/p).

We then deduce easily that

had ]ﬁ 1/p - ° xﬁ_l/p d C
,=21 (it j)orB //0 (it x)a B+ jor T 1]p

C

—(a+1/p) _ =
B((X+ B+ ) ! la+l+l/p’

where C is a constant depending on o, B, p and we used (1.3) to evaluate the integration
above.
As 37, i72 < oo, we deduce that

N N B—1/p 1 N 1
a—1/q J < ) o - /
i 2 i) a+ﬁ+1/3 a—i—pB+ 1 e)izzliJrc

i=1
:B<°‘+ LB ‘) (1=2)lx[lqllyll,+ (1 —&)C,
p q

where C’ is a constant depending on o, 3, p. By letting N — oo, we see that the con-
stant C(et, B, p) in (1.5) satisfies C(c, B,p) = B(a+1/p, B+ 1/q) and this completes
the proof. [

LEMMA 2. Let 1 < A <2, then inequality (1.4) holds for A +1 < s < 5.
Proof. We apply the following Euler-Maclaurin summation formula (see [9, p.

152]), which asserts that for f(x) € C?[1,o0) such that 5, f(k) < oo, [ f(t)dt < o
and limy_. f (r) (x) =0, 0 < r < 1, then the following equality holds:

0=/ a1 - [Cmamswa, @

where we denote by {x} the fractional part of x, the unique real numberin [0,1) such
that x — {x} € Z and B,(x) = x> —x+ 1/2 the second Bernoulli polynomial.
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Further, it follows from [6, Proposition 9.2.3] that if f € C®[1,e0), lim,_.. f") (x) =
0,0<r<5,and f)(x) <0, r = 4,6, then the following inequality holds:

r , 1 1 /= 1
— 1—7(3)1<—— B < —f(1).
5/ =205/ <=5 [ Bl < 57/ (1)
We use the notion on [9, p. 152] to define for real numbers A,s and 7 > 0,
t?L
fv,l,n(t) = (t+n)5'

‘We note that

nst* 1 (s—A)*!

fs{,l,n(t) = (+n) T (tn)p
Fian(®) = 8oan(t) +hspn(t),
where
(s+1=2A)(s=A)* 2 nls(s+ 1)A2
gsan(t)= (t+n)° (t+nytz
hy () = — Zns(s(t—l——'_ln;il);lz

It follows from our discussion above that when 1 <A <2,s > 4,

1= 1 1 3
—~ | B n()dt < =g\ (1) — Ve
3 | B gan(0)dr < sl (D)= o) (1),
1

1 00
_Z , < —H .
) /1 Bz({t})h.\,l,n(t)dt 720h.v,l,n(l)

It now follows from (2.1) that

S fonh) = [ faaleri

faaD)  FaaD) 1 1)L & (1)
2 12 7207540 T 700 485 A0

Thus, inequality (1.4) is valid provided that we show

1
< _/O fv,l,n(t)dt+

! 1 a1 1
Ds,l(n) ::A fs,l,n(t)dt - Efs,l,n(l) + = 12 - m _\'(7:1)7”(1) + 72042g5?7)Ln(1)
(2.2)

> 0.

Integration by parts shows that (see [9, p. 153])

! S | (RUCE )
Foan)dt > — ,
/0 A, () Z(,)(n+1).\+z Htj—ill(]_'_l)
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where we define the empty product to be 1.
We also have

1 1
_Efs,l7n(1>:_ma
S/JL.,n(l)_ A s
12 12(n+1) 12(n+1)+0
)
_m 577L,n(1)
1 ((A=D)A=2)(A=3) 3A(A—1) 3s(s+ DA s(s+1)(s+2)
__ﬁ< (n+1)s (DS (k)2 (1) )
g3,
LA ADA DA =3R4 3ss+1-A)(s-A)(A-2)(A-3)
- (n+1)s (n+1)s+!
3s(s+ )(s+1—-A)(s—A)A—2) 3s(s+1)(s+2)(s+1—A)(s—2)
* (n+1)5+2 ; (n+1)s+3
Ws(s+ (A —2)A —3) (A —4) 3n2s(s+1)(s+2)(A —2) (A —3)
* (n+1)5+2 ; (n+1)s+3
3n2s(s+1)(s +2)(s+3)(A—2)  n’s(s+1)(s+2)(s+3)(s+4)
* (n+1)st4 ; (n+1)s+3 '
Apply this in (2.2), we see that
> 1
D ;(n) 2 Z(,)WDKSJ%
where
L1 A=) -2)(A-3)
Dols ) =137 -3+ 12~ 720
(7“_”%0_.2@_4)((s+1—x)(s—x)+s(s+1)>,
B s s 3sA(A—1)
Dis M) =a5mesn 1t 70
s(A—2)(A —3)
— g Bl = A) (s = A) +2s+ (A= 4) +3(s+1)(s+2)),
Do(s 1) — s(s+1) C3s(s+ DA s(s+1)(A-2)
26N = e BT 720 72042
-<3(s+l—k)(s—/l)—f—(7L—3)(A—4)+6(s+2)(7t—3)+3(s+2)(s+3)>7
B s(s+1)(s+2) s(s+1)(s+2)  s(s+1)(s+2)
D3(M)‘(1+A)(z+x)(3+z)(4+x)+ 720 720-42

: <3(s+ 1= A)(s—A)+3(A—2)(A —3)+6(s+3)(A—2)+ (s+3)(s+4)>7
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Da(s, 1) =

s(s+1)(s+2)(s+3) s(s+1)(s+2)(s+3)
(I+A)2+A)B3+A)4+A)(5+4) 720-42
Ds(s,A) =s(s+1)(s+2)(s+3)(s+4)

(B(A=2)+2(s+4)),

1 1
' ((1 +2)24+A)B+A)E+A)5+A)(6+A) 720.4z> '

We now assume that s > A +1, 1 <A < 2, itis then easy to see that D4(s,4) >0,
Ds(s,A) >0 when 1 <A <2. We apply the bounds (14+1)(2+A1)(3+1) <60, (1+
A)242A)(34+1)(44+ 1) <360 when 1 < A <2 toseethat Dy(s,A) >0, D3(s,A) >0
respectively, when

6:4223(s+1—-A)(s—A)+(A—=3)(A—4)+6(s+2)(A—3)+3(s+2)(s+3),
126 23(s+1—A)(s—A)+3A—=2) (A =3)+6(s+3)(A—2)+ (s+3)(s+4).
For fixed s, the right-hand expressions above are increasing functions of A and hence
are maximized when A = 2. Thus, the above inequalities are valid for all 1 < A <2,
s > A + 1 provided that the following inequalities are valid:
6-42>3(s—1)(s—2)+2—6(s+2) +3(s+2)(s+3) = 65> + 14,
126 > 3(s— 1)(s—2) + (s +3) (s +4) = 4s* — 25+ 18.

One checks readily that the above inequalities are valid for A +1 < s < 5.
Note that

s s s(2=2)(5+4)
(1+2)2+A) 12 12(1+A)2+A)
It is easy to see that D(s,A) >0 when A =2 forany s > A+ 1. When 1 <1 <2,
we see that D (s,4) > 0 is equivalent to the following inequality:
60-42(5+ 1) N 3-420(A—1)
(I+A)2+41) 2-2)
>B-A)B(s+1-A)(s—=A)+2(s+ 1)(A—4)+3(s+ 1) (s +2)).

It is easy to see that the left-hand side expression above is > 60-42-6/(3-4)=30-42

while the right-hand side expression above is < 3(3(s+1—1)(s—1)+3(s+ 1)(s+

2)) = 18(s> + s+ 1). It follows that the above inequality is valid for A + 1 < 5 < 5.
Note that

1

A (A-2)(A-3)
114 '

1
2120 12(142)

Thus, when 1 < A <2 we see that Dy(s,A) > 0 follows from

— R A-DZE - ((s+1=2)(s—A)+s(s+1)).
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It is easy to see that the left-hand side expression above is > 19-42. We apply the
bound 4 — A <3,(s+1—A)(s—A) < s(s— 1) to see that Dy(s,A) > 0 follows from

19-42 > 65,

which is valid for A 4+ 1 < s < 5. This completes the proof. [

3. Further Discussions

In this section, we first improve the result of [9, Lemma 2] by showing that in-
equality (1.4) is valid for any s > 2 when A = 1.

PROPOSITION 1. Let s >2,Cs = ((s —2)(s— 1))~!, then for for any integer n >
1,
i m o
< —. 3.1
2 (n+m)s ns—2 ( )

m=1

Proof. Note first that the condition s > 2 ensures that the infinite series in (3.1)
converges. Let

¢ (= 1 =1
fs<">==nséz—<im‘”2m>'

m=1 m=1
As X7, '™ < oo, it follows that

< 1
lim — =0
”H‘X’mg‘l (n+ m)s_l

Note also that

oo

1 | 1
neo = (n+m>s n—oo 0 (n —|—x>s n—oo (s_ l)nS 2

We then deduce that lim,_.. fy(n) = 0. Therefore, it suffices to show that fy(n) —
Sfs(n—+1) > 0. Calculation shows that

fs(n)_fs(n—’—l):niz (n+1 i

Note that [5, Lemma 3] asserts that for s > 1,

- 1 s 1
> < : :
~s T s—1 k—(k—1)°
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We apply this to see that it suffices to show that

G Cs s 1 >0
2 (n+1)p2 s—1 (n+1)p—n~

We can recast the above inequality as

n+1 n+1
(/ x"ldx> (/ xl“'dx) > 1.
n n

As the above inequality follows from the Cauchy-Schwarz inequality, this completes
the proof. [J

We end this paper by proving Theorem 5. It amounts to show that

1 1

n n
‘*h—r) ———— o 1—r).
n“”,;r (n—r) (n+1)0‘+2r=21r (n+1-r)

The above inequality can be rewritten as

n— r¢ ) o
(n + 1)a+2 —pot2 = =

The above inequality holds trivially for » = 1 and therefore by induction, it suffices to
show that

| (n_|_ 1)a+2 n+l not2
nt T nt2) 2 (n+ )2 2’" Tt 1)er o2 Er
1
< o+1 o+1 _ oc+1
<Y 2 r (n+1)
=1

After simplification, the above inequality becomes

(1w ! % g
(((n+ /)2 =1 ((n+2)/(n+1))* - 1) ;
(n+1)*
T((n+2)/(n+1))e 21
Further simplification yields

((n+2)°‘+2—(n+1)°‘+2_1>i <4 1)

(n + 1)a+2 — pot2

The above inequality is equivalent to the following inequality:

2?:1 7o - (n+l)a+2_na+2

< . 32
S S e 2E T (e D o

We note the following lemma:
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LEMMA 3. ([13, Lemma 2.11) Let {B,};, and {C,}> | be strictly increasing
positive sequences with B /B, < C/Cy. If for any integer n > 1,

Byi1— By < Cir1 =G
< .
Bn+2 - Bn+l Cn+2 - Cn+l

Then B, /B,+1 < C,/Cyt1 for any integer n > 1.

Applying the above lemma with B, =" r*, C, = (n+1)*"? —n®*2 and ob-
serving that the sequence {C,};_, is strictly increasing by the Mean Value Theorem,
we see that inequality (3.2) holds provided that we have

1 20¢+2 1
1% 420 < 3a+2_2a+2’
(n_|_1)a _ (n+2)a+2_2(n+1)a+2+na+2
(n—|—2)0‘ = (n—|—3)°‘+2—2(n—|—2)0‘+2—|—(n—|—1)0‘+2’

n>1.

It is easy to see that the first inequality above follows from the case n = 0 of the
second inequality. It therefore remains to prove the second inequality above for n > 0.
We recast the second inequality above as f(1/(n+2)) < f(1/(n+1)), where

f(x) :x—2<(1 _|_x)oc+2_|_ (1 _x)a+2_2>'
Note that
X2 X X
=0 ear
where
g(x) = (a@+2)(14+x)* — (a+2)(1 —x)**L.

As g(x) is convex when 0 < x < 1, it follows from the Hermite-Hadamard inequality
[12, p. 10] that f’(x) > 0 when 0 < x < 1 and this completes the proof.
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