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GENERALIZATION OF THE JENSEN-MERCER
INEQUALITY BY TAYLOR’S POLYNOMIAL

A. MATKOVIC

(Communicated by S. Varosanec)

Abstract. We present generalizations of the Jensen-Mercer inequality for the class of n-convex
functions, obtained by using Taylor’s polynomial and Green function. By applying those in-
equalities we obtain some results related to CebySev functionals.

1. Introduction

In paper [1] the following integral version of the Jensen-Mercer inequality for
convex functions was proved.

THEOREM A. Let g : [a,b] — R be a continuous and monotonic function and
[, B] be an interval such that the image of g is a subset of [, B]. Let function
A :[a,b] — R be either continuous or of bounded variation satisfying

Aa) <A(1) <A(b) forall t€[a,B], A(b)—A(a)>0. (1)

Then for every continuous convex function @ : o, ] — R the inequality

IO\ _ s g 0 EEDIAW

fb
P\ P42 () @

holds.

REMARK 1. Inequality (2) is also valid when the condition (1) is replaced with
the more strict condition that A is a nondecreasing function such that A (a) # A (D).

Let us recall the definition of n-convex functions (see [7, pp. 14-15]).

DEFINITION 1. A function f : [a,b] — R is said to be n-convex on [a,b], n >0,
if for all choices of (n+ 1) distinct points in [a,b], the n-th divided difference of f
satisfies f [xo,...,x,] > 0. If this inequality is reversed, then f is said to be n-concave.
If the inequality is strict, then f is said to be a strictly n-convex (n-concave) function.
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The divided difference of order n of the function f : [a,b] — R at distinct points
X0s- -, Xn € |a,b] is defined recursively by

f[x,-]:f(x,-), (i=0,...,n)

and
Flo0s. ] = FIxtse ] = flxo, v Xn—1] '
Xn — X0
The value f [xo,...,x,] is independent of the order of the points xg, ..., Xy
Note that 0-convex functions are non-negative functions, 1-convex functions are
increasing functions and 2-convex functions are simply convex functions.
Consider the Green function G defined on [o, B] x [a, B] by

(1=p)(s—a) for oo < s <t
Gt,s) =14 b e<B. ’
(t,s) {% fort <s < B. v

The Green function is continuous and convex in s and, since it is symmetric, also in 7.
It can be easily shown by integrating by parts that every function ¢ : [, f] — R,
@ € C? ([, B]) can be represented in the form
B—x xX—o / P 1"
X) = o)+ -—— + G(x,s s)ds. 4
¢ (x) B—a(p( ) B_a<p(ﬁ> ; (x,5) 9" (5) 4)
LEMMA 1. Let g:[a,b] — R be a continuous and monotonic function, and [ct, 3]
be an interval such that the image of g is a subset of [a., B]. Let function A : [a,b] — R
be either continuous or of bounded variation satisfying (1), and G the Green function
defined by (3). Then for every function ¢ € C? ([et,B]) the identity

b
( g Js@dr >> . <(p(a>+(p(ﬁ>_fa <p<g(x>>dx<x>>

P dA (x) J A (x)
p Vg (x)dA (x) 2G(g(x),9)dA(x) |
= G e ——— s s)ds 5
/| ( v ) 7 ]w() 5)

holds.

Proof. Using (4) we obtain

Ji g (x)d (x) Ji o

( +B - W>—<(P(O‘)+(P(ﬂ)——
o
(x

(Kr0ir@ N\ oe@ (4 [z ol
I d2 (x) B—a Parx) )B-o
! MS " ords
+/ac< B ,><p (s)ds— (¢ (c) + 9 (B))
i [ﬁﬁffx ¢ (o )+%‘P(ﬁ)‘FﬂgG(g(x)»S)(p”(s)ds] dA (x)
+ b .
Jd dA (x)
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Since
lg@d () \ ¢(@) [78@)d2 ) o(B)
( RIE “>p_a (B R >ﬁ_a (0(c) +9(B)
A= ICAS ERACILLS
J7 dA (x)
b b
-5 [f“ i ol -ap () po(p) - IS o p)

b
~Bo(e)~Bo(B) +ap(e) rap(B) By (o) SE T g @)
AIELACI _

P ¢ (B) (Xw(ﬁ)] 0,
(5) immediately follows. [
In the rest of the paper, for the sake of simplicity, let us denote
I 8(x)d2 (x) Jit G(g(x),s)dA (x)
Y (s)= )8 . (6)
9= ( e J7 42 (x) ) I dA (x)

2. Generalizations by Taylor’s polynomial

In this section we generalize inequality (2) for n-convex functions using the fol-
lowing Taylor’s formula with the integral remainder.

Let n be a positive integer, function ¢ : [o, 8] — R such that ¢"~1) is absolutely
continuous, and ¢ € [, B]. Then for all x € [a, 3]

¢ (x) =T1 (@;c,x) +Ry—1 (@sc,x) (7

holds, where

o1 (@ic,x) = Z —c)f ®)

is Taylor’s polynomial of degree n — 1, and the remainder is given by

(x—1)"'dr. )

Ru—1(@;c,x) =

Applying Taylor’s formula at the points ¢ and 3 respectively we get
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and
n—1 (k) B _
“”:gﬁkfh4%wfw—aémfﬂ—w1¢WQW—wwlm
(11)
where _{x—t,téx,
(x—1)1 = 0. 1>x (12)

Note that for n > 1 function ((x— t)+)"71 is convex in x and in 7.
Applying Taylor’s formula (7) for ¢”, we can get the following identities.

LEMMA 2. Let functions g : [a,b] — R, A4 : [a,b] — R be as in Lemma 1, and
4 : [o,B] — R defined by (6). Then for every function ¢ : [o,B] — R such that
(p(”’l) is absolutely continuous for some n > 3, the identities

Ji 8 (x) d2 (x) J1 98 (x))dA (x)
( +B- f A )—((P(OC)HP(ﬁ)— P () )

k+2 / g s_
+(n13 / (/ I -0 3‘“)‘!’”(”% (13)

and
xX)dA (x b x))dA (x
3 lkt2)(
= G (s s)kds
25 /
B t

_ﬁ/a (/a%(s) (s—t)"3ds) o (1)dr (14)

hold.

Proof. Applying Taylor’s formula (7) for ¢”, at the points o and 3, respectively,
and replacing n by n—2 (n > 3) we have

n—3 (k+2)
" _ 9 (O() _ n 3
o) = 3G i o0 a, (s

and

o) =3 E B gt - L e ne-o e as)
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Using (15) in (5) we get

J2 g (x)dA (x) Ju @ (g(x)d2 (x)
( +B- P >—<¢(a)+¢(ﬂ)— P ) )
=3 o(k+2) (g

:;;()7/ G (s) (s—a) ds+ / (/ " (1) (s—1)"~ 3dt)ds

Applying Fubini’s theorem we obtain (13). Analogously using (16) in (5) and apply-
ing Fubini’s theorem we obtain (14). O

LEMMA 3. Let g:la,b] =R and A : [a,b] — R be as in Lemma 1. Then for every
function @ : [0, B] — R such that ¢"=V) is absolutely continuous for some n > 1 the
identities

b
<a+B fg(x)dl )>—<<p<a>+<p<ﬁ>—f“"’(g(x”d“’“))

J7dA S dA (x)
= gdi(x) (e — )t dA(v)
& [(ﬁ JLaA() ) P ]
T T PG "
(n—1)! Ja JPdA (x) N
n—1
—(B—r)""+f“b ((g(x)f;;;*(l) dx(x)] ") (1) dr (17)
and
b b
<p< p f“fﬁjﬁf’”)—(«p( () - HEENS (x)>
e @)l (fewarw e 2B g () A ()
G ’[( JPaA ) “) P
R [ g (x)dA ()
(n—l)!/a( b [((Z A Y )+>
b n—1
(a4 fa (t ‘gfi’z)&l) a (x)] o™ (1) dt (18)

hold.

Proof. Using formula (10) and the facts that (o« —¢), =0 and (B —1), =B —1¢
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for 7 € [, B], we have

Ja 8(x)dA (x) J2 @ (g (x)) dA (v)
( +B - W>—<(P(O‘)+(P(ﬂ)—b—>

i o () J? g (x)dA (x)
“Z G IMU>

L J? g (x)dA (x) "
+n—“/a"’ (I)<< . rao )) ’

2
o @) (et >—-a>kdx<x>
+2 | Par )

! B (e —0))" A )
“‘WL¢ O e

+ dr.

By regrouping and canceling all the first members in the above sums we obtain (17).
Analogously using formula (11) we obtain (18). O

Using Lemmas 2 and 3 we can get the following generalizations of the Jensen-
Mercer inequality for n-convex functions.

THEOREM 1. Let g : [a,b] — R be a continuous and monotonic function, and
[ar, B] be an interval such that the image of g is a subset of [a, B]. Let A : [a,b] — R be
either continuous or of bounded variation satisfying (1), and 4 : (o, ] — R defined
by (6). Let ¢ :[o,B] — R be a n-convex function such that ¢"~') is absolutely
continuous for some n > 3.

(i) Then the inequality

Ja 8 (X)dA (x) J @ (8 (x)) d2 (x)
(0‘4‘[3 W>—<¢(O‘)+¢(ﬂ)——>

k+2
< / % (s) (s — ot (19)

holds. Moreover, if ) (o) >0 for k=2,3,...,n—1, then the right hand side
of (19) is negative or equals zero and (2) holds.
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(ii) If n is even then the inequality

bo(x)d (x b x))dA (x
qo(aw—%)—<¢<a>+<p<ﬁ>——f““’(§(” ”)

n—3 (P (k+2)
<y & P / (s (20)
k=0

holds. Moreover, if ) (B) >0 for k=2,4,....n—2 and o% (B) <0 for
k=3,5,...,n— 1, then the right hand side of (20) is negative or equals zero and
(2) holds.

(iii) If n is odd then the reversed inequality (20) holds. Moreover; if %) (B) <0 for
k=2,4,....n—1 and oW (B) 20 for k=3,5,...,n—2, then the right hand
side of the reversed inequality (20) is nonnegative and reverse inequality in (2)
holds.

Proof. Since the Green function G is convex and G (¢, s) = G(f,s) =0, from
Theorem A follows

b
%):G<a+ﬁ_fagh<x>dx<x>,s> L RGEE.AE
J7 dA (x) S dA (x)
Hence, if n is even then
/ﬁ%(s)(s—z)”*dsgu forr <s < B, (21)
and ,
/%(s)(s—t)"*ds}O, fora <s<t. (22)

Also, if n is odd then the inequality in (21) remains the same while the inequality in
(22) becomes reversed.

Since the function ¢ is n- convex without loss of generality we can assume that
@ is n-times differentiable and @) >0 (see [7, p. 16 and p. 293]). Therefore we have

/ ’ ( / "95 (s—t)"_3ds> " (1)dr <0. )

Analogously, for even n we have

/ (/54 ) 3ds> o™ (r)dr >0, (24)

while for odd n we have reversed inequality in (24). Now, applying Lemma 2 we
conclude (i), (if) and (iii). O
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REMARK 2. The right hand side of (19) can be written in the form

B n—=3 (k+2)
/a % (s) (I;O % (s— a)k> ds.

Hence, in case T, 3 (@; 0, 5) = ¥~ 39 Hz,)( ) (s—a)F > 0 it is negative or equals zero
and inequality (2) holds. Sumlarly, the right hand side of (20) can be written in the

form
(k+2)

Therefore, in case n is even and T,,_3 (¢;8,s) > 0 inequality (2) holds, while in case
n is odd and T,_3 (¢;f3,s) < O reverse inequality in (2) holds.

THEOREM 2. Let g : [a,b] — R be a continuous and monotonic function, and
[et, B] be an interval such that the image of g is a subset of [, B]. Let A : [a,b] — R
be either continuous or of bounded variation satisfying (1), and ¢ : [a,] = R a
n-convex function such that (p(”’l) is absolutely continuous for some n > 1.

(i) Then the inequality

b
( e fﬁ)M(U_(Mm+Mm_L¢@wmum>

[ A () J2dA ()
et | e oy W0
- k=1 k! fub dA (x) f: dA (x)

(25)

holds. Moreover, if ) (o) >0 for k=2,3,...,n— 1, then the right hand side
of (25) is negative or equals zero and (2) holds.

(ii) If n is even then the inequality

CJPe(dA(x) e (g(x)dA (x)
¢<a+ﬁ 7ffd/l(x) ) ((p(a)+¢>(ﬁ) o )

[0&)()in@kHBﬂWWﬂ

g J7 dA(x) I dA(x)

(26)

holds. Moreover, if @) (B) >0 for k=2,4,....n—2 and ¢® (B) <0 for
k=3,5,...,n— 1, then the right hand side of (26) is negative or equals zero and
(2) holds.
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(iii) If n is odd then the reversed inequality (26) holds. Moreover; if %) (B) <0 for
k=2,4,....n—1 and oW (B) 20 for k=3,5,...,n—2, then the right hand
side of the reversed inequality (20) is nonnegative and reverse inequality in (2)
holds.

Proof. Since (()c—t)Jr)'F1 is convex function and (oc—#), =0 and (B —1), =
B —1 for t € [a, B], from Theorem A follows

CPe@ar) N\ e w00 aw
((HB P dA (x) t>+> =0 PdA (x) <0

Since the function ¢ is n-convex, without loss of generality we can assume that ¢
is n-times differentiable and (p("> > 0. Hence, applying Lemma 3 we conclude (7).
Analogously, we conclude (ii) and (iii). O

REMARK 3. Incase T, (@;0,x) is convex function the right hand side of (25)
is negative or equals zero and inequality (2) holds. In case T,_; (¢@;f,x) is convex
function and n is even the right hand side of (26) is negative or equals zero and (2)

holds. In case T,,—; (¢;3,x) is convex function and n is odd the right hand side of the
reversed inequality (26) is nonnegative and reverse inequality in (2) holds.

3. Related results

For two Lebesgue integrable functions f,4 : (o, 8] — R the Cebysev functional is

given as
= [ ronwa- (5 [roa) (55 [row). @n

In paper [3] the following theorems were proved.

A(fh) =

THEOREM B. Let f:[ct, ] — R be a Lebesgue integrable and h: [, f] — R be
an absolutely continuous function with (- —a) (b—-)[I]* € L|ct, B]. Then the inequal-
ity

1

1
%

ﬁ(/{f(z—a)(ﬁ—r)[h’(t)]zdt)z o8)

holds, where the constant \/Li is the best possible.

Nl—

ACf, D) < —= A, £)]

THEOREM C. Assume that h: (o, ] — R is monotonic nondecreasing on [ct, 3]
and f : o, B] — R is absolutely continuous with f' € L. [ct, B]. Then the inequality

1

! (—a)(B—0)dn <,>)2 29)

INGIOIS —Hf’l\w(/

B
76— o ¢
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holds, where the constant % is the best possible.

Proofs of the following theorems utilize the main ideas from the proofs of the
similar theorems in [2] and [6], so we omit them here.

For a continuous and monotonic function g : [a,b] — R, an interval [c, ] such
that the image of g is subset of [¢r, 3], a function A : [a,b] — R either continuous or
of bounded variation satisfying (1), and function ¢ : [er, B] — R defined by (6), let us
denote

/% ) 3ds, (30)
n=[ 66— as G
B e N\ e -n.)" aa )
%(I)_«aw JPdA (x) t>+> P P dA (x) ’
(32)
and
n-l b n—1
@(I):((t_a_ﬂ+f:gb(x)d/l(x)>) ARSI G L 10}
JadA(x) ), [P dx (x)
(33)

Considering the function Z we have the following identity in which the remainder ./,
is estimated by using Theorem B.

THEOREM 3. Let g : [a,b] — R be a continuous and monotonic function, and
[, B] be an interval such that the image of g is a subset of [a,B]. Let function
A :[a,b] — R be either continuous or of bounded variation satisfying (1). Let func-
tion @ : [0, B] — R be such that ¢\") is absolutely continuous for some n >3 with

2
(—a)(b—") [(p(”H)} € L|a,B], and let the functions 4 and % be defined by (6)
and (30), respectively. Then the remainder J%, given in the following formula

b
(w Jig(x)d (>>—(w(a)w(ﬁ)—f“"’(f(’“”d“’“)>

f da (x) Ja A (x)
k+2 (p(n—l)( (n 1) (X
/54 ds+ B—a) n—3)' /,%’
+%((P7057[3) (34

satisfies the estimation

— 1B 5
xa<<p;a,ﬁ><ﬁmw,%>1z [ a=ay@-nle 0]

(35)

Application of Theorem C gives the following Ostrowsky type inequality.
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THEOREM 4. Let g : [a,b] — R be a continuous and monotonic function, and
[, B] be an interval such that the image of g is a subset of [, B]. Let function
A i [a,b] — R be either continuous or of bounded variation satisfying (1), and let
the functions 4 and % be defined by (6) and (30), respectively. Let function
@ : [0, B] — R be such that @) is absolutely continuous for some n >3 with
@) >0 on [a, B]. Then the remainder %, in (34) satisfies the estimation

9" (o)
o

1 [y (n-1) (1-2) (B) -
[ (9:0 B < o5 . ¢ (ﬁ>;<p (@) ¢ (Bg_
(36)

If the function @ belongs to L, , then we have the following theorem.

THEOREM 5. Assume (p,q) is a pair of conjugate exponents, i.e. 1 < p,q < oo,
% + é = 1. Let g: [a,b] — R be a continuous and monotonic function, and o, ] be
an interval such that the image of g is a subset of [a, B]. Let function A : [a,b] — R be
either continuous or of bounded variation satisfying (1), and let the functions 4 and
R be defined by (6) and (30), respectively. Let function ¢ : [a, ] — R be such that

p
@) is absolutely continuous and “P(")

is an R-integrable for some n > 3. Then

Pewdaiw)  Pels()di ()
q’(‘Hﬁ ffdux>> (q’(a)wm) P42 () )

n—=3 (k+2

k42 () B
—%7"’ - (O‘>/a§¢(s)(s—a)’<ds

< ﬁ (/: L%(t)th)}] o

where the constant on the right-hand side of (37) is sharp for 1 < p < oo and the best
possible for p=1.

) 37
p

Analogous identities and Ostrowski type inequalities hold for the other three func-
tions #, & and A.

REMARK 4. We can also obtain other related results, analogous to those in [2] and
[6], using the main ideas from [4] and [5]. In particular, we can produce new families
of n-exponentially convex and exponentially convex functions, applying functionals,
constructed as differences of the right hand side and left hand side of some of the
inequalities derived earlier, on some given families with the same property.
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