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CONVEX FUNCTIONS AND MEANS OF MATRICES
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Abstract. In this article, we prove that convex functions and log-convex functions obey certain
general refinements that lead to several refinements and reverses of well known inequalities
for matrices, including Young’s inequality, Heinz inequality, the arithmetic-harmonic and the
geometric-harmonic mean inequalities.

1. Introduction

For f : R → R and a < b , let Lf ,a,b denote the line determined by the points
(a, f (a)) and (b, f (b)). That is,

Lf ,a,b(x) =
b− x
b−a

f (a)+
x−a
b−a

f (b). (1)

A function f : R → R is said to be convex if f (αx1 + βx2) � α f (x1)+ β f (x2) for all
x1,x2 ∈ R and α,β � 0 satisfying α + β = 1. Geometrically, the graph of the convex
function on an interval [a,b] lies under Lf ,a,b . However, it is above Lf ,a,b outside the
interval [a,b]. That is, if f : R → R is convex, then{

f (x) � Lf ,a,b(x), x ∈ [a,b]

f (x) � Lf ,a,b(x), x ∈ R\ (a,b)
. (2)

Convex functions and their properties are among the most active research areas in
Mathematics, due to their applications in almost all branches of Mathematical sciences;
including operator theory, optimization and applied mathematics.

In this article, we are interested in the applications of convex functions in operator
theory, and in particular the applications to the different means; such as the arithmetic,
geometric and harmonic means defined, respectively for positive numbers x and y , as
follows

x∇νy = (1−ν)x+ νy, x#νy = x1−νyν and x!νy = ((1−ν)x−1 + νy−1)−1,

for 0 � ν � 1. When ν = 1
2 , we drop the ν in the above definitions. The study of

inequalities governing these means has attracted numerous researchers. We refer the
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reader to [2, 6, 7, 8, 9, 11, 12, 13] as a sample of some recent work on these means
inequalities.

Among the most well established inequalities in this direction are the weighted
arithmetic-geometric, arithmetic-harmonic and geometric-harmonic mean inequalities,
which state respectively

x#νy � x∇νy, x!νy � x∇νy and x!νy � x#νy, x,y > 0, 0 � ν � 1.

Generalizing these inequalities to matrices means is indeed a significant application of
the above inequalities. In the sequel, Mn will denote the algebra of n× n complex
matrices, M+

n will denote the cone of Mn consisting of positive semidefinite matrices
and M++

n will denote the strictly positive matrices in Mn . That is, A∈M+
n if 〈Ax,x〉�

0 for all x ∈ Cn, while A ∈ M++
n if 〈Ax,x〉 > 0 for all nonzero x ∈ Cn. For two

Hermitian matrices X ,Y ∈Mn , we say that X �Y when Y−X ∈M+
n . For A,B∈M++

n ,
the above mean inequalities have their matrix versions as follows

A#νB � A∇νB, A!νB � A∇νB and A!νB � A#νB, 0 � ν � 1,

where
A∇νB = (1−ν)A+ νB, A#νB = A

1
2

(
A− 1

2 BA− 1
2

)ν
A

1
2

and
A!νB =

(
(1−ν)A−1 + νB−1)−1

.

The requirement A ∈ M++
n is needed to guarantee invertibility.

These inequalities have been studied extensively in the literature, see the refer-
ences, where refinements and reversals have been found.

In this article, we are mainly concernedwith the reversed versions of these inequal-
ities. However, in our study we obtain the inequalities as consequences of a reversed
version for any convex function. Our first main result is the inequality

(1+ ν) f (a)−ν f (b)+
N

∑
j=1

2 jν

⎡
⎣ f (a)+ f

(
(2 j−1−1)a+b

2 j−1

)
2

− f

(
(2 j −1)a+b

2 j

)⎤⎦
� f ((1+ ν)a−νb), ν � 0, a < b, (3)

for the convex function f : R → R. This inequality is a considerable refinement of
the well known inequality that (1+ ν) f (a)−ν f (b) � f ((1+ ν)a−νb), valid for the
convex function f .

Then we prove the corresponding inequality for ν � −1, and as direct conse-
quences, we obtain two refinements for log-convex functions.

As an application, we apply these inequalities to different convex functions obtain-
ing different generalizations, reversals and refinements of recently proved inequalities
in the literature; for both numbers and matrices. We emphasize that these inequalities,
treated in this article, are obtained as special cases of (3), and hence we obtain multiple
term refinements, unlike most known results in the literature where one has one or two
refining terms.
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Among many other results, we prove that

(1+ ν)x−νy+
N

∑
j=1

2 j−1ν
(√

x− 2 j
√

x2 j−1−1y

)2

� x1+νy−ν , x,y,ν > 0,

A∇−νB+
N

∑
j=1

2 j−1ν (A−2A#2− jB+A#21− jB) � A#−νB, A,B ∈ M
++
n , ν > 0,

and

tr((1+ ν)A−νB)+
N

∑
j=1

2 j−1ν tr
(
A+A1−21− j

B21− j −2A1−2− j
B2− j

)
� tr

(
A1+νB−ν) , A,B ∈ M

++
n , ν > 0.

The above results provide refinements of the corresponding results in [2].
Moreover, we study convexity and monotonicity of the Heinz function f (ν) =

‖|AνXB1−ν +A1−νXBν‖| , where A,B ∈ M++
n , X ∈ Mn and ‖| ‖| is a unitarily invari-

ant norm. In particular, we prove that f is convex on R , decreasing when ν � 1
2 and

is increasing when ν � 1
2 . This extends our understanding of the Heinz means, whose

convexity and monotonicity have been known only on [0,1].

2. Main results

In this part of the paper, we present our main results concerning convex functions.
The applications of these inequalities and their relations to the literature will be done in
the next section.

LEMMA 1. Let f : R → R be convex and let a < b. If ν � 0 or ν � −1 , then

(1+ ν) f (a)−ν f (b) � f ((1+ ν)a−νb). (4)

Proof. Notice that when a < b and ν � 0, we have (1 + ν)a− νb � a . On
the other hand, if a < b and ν � −1, we have (1 + ν)a− νb � b. This means that
(1+ ν)a−νb∈ R\ (a,b), and hence, by (2), we have

f ((1+ ν)a−νb) � Lf ,a,b ((1+ ν)a−νb)
= (1+ ν) f (a)−ν f (b),

where we have used (1) with x = (1+ ν)a−νb to obtain the last line. �

We emphasize that in order to apply this lemma, f must be convex on an interval
containing a,b and (1+ ν)a−νb. In particular, when f is convex on R , the result is
valid.

Now we are ready to prove our first main theorem.
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THEOREM 1. Let f : R→R be convex, N ∈N and let a < b. If ν � 0 or ν �−1 ,
then

(1+ ν) f (a)−ν f (b)+
N

∑
j=1

2 jν

⎡
⎣ f (a)+ f

(
(2 j−1−1)a+b

2 j−1

)
2

− f

(
(2 j −1)a+b

2 j

)⎤⎦
� f ((1+ ν)a−νb). (5)

Proof. We proceed by induction on N . So, assume that f is convex, a < b and
ν � 0 or ν � −1. Then for N = 1, we have

(1+ ν) f (a)−ν f (b)+2ν
[

f (a)+ f (b)
2

− f

(
a+b

2

)]

= (1+2ν) f (a)−2ν f

(
a+b

2

)

� f

(
(1+2ν)a−2ν

a+b
2

)
= f ((1+ ν)a−νb),

where we have applied Lemma 1, with ν and b replaced by 2ν and a+b
2 , respectively.

We emphasize here that when a < b we have a < a+b
2 . Moreover, when ν � 0 or

ν � −1 we have 2ν � 0 or 2ν � −1, justifying the application of Lemma 1.
Now assume that, for some N ∈ N, (5) holds whenever a < b and ν � 0 or

ν � −1. We assert the truth of the inequality for N +1. Observe that

I : = (1+ ν) f (a)−ν f (b)+
N+1

∑
j=1

2 jν

⎡
⎣ f (a)+ f

(
(2 j−1−1)a+b

2 j−1

)
2

− f

(
(2 j −1)a+b

2 j

)⎤⎦
= (1+ ν) f (a)−ν f (b)+2ν

[
f (a)+ f (b)

2
− f

(
a+b

2

)]

+
N+1

∑
j=2

2 jν

⎡
⎣ f (a)+ f

(
(2 j−1−1)a+b

2 j−1

)
2

− f

(
(2 j −1)a+b

2 j

)⎤⎦
= (1+2ν) f (a)−2ν f

(
a+b

2

)

+
N

∑
j=1

2 j+1ν

⎡
⎣ f (a)+ f

(
(2 j−1)a+b

2 j

)
2

− f

(
(2 j+1−1)a+b

2 j+1

)⎤⎦ . (6)

For simplicity, let 2ν = r, a+b
2 = b′. Then (6) becomes
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I = (1+ r) f (a)− r f (b′)+
N

∑
j=1

2 jr

⎡
⎣ f (a)+ f

(
(2 j−1−1)a+b′

2 j−1

)
2

− f

(
(2 j −1)a+b′

2 j

)⎤⎦
� f

(
(1+ r)a− rb′

)
(7)

= f ((1+ ν)a−νb),

where we have used the inductive step to obtain (7). Observe that when a < b we have
a < b′ , which justifies the application of the inductive step. �

REMARK 1. Notice that (4) is more precise than (5) when ν � −1. This is why
we drop these values of ν when applying Theorem 1. However, in Theorem 2, we
prove the other “half” of the inequality that is more precise when ν � −1.

COROLLARY 1. Let f : R → R+ be log-convex, N ∈ N and let a < b. If ν � 0 ,
then

f 1+ν (a) f−ν(b) � f 1+ν(a) f−ν (b)
N

∏
j=1

⎛
⎜⎜⎝
√

f (a) f
(

(2 j−1−1)a+b
2 j−1

)
f
(

(2 j−1)a+b
2 j

)
⎞
⎟⎟⎠

2 jν

� f ((1+ ν)a−νb).

Proof. For the first inequality, notice that

f

(
(2 j −1)a+b

2 j

)
= f

⎛
⎝a+ (2 j−1−1)a+b

2 j−1

2

⎞
⎠

�
√

f (a) f

(
(2 j−1−1)a+b

2 j−1

)
,

since f is log-convex. This means that√
f (a) f

(
(2 j−1−1)a+b

2 j−1

)
f
(

(2 j−1)a+b
2 j

) � 1,

which proves the first inequality.
For the second inequality, let f be log-convex. Then applying Theorem 1 to the

convex function g(ν) = log f (ν) implies the result. �
We have seen earlier that (5) is less precise than (4) when ν �−1. In the following

result, we present the other “half” of Theorem 1, where the inequality is more precise
than (4) for ν � −1, but less precise when ν � 0.

The proof is very similar to that of Theorem 1, so we do not include it here.
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THEOREM 2. Let f : R→R be convex, N ∈N and let a < b. If ν � 0 or ν �−1 ,
then

(1+ ν) f (a)−ν f (b)−
N

∑
j=1

2 j(1+ ν)

⎡
⎣ f (b)+ f

(
(2 j−1−1)b+a

2 j−1

)
2

− f

(
(2 j −1)b+a

2 j

)⎤⎦
� f ((1+ ν)a−νb).

Then we may obtain the following refinement for log-convex functions.

COROLLARY 2. Let f : R → R+ be log-convex, N ∈ N and let a < b. If ν �−1 ,
then

f 1+ν (a) f−ν (b) � f 1+ν(a) f−ν (b)
N

∏
j=1

⎛
⎜⎜⎝
√

f (b) f
(

(2 j−1−1)b+a
2 j−1

)
f
(

(2 j−1)b+a
2 j

)
⎞
⎟⎟⎠

−2 j(1+ν)

� f ((1+ ν)a−νb).

3. Applications

In this part of the paper, we present different means inequalities that may be de-
rived from our convexity results.

3.1. Inequalities related to the weighted geometric mean

We begin with the following reversal of Young’s inequality. When N = 1, the
first inequality of the following result has been recently shown in [2]. Therefore, the
following theorem provides a refinement of the corresponding result in [2].

THEOREM 1. Let x,y > 0 and ν � 0 . Then, for N ∈ N ,

(1+ ν)x−νy+
N

∑
j=1

2 j−1ν
(√

x− 2 j
√

x2 j−1−1y

)2

� x1+νy−ν . (8)

On the other hand, if ν � −1, we have

(1+ ν)x−νy−
N

∑
j=1

2 j−1(1+ ν)
(√

y− 2 j
√

xy2 j−1−1

)2

� x1+νy−ν . (9)
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Proof. If f (ν) = x1−νyν , then f is convex on R . Therefore, applying Theorem
1 with a = 0, b = 1, we obtain

x1+νy−ν = f (−ν)
= f ((1+ ν)a−νb)

� (1+ ν) f (a)−ν f (b)+
N

∑
j=1

2 jν

⎡
⎣ f (0)+ f

(
1

2 j−1

)
2

− f

(
1
2 j

)⎤⎦

= (1+ ν) f (a)−ν f (b)+
N

∑
j=1

2 j−1ν
[
x+ x

1− 1
2 j−1 y

1
2 j−1 −2x1− 1

2 j y
1
2 j

)

= (1+ ν) f (a)−ν f (b)+
N

∑
j=1

2 j−1ν
(√

x− 2 j
√

x2 j−1−1y

)2

, ν � 0.

For the other inequality, we apply Theorem 2. �

At this point, we remind the reader of some history related to (9). The origi-
nal Young’s inequality states that x1−νyν � (1− ν)x + νy , 0 � ν � 1, which is the
weighted arithmetic-geometric mean inequality. Refining this inequality and its opera-
tor versions has been considered by several authors. For example, the refinement

x1−νyν +min{ν,1−ν}(√x−√
y)2 � (1−ν)x+ νy, 0 � ν � 1, x,y > 0

was proved in [6]. Thus, when N = 1, (9) provides a “negative” version of this refine-
ment. In our recent work [8], a refinement similar to (8) of Young’s inequality has been
given. In the same paper, (8) was stated without a proof.

Earlier, the squared version

(
x1−νyν)2

+min{ν,1−ν}2(x− y)2 � ((1−ν)x+ νy)2 , 0 � ν � 1, x,y > 0

was proved in [5]. Therefore, it is natural to ask whether we have a squared version of
Proposition 1. The following proposition presents these versions.

THEOREM 2. Let x,y > 0 and N ∈ N . If ν � 0, then

((1+ ν)x−νy)2 +
N

∑
j=1

2 jν
(

x− 2 j
√

x2 j−1y

)2

�
(
x1+νy−ν)2

+ ν2(x− y)2.

On the other hand, if ν � −1 then

((1+ ν)x−νy)2−
N

∑
j=1

2 j(1+ ν)
(

y− 2 j
√

xy2 j−1

)2

�
(
x1+νy−ν)2

+(1+ ν)2(x− y)2.
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Proof. For ν � 0, we have

I : = ((1+ ν)x−νy)2 −ν2(x− y)2

= ((1+ ν)x−νy−ν(x− y))((1+ ν)x−νy+ ν(x− y))
= x((1+2ν)x−2νy) (now apply (8) replacing ν by 2ν)

� x

[(
x1+2νy−2ν)− N

∑
j=1

2 j−1 ·2ν
(√

x− 2 j
√

x2 j−1−1y

)2
]

=
(
x1+νy−ν)2 −

N

∑
j=1

2 jν
(

x− 2 j
√

x2 j−1y

)2

,

which completes the proof for ν � 0. For the second inequality, we proceed similarly,
then we apply (9) replacing ν by 1+2ν. �

In particular, when N = 1, the above two inequalities reduce to

((1+ ν)x−νy)2 +2ν(x−√
xy)2 �

(
x1+νy−ν)2

+ ν2(x− y)2, ν � 0

and

((1+ ν)x−νy)2−2(1+ ν)(y−√
xy)2 �

(
x1+νy−ν)2

+(1+ ν)2(x− y)2, ν � −1.

Now we use (8) to obtain the following refinement of the original Young’s inequal-
ity.

THEOREM 3. Let x,y > 0 , N ∈ N and 0 � t � 1. Then

xty1−t

[
1+(1− t)

N

∑
j=2

2 j−1
(
1− 2 j√

x−tyt
)2
]

+(1− t)y
(
1−

√
xty−t

)2

� tx+(1− t)y.

Proof. For 0 < t � 1, let ν = 1
t −1. Then ν � 0, and we may apply (8) replacing

x by xty1−t to get

xty1−t

t
− 1− t

t
y+

1− t
t

(√
xty1−t −√

y
)2

+
1− t

t

N

∑
j=2

2 j−1
(√

xty1−t − 2 j√
x−t yt

√
xty1−t

)2
�
(
xty1−t) 1

t y
t−1
t .

Multiplying this inequality by t , then simplifying implies the result. �
A matrix version of Proposition 1 may be obtained, recalling the following result

from [3].

LEMMA 2. Let X ∈ Mn be Hermitian and let f and g be continuous real valued
functions such that f (t) � g(t) for all t ∈ Sp(X). Then f (X) � g(X).
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THEOREM 4. Let A,B ∈ M++
n and ν � 0 . Then for N ∈ N , we have

A∇−νB+
N

∑
j=1

2 j−1ν (A−2A#2− jB+A#21− jB) � A#−νB.

On the other hand, if ν � −1, we have

A∇−νB−
N

∑
j=1

2 j−1(1+ ν)
(
B−2A#1−2− jB+A#1−21− jB

)
� A#−νB.

Proof. Letting x = 1 in (8), we get

(1+ ν)−νy+
N

∑
j=1

2 j−1ν
(
1−2y2− j

+ y21− j
)

� y−ν , y > 0.

Considering both sides of this inequality as functions of y > 0, we may apply Lemma
2, using X = A− 1

2 BA− 1
2 . Notice that with this choice of X , we have Sp(X) ⊂ (0,∞)

because A,B ∈ M++
n . Consequently,

(1+ ν)I−ν
(
A− 1

2 BA− 1
2

)
+

N

∑
j=1

2 j−1ν
(

I−2
(
A− 1

2 BA− 1
2

)2− j

+
(
A− 1

2 BA− 1
2

)21− j)

�
(
A− 1

2 BA− 1
2

)ν
.

Multiplying both sides of this inequality with A
1
2 from both directions implies the first

inequality. Applying the same logic to (9) implies the other inequality, for ν �−1. �

A similar argument may be applied to obtain an operator version of Proposition 2
as follows.

THEOREM 5. Let A,B ∈ M++
n , N ∈ N and ν � 0. Then

(1+ ν)(A∇−νB)+
N

∑
j=1

2 jν (A+A#21− jB−2A#2− jB)

� A#−2νB+ ν2 (A−B)+ νB.

On the other hand, if ν � −1, then

2(1+ ν)

[
B−

N

∑
j=1

2 j−1 (BA−1B+A#1−21− j −2A#2−2− jB
)]

� A#−2νB+(1+2ν)BA−1B.
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Observe that when N = 1, the first inequality of Proposition 4 reduces to

A∇−νB+2ν (A∇B−A#B) � A#−νB,

which has been shown in [2]. Therefore, Proposition 4 provides a refinement of the
corresponding results appearing in [2], by taking larger N .

It is also shown in [2] that when A,B ∈ M+
n ,X ∈ Mn and ν � 0 or ν � −1,

we have ‖|AX‖|1+ν‖|XB‖|−ν � ‖|A1+νXB−ν‖| for any unitarily invariant norm ‖| ‖|.
The following is the refinement of this inequality, which serves as a refinement of the
reversed Young’s inequality.

THEOREM 6. Let A,B ∈ M++
n , X ∈ Mn and N ∈ N . Then for ν � 0 , we have

‖|AX‖|1+ν‖|XB‖|−ν � ‖|AX‖|1+ν‖|XB‖|−ν
N

∏
j=1

⎛
⎝
√
‖|AX‖| ‖|A1−21− jXB21− j‖|

‖|A1−2− jXB2− j‖|

⎞
⎠

2 jν

� ‖|A1+νXB−ν‖|.

Moreover, if ν � −1, then

‖|AX‖|1+ν‖|XB‖|−ν � ‖|AX‖|1+ν‖|XB‖|−ν
N

∏
j=1

⎛
⎝
√
‖|XB‖|‖|A21− j XB1−21− j‖|

‖|A2− jXB1−2− j‖|

⎞
⎠
−2 j(ν+1)

� ‖|A1+νXB−ν‖|.

Proof. For such A,B and X , define f : R → R+ by f (ν) = ‖|A1−νXBν‖|. It has
been shown in [9] that f is log-convex. The result follows from Corollary 1, by taking
a = 0 and b = 1. �

For the rest of the paper, the notation ‖| ‖| will be used for any unitarily invariant
norm on Mn.

Also, since the results for ν � −1 can be obtained in a similar manner to ν � 0,
we will present the later case only to avoid redundancy.

It was shown in [4] that for such A,B,X and ν � 0, one has ‖|AXB‖|1+ν‖|X‖|−ν �
‖|A1+νXB1+ν‖|. A refinement of this inequality may be obtained from Proposition 6
as follows.

COROLLARY 3. Let A,B ∈ M++
n ,X ∈ Mn and N ∈ N . Then for ν � 0 , we have

‖|AXB‖|1+ν‖|X‖|−ν � ‖|AXB‖|1+ν‖|X‖|−ν
N

∏
j=1

⎛
⎝
√
‖|AXB‖| ‖|A1−21− j XB1−21− j‖|

‖|A1−2− jXB1−2− j‖|

⎞
⎠

2 jν

� ‖|A1+νXB1+ν‖|.
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Proof. Since Proposition 6 is valid for any A,B ∈ M+
n and X ∈ Mn , replacing X

by XB−1 , then B by B−1 implies the result. �
To better understand Proposition 6 and Corollary 3, we present the corresponding

results for N = 1.

COROLLARY 4. Let A,B ∈ M++
n , X ∈ Mn and N ∈ N . Then for ν � 0 , we have

‖|AX‖|1+2ν � ‖|A1+νXB−ν‖| ‖|
√

AX
√

B‖|2ν ,

and
‖|AXB‖|1+2ν � ‖|A1+νXB1+ν‖| ‖|

√
AX

√
B‖|2ν .

On the other hand, replacing x and y by ‖|AX‖| and ‖|XB‖| , respectively, in
Proposition 8, then invoking Proposition 6, we obtain the following refinement of the
corresponding results in [2].

COROLLARY 5. Let A,B ∈ M++
n , X ∈ Mn , N ∈ N and ν � 0 . Then

(1+ ν)‖|AX‖|−ν‖|XB‖|+
N

∑
j=1

2 j−1ν
(√

‖|AX‖|− 2 j
√
‖|AX‖|2 j−1 ‖|XB‖|

)2

� ‖|AX‖|1+ν‖|XB‖|−ν

� ‖|AX‖|1+ν‖|XB‖|−ν
N

∏
j=1

⎛
⎝
√
‖|AX‖| ‖|A1−21− jXB21− j‖|

‖|A1−2− jXB2− j‖|

⎞
⎠

2 jν

� ‖|A1+νXB−ν‖|.
Now we prove the following result for the trace functional tr .

THEOREM 7. Let A,B ∈ M++
n . Then for ν � 0 and N ∈ N , we have

tr((1+ ν)A−νB)+
N

∑
j=1

2 j−1ν tr
(
A+A1−21− j

B21− j −2A1−2− j
B2− j

)
� tr

(
A1+νB−ν) ,

and

tr1+ν(A) tr−ν(B)
N

∏
j=1

⎛
⎝
√

tr(A) tr
(
A1−21− jB21− j)

tr
(
A1−2− jB2− j)

⎞
⎠

2 jν

� tr
(
A1+νB−ν) .

Proof. The function f (ν) = ‖|A1−νXBν‖| is log-convex on R for any unitarily
invariant norm ‖| ‖|. This fact has been shown in [9]. In particular, the function f (ν) =
‖A1−νBν‖2 is log-convex, where ‖ ‖2 is the Hilbert-Schmidt norm. But ‖A1−νBν‖2

2 =
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tr(A2−2νB2ν). Therefore, replacing A and B by
√

A and
√

B implies log-convexity
of the function f (ν) = tr(A1−νBν). Now applying Theorem 1 and Corollary 1 to the
function f (ν) = tr(A1−νBν) implies the result. �

In particular, when N = 1, the first inequality above reduces to

tr((1+ ν)A−νB)+ ν tr(A+B−2
√

A
√

B) � tr
(
A1+νB−ν) . (10)

Notice that, for f (ν) = tr(A1−νBν) ,

tr(
√

A
√

B) = f (1/2) �
√

f (0)
√

f (1) =
√

trA
√

trB,

where we have used log-convexity of f . When this is considered in (10), we get

tr((1+ ν)A−νB)+ ν (trA+ trB−2
√

trA
√

trB) � tr
(
A1+νB−ν) ,

which is equivalent to

tr((1+ ν)A−νB)+ ν (
√

trA−√
trB)2 � tr

(
A1+νB−ν) . (11)

In [2], it has been proven that

tr((1+ ν)A−νB)+ ν (
√

trA−
√

trB)2 � tr
∣∣A1+νB−ν∣∣ . (12)

Now since tr
(
A1+νB−ν) � tr

∣∣A1+νB−ν
∣∣ , the inequality (11) implies and refines (12).

Moreover, further refinements may be obtained from Proposition 7, by taking larger N .

3.2. Inequalities related to the weighted harmonic mean

LEMMA 3. Let 0 < x < y be real numbers. Then the function f (ν) = x!νy is
convex on (−∞,1].

Proof. Direct computations show that

f ′′(ν) =
2x(x− y)2y

(ν(x− y)+ y)3 .

When x < y and ν � 1, we easily see that f ′′(ν) > 0, completing the proof. �

THEOREM 8. Let 0 < x < y be real numbers. If ν � 0, then x∇−νy � x!−νy.

Proof. Notice that when ν � 0 and a < b , we have (1+ ν)a− νb � a. Conse-
quently, by letting a = 0 and b = 1, we have (1+ν)a−νb � 0. Since f (ν) = x!νy is
convex when ν < 0, it follows from Lemma 1 that

x!−νy = f ((1+ ν)a−νb) � Lf ,0,1(−ν) = x∇−νy. �

We remark that in order to fully use Lemma 1, f must be convex on R . However,
if f is convex only on (−∞,a] , we may apply the lemma only if (1+ ν)a− νb � a,
which is guaranteed because ν � 0 and a < b .

Then applying Theorem 1 to the function f (ν) = x!νy implies the following re-
fined version.
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COROLLARY 6. Let 0 < x < y be real numbers and N ∈ N . If ν � 0, then

x∇−νy+
N

∑
j=1

2 jν (x∇(x!21− j y)− x!2− j y) � x!−νy. (13)

For example, when N = 1, this reduces to

x∇−νy+2ν(x∇y− x!y) � x!−νy, x < y.

An operator version of this inequality may be obtained as follows.

COROLLARY 7. Let A,B∈M++
n be such that A � B. Then for ν � 0 and N ∈N ,

we have

A∇−νB+
N

∑
j=1

2 jν (A∇(A!21− jB)−A!2− jB) � A!−νB.

Proof. This follows by letting x = 1 in (13), then applying Lemma 2, using X =
A− 1

2 BA− 1
2 . �

On the other hand, noting that f (ν) = x!νy is log-convex on (−∞,1] when 0 <
x < y, then applying Corollary 1, we obtain the following refinement of the reverse
harmonic-geometric mean inequality.

THEOREM 9. Let 0 < x < y and ν � 0. The for N ∈ N , we have

(x#−νy) � (x#−νy)
N

∏
j=1

(√
x(x!21− j y)
x!2− j y

)2 jν

� x!−νy.

Let us investigate this proposition, when N = 1. This gives, when 0 < x < y and
ν � 0,

(x#−νy)
(√

xy

x!y

)2ν
� x!−νy ⇒ (x#−νy)

(
x∇y
x#y

)2ν
� x!−νy. (14)

Interestingly,
(

x∇y
x#y

)2
= K

( y
x ,2

)
; the Kantorovich constant defined for t > 0 by K(t,2)

= (t+1)2
4t . Consequently, (14) may be written as

(x#−νy)K
(y

x
,2
)ν

� x!−νy. (15)

We remark that recent studies of the arithmetic-harmonic mean inequality have
investigated possible refinements invoking the Kantorovich constant. For example, it is
shown in [7] that, for x,y > 0,

x∇νy � K(h,2)x!νy � K(h,2)1−rx#νy,

where h = x
y , 0 � ν � 1 and r = min{ν,1−ν}. Thus, our inequality (15) provides a

reveral of K(h,2)x!νy � K(h,2)1−rx#νy that is valid for ν � 0.
The following is an interesting operator version of (14).
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THEOREM 3. Let A � B in M++
n be commuting and ν � 0. Then

(A#−νB)
(

B−1A+2I+A−1B
4

)ν

� A!−νB.

Proof. In (14), let x = 1 and simplify to get

1
4ν y−ν(y−1 + y+2)ν �

(
(1+ ν)−νy−1)−1

, y � 1.

For A � B in M+
n , let X = A− 1

2 BA− 1
2 . Then Sp(X)⊂ [1,∞), and we may apply Lemma

2, to get

1
4ν

(
A− 1

2 BA− 1
2

)−ν (
A

1
2 B−1A

1
2 +A− 1

2 BA− 1
2 +2I

)ν
�
(
(1+ ν)I−νA

1
2 B−1A

1
2

)−1
.

(16)

Now,(
A

1
2 B−1A

1
2 +A− 1

2 BA− 1
2 +2I

)ν
=
[
A

1
2
(
B−1A+A−1B+2I

)
A− 1

2

]ν

= A
1
2
(
B−1A+A−1B+2I

)ν
A− 1

2 , (17)

and (
(1+ ν)I−νA

1
2 B−1A

1
2

)−1
=
(
A

1
2
(
(1+ ν)A−1−νB−1)A

1
2

)−1

= A− 1
2 (A!−νB)A− 1

2 . (18)

Substituting (17) and (18) in (16), we get

1
4ν

(
A− 1

2 BA− 1
2

)−ν
A

1
2
(
B−1A+A−1B+2I

)ν
A− 1

2 � A− 1
2 (A!−νB)A− 1

2 ,

which completes the proof, upon multiplying both sides by A
1
2 from both directions. �

3.3. The Heinz means

Recall that the function

f (ν) = ‖|AνXB1−ν +A1−νXBν‖|, A, B ∈ M
+
n , X ∈ Mn

is convex on [0,1] . To be able to apply Theorem 1, we need to prove convexity on R ,
which we do first.

THEOREM 4. Let A,B∈M++
n and X ∈Mn . Then the function f (ν)= ‖|AνXB1−ν

+A1−νXBν‖| is convex on R.
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Proof. Since f is continuous, it suffices to prove that

f

(
ν1 + ν2

2

)
� f (ν1)+ f (ν2)

2
, ν1, ν2 ∈ R.

If C,D ∈ M
+
n and Z ∈ Mn , the function

g(ν) = ‖|CνZD1−ν +C1−νZDν‖|
is convex on [0,1], and hence

g

(
μ1 + μ2

2

)
� g(μ1)+g(μ2)

2
when μ1,μ2 ∈ [0,1].

That is

g

(
μ1 + μ2

2

)
=
∥∥∥∣∣∣C μ1+μ2

2 ZD1− μ1+μ2
2 +C1− μ1+μ2

2 ZD
μ1+μ2

2

∣∣∣∥∥∥
�

∥∥∣∣Cμ1ZD1−μ1 +C1−μ1ZDμ1
∣∣∥∥+

∥∥∣∣Cμ2ZD1−μ2 +C1−μ2ZDμ2
∣∣∥∥

2
.

(19)

Now we discuss two cases.
Case 1: For ν1,ν2 �∈ [0,1] , let μ1 = ν1

2ν1−1 , μ2 = ν2
2ν2−1 . Then clearly μ1,μ2

∈ [0,1]. Now noting

(2ν1−1)(2ν2−1)
(

μ1 + μ2

2

)
+ ν1 + ν2−2ν1ν2 =

ν1 + ν2

2
,

(2ν1−1)(2ν2−1)
(

1− μ1 + μ2

2

)
+ ν1 + ν2−2ν1ν2 = 1− ν1 + ν2

2
,

(2ν1−1)(2ν2−1)μ1 + ν1 + ν2−2ν1ν2 = ν2,

(2ν1 −1)(2ν2−1)(1− μ1)+ ν1 + ν2−2ν1ν2 = 1−ν2,

(2ν1−1)(2ν2−1)μ2 + ν1 + ν2−2ν1ν2 = ν1,

(2ν1 −1)(2ν2−1)(1− μ2)+ ν1 + ν2−2ν1ν2 = 1−ν1,

and letting

C = A(2ν1−1)(2ν2−1), Z = Aν1+ν2−2ν1ν2XBν1+ν2−2ν1ν2 and D = B(2ν1−1)(2ν2−1)

in (19), we get

f

(
ν1 + ν2

2

)
=
∥∥∥∣∣∣A ν1+ν2

2 XB1− ν1+ν2
2 +A1− ν1+ν2

2 XB
ν1+ν2

2

∣∣∣∥∥∥
�

∥∥∣∣Aν1XB1−ν1 +A1−ν1XBν1
∣∣∥∥+

∥∥∣∣Aν2XB1−ν2 +A1−ν2XBν2
∣∣∥∥

2

=
f (ν1)+ f (ν2)

2
,
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which shows convexity of f on [1,∞) and (−∞,0] .

Case 2: If ν1 ∈ [0,1] and ν2 �∈ [0,1]. In this case, let μ1 = 2ν2
2−2ν2+ν1

(2ν2−1)2 , μ2 =
ν2

2ν2−1 . Then clearly μ1,μ2 ∈ [0,1], since ν1 ∈ [0,1] and ν2 �∈ [0,1]. Now noting the
computations

(2ν2−1)2
(

μ1 + μ2

2

)
+2−2ν2

2 =
ν1 + ν2

2
,

(2ν2−1)2
(

1− μ1 + μ2

2

)
+2−2ν2

2 = 1− ν1 + ν2

2
,

(2ν2−1)2μ1 +2−2ν2
2 = ν1, (2ν2−1)2(1− μ1)+2−2ν2

2 = 1−ν1,

(2ν2−1)2μ2 +2−2ν2
2 = ν2, (2ν2−1)2(1− μ2)+2−2ν2

2 = 1−ν2,

and letting

C = A(2ν2−1)2 , Z = A2−2ν2
2 XB2−2ν2

2 and D = B(2ν2−1)2

in (19), we get

f

(
ν1 + ν2

2

)
=
∥∥∥∣∣∣A ν1+ν2

2 XB1− ν1+ν2
2 +A1− ν1+ν2

2 XB
ν1+ν2

2

∣∣∣∥∥∥
�

∥∥∣∣Aν1XB1−ν1 +A1−ν1XBν1
∣∣∥∥+

∥∥∣∣Aν2XB1−ν2 +A1−ν2XBν2
∣∣∥∥

2

=
f (ν1)+ f (ν2)

2
.

Now both cases imply the convexity of f on R . �
Having proved convexity of f (ν) = ‖|AνXB1−ν + A1−νXBν‖| on R , we may

apply Theorem 1 to get the following.

COROLLARY 8. Let A,B ∈ M++
n , X ∈ Mn and ν � 0 . Then for N ∈ N, we have

‖|AX +XB‖|+
N

∑
j=1

2 jν
(

f (0)+ f (21− j)
2

− f (2− j)
)

� ‖|A−νXB1+ν +A1+νXB−ν‖|.

In particular, when N = 1, we obtain

‖|AX +XB‖|+2ν
(
‖|AX +XB‖|−2‖|

√
AX

√
B‖|

)
� ‖|A−νXB1+ν +A1+νXB−ν‖|,

which is a reversed version of the Heinz means inequality that

2‖|
√

AX
√

B‖| � ‖|AνXB1−ν +A1−νXBν‖| � ‖|AX +XB‖|, 0 � ν � 1.

We remark that a reversed version has been proved in [1] as follows

‖|AX +XB‖|� ‖|AνXB1−ν +A1−νXBν‖|, ν �∈ [0,1]. (20)

In the following results, we try to describe the Heinz means for ν �∈ [0,1], which
has not been taken care of in the literature. This will be done using an interpolation idea
of [10].
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THEOREM 10. Let A,B ∈ M++
n ,X ∈ Mn and 0 < q < p. Then

‖|ApXB−q +A−qXBp‖| � ‖|Ap−qX +XBp−q‖|.

Proof. For such A,B, p,q , let C = Ap−q , D = Bp−q , ν = p
p−q . Then ν > 1, and

we may apply (20) as follows

‖|ApXB−q +A−qXBp‖| = ‖|CνXD1−ν +C1−νXDν‖|
� ‖|CX +XD‖|
= ‖|Ap−qX +XBp−q‖|,

which completes the proof. �
We present the following interpolated version, that will help prove monotonicity

of the Heinz means for ν ∈ R.

THEOREM 11. Let A,B ∈ M
++
n , X ∈ Mn and 0 < r < q < p. Then

‖|ApXB−q +A−qXBp‖| � ‖|Ap−rXB−q+r +A−q+rXBp−r‖|.

Proof. Observe that

‖|ApXB−q +A−qXBp‖|
= ‖|Ap+q−r (A−q+rXB−q+r)B−r +A−r (A−q+rXB−q+r)Bp+q−r‖|
� ‖|Ap+q−r−r (A−q+rXB−q+r)+

(
A−q+rXB−q+r)Bp+q−r−r‖|

= ‖|Ap−rXB−q+r +A−q+rXBp−r‖|,
where we have applied Proposition (10), with (p,q) replaced by (p + q− r,r) , and
with X replaced by A−q+rXB−q+r. Notice that the assumption 0 < r < q < p implies
p+q− r > r , which justifies the application of Proposition 10. �

The last step towards proving monotonicity of the Heinz means is the following
monotonicity result for the interpolated version.

THEOREM 12. Let A,B ∈ M++
n ,X ∈ Mn and 0 < q < p. Then the function

f (r) = ‖|Ap−rXB−q+r +A−q+rXBp−r‖|
is decreasing on [0,q].

Proof. Let 0 � r1 � r2 � q. Then applying Proposition 11, with (p,q,r) replaced
by (p− r1,q− r1,r2 − r1), we obtain the following

f (r1) = ‖|Ap−r1XB−q+r1 +A−q+r1XBp−r1‖|
� ‖|Ap−r1−(r2−r1)XB−q+r1+(r2−r1) +A−q+r1+(r2−r1)XBp−r1−(r2−r1)‖|
= ‖|Ap−r2XB−q+r2 +A−q+r2XBp−r2‖| = f (r2).
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This completes the proof. �
We refer the reader to [10] for a recent treatment of the interpolation idea for

positive powers only.
Now we are ready for the monotonicity of the Heinz means.

THEOREM 5. For A,B∈M++
n and X ∈Mn , let f (ν)= ‖|AνXB1−ν +A1−νXBν |‖.

Then f is decreasing on
(−∞, 1

2

]
and is increasing on

[
1
2 ,∞

)
.

Proof. The monotonicity behavior is known on the interval [0,1].
Now for ν � 1, let p = [ν] + 1, q = [ν] and r = [ν] + 1− ν, where [ ] is the

greatest integer function. Notice that r � q < p. Now, with these choices of p,q and
r , we have

f (ν) = ‖|AνXB1−ν +A1−νXBν |‖ = ‖|Ap−rXB−q+r +A−q+rXBp−r‖| := g(r).

Since 0 � r � 1 and q � 1, it follows by Proposition 12 that g is decreasing as a
function of r = [ν] + 1− ν . Since r is a decreasing function of ν on the interval
[m,m+1),m∈N , and g is decreasing in r , it follows that f is increasing on [m,m+1).
Then continuity of f implies that f is increasing on [1,∞).

For ν � 0, we have f (ν) = f (1− ν). Since 1− ν � 1, and f is increasing on
[1,∞), it follows that it is increasing in the variable 1− ν , or decreasing in ν. This
completes the proof. �

We remark that a monotonicity proof can be given as follows: Since f is convex on
R , it is either monotonic or there exists c∈ R such that f is decreasing on (−∞,c] and
is increasing on [c,∞). But we know that f is decreasing on

[
0, 1

2

]
and is increasing

on
[ 1

2 ,1
]
. This means that c = 1

2 , which completes the proof.
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