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TRACE AND EXTENSION THEOREMS RELATING BESOV
SPACES TO WEIGHTED AVERAGED SOBOLEV SPACES

ARIEL BARTON

(Communicated by J. Soria)

Abstract. There are known trace and extension theorems relating functions in a weighted Sobo-
lev space in a domain Q to functions in a Besov space on the boundary d€Q. We extend these
theorems to the case where the Sobolev exponent p is less than one by modifying our Sobolev
spaces to consider averages of functions in Whitney balls. Averaged Sobolev spaces are also of
interest in the applications in the case where p > 1, and so we also provide trace and exten-
sion results in that case. Finally, we provide some comparable results for Neumann traces and
extensions.

1. Introduction

Suppose that u is a function defined in some domain €. We are interested in the
boundary values of u. Specifically, we wish to identify a space X such that if u lies
in X, then the boundary traces Tr V"1 of the derivatives of order m — 1 lie in the
Besov space By (0Q).

We would like our result to be sharp in the sense that, if f is an array of functions
in BY7(9Q), and if f =TrV™ !¢ for some function ¢, then f =TrV"~'F for some
F € X. (Recall that the partial derivatives of a function must satisfy some compati-
bility conditions; thus, the requirement that f = TrV”~ !¢ for some ¢ is a nontrivial
restriction if m > 2.)

Such trace and extension theorems bear a deep connection to the theory of Dirich-
let boundary value problems. For example, consider the harmonic Dirichlet problem

Mu=0inQ, u=gondQ ulx<Clolsron (L1)
or more generally the higher order boundary value problem
Lu=0inQ, V" lu=V"loonodQ, |ulx< CHTrV’”_l(pHBS‘p(aQ) (1.2)

for some differential operator L of the form Lu = ¥4\ ||=m % (Aep dPu). If we have
an extension theorem as indicated above, then there is some F € X with V" 1F =
Mathematics subject classification (2010): 46E35.
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V"=lg on 9Q. If L: X+ ) is bounded, then we may reduce the problem (1.2) to the
problem
Lv=hinQ, V" 'v=00n0Q, |v|x<C|hly (1.3)

with zero boundary data by letting 7 = —LF and then letting u = v+ F. In some
cases we may reverse the argument, going from well posedness of the problem (1.2) to
well posedness of the problem (1.3). See the papers [23, 1, 28, 2, 29, 34, 32, 33, 12]
for examples of such arguments with various choices of L; the trace and extension
theorems of the present paper will be used in [6, 7] for this purpose.

In this paper we will introduce the weighted averaged Lebesgue spaces LZ;Q”’(Q)
and Sobolev spaces W254(Q), where the norm in the space W5:5%(Q) is given by
H”“W,ﬁﬁ:"(g) = ||V’"uHL5&9.,,(Q), and where the L2;%(Q)-norm is given by

r/q 1/p
HHHLP.S.,,(Q) = ( / (f H|‘1> dist(x,ag)l’—l—l’"dx) . (1.4
Q \JB(xdist(x,0Q) /2)

(We will modify the definition in the case p =0 or g = oo in the usual way, by replacing
an integral by a supremum (L* norm); see formulas (2.3)—(2.5).)
The main result of this paper for Dirichlet boundary data is the following theorem.

THEOREM 1.5. Let Q C R? be a Lipschitz domain with connected boundary. Let
1<g<oo,let0<O<1andlet (d—1)/(d—1+0)<p<oo.
Ifue W,ﬁjfv’q(Q), then Trd"u € BT (9Q) for any multiindex y with |y| =m—1,
and
I Trd7ullgrr(ag) < Cllullypoaq)

for some constant C depending only on p, 0, the Lipschitz character of Q and the
ambient dimension d.
Conversely, let F be a function such that Trd"F € BY"(0Q) forany |y|=m—1.

Then there is some u € Wﬁ’fv’q(Q) with

HuHWyﬁ.‘fﬁ”(Q) < C||TrV’"_1F||B§‘p(aQ) and TrV" lu=TrV"'F.
Also of great importance in the theory of boundary value problems is the second
order Neumann problem

divAVu=0inQ, v-AVu=gonodQ (1.6)

where Vv is the unit outward normal vector to dQ and where A is a coefficient matrix.
We are interested in the Neumann problem for higher order equations; the second main
result of this paper (Theorem 1.10 below) is an analogue of Theorem 1.5 for Neumann
boundary data.

The appropriate generalization of Neumann boundary values to the higher order
case is a complicated issue. We are interested in the following generalization of Neu-
mann boundary values; this is the formulation used in [9, 10], and is related to but subtly
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different from that of [15, 45, 2, 46, 33]. We refer the reader to [9, 11] for a discussion
of various formulations of Neumann boundary data.

If G is a smooth vector field on Q, then v-G may be regarded as its Neumann
boundary values. If G is divergence free in Q (in particular, if G = AVu for some
solution u to the equation divAVu = 0), then v - G satisfies

d
/Tr(p(v~é)dG:/V(p~é:2 2j9G; forall o€ Cy(RY).  (1.7)
2Q Q j=1JQ

This formula may be used to define the Neumann boundary values of G evenif G is
not smooth. Furthermore, this formula generalizes to the higher order case: if G is an
array of locally integrable functions indexed by multiindices o of length m, then the
analogue of formula (1.7) is

Y agTr&”(p (M2G)ydo = Y an‘(pGa forall ¢ € C7(RY)  (1.8)
ly|=m—1 |ot|=m

where the array of distributions M> G represents the Neumann boundary values of G.

‘We remark on two subtleties of formula (1.8) in the case m > 2.

First, the left-hand side of formula (1.8) depends only on the boundary values
TrV"™ L of @ on dQ and not on the values of ¢ in Q; in this way M G may indeed
be said to be Neumann boundary values of G. For this equation to be meaningful, we
must have that the right-hand side depends only on the boundary values of ¢ as well;
thus, M2 G is defined only for arrays G that satisfy

/80‘(pGa:O forall ¢ € C7(Q). (1.9)
Q

An array G that satisfies formula (1.9) is said to satisfy div,,G = 0 in Q in the weak
sense; this condition is analogous to the requirement that divG = 0 in formula (1.7).
We remark that if G is smooth then div,, G = 0 if and only if ¥4, 0*G¢ = 0.

Second, if G is divergence-free in the sense of formula (1.9), then formula (1.8)
does define M2 G as an operator on the space {TrV" 1o : ¢ € Cg(RY)}. This space
is a proper subspace of the space of arrays of smooth, compactly supported functions.
Thus, Mﬁ G is not an array of well-defined distributions; instead it is an equivalence
class of such arrays, defined only up to adding arrays of distributions ¢ for which
(TrVm =1, 8) 90 =0 forall ¢ € CJ (R4). Thus, Neumann boundary data naturally lies
in quotient spaces of distribution spaces, as will be seen in the following theorem. (This
theorem is the second main result of this paper.)

THEOREM 1.10. Let Q C RY be a Lipschitz domain with connected boundary.
Let 1 <g<oo,let 0< 0 <1 andlet (d—1)/(d—1+4+0) < p < eo.
Suppose that ¢ is an array of functions lying in By’ (0€Q). Then there is some

G € I529(Q), with div,, G =0 in Q, such that MG = ¢ in the sense that

D / Tro"pgydo = Y, [ %Gy
ly|=m—17 9% loa|=m’ Q
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for all smooth, compactly supported functions ¢. Furthermore,
HG.”Lg;,"*"(g) <Clgllgrr (a0

for some constant C depending only on p, 0, the Lipschitz character of Q and the
ambient dimension d.

Conversely, let G € Lg’;""f(sz) with div,, G = 0. Suppose that either p > 1, or
that Q =R% is a half-space, or that m =1 and Q = {(¥,t) : X' e Rt > y(x')}
for some Lipschitz function y : R4~ +— R. Then the equivalence class of distributions
MG contains a representative in By (9Q), and furthermore

inf{[1¢ll g2 9 * & € MG} < CYG poacy
We now review the history of trace and extension theorems for boundary data in
Besov spaces. To simplify our notation, we will introduce some terminology. Loosely,
let
WA? | 4(0Q) ={¢ € ByT(0Q): ¢ = TrV"~1® for some ®}.

(We will provide precise definitions in Section 2.2.) WA; | ,(9Q) is thus the space
of all arrays of functions in a Besov space that may reasonably be expected to arise
as boundary traces. Many of the results in the literature concern the inhomogeneous
spaces WAL 1.6(0Q); these are defined analogously to WAP | 6(0€Q) but in addition
have some estimates on the lower order derivatives.

If Q C R? is a sufficiently smooth domain, it is well known that the operator

TV~ . gPP

m—1+6+1/p (Q)HWASqq,e(aQ)

is bounded and has a right inverse (an extension operator defined on WA? | 0(09))
providedm>1, 0 >0and p> (d—1)/(d—1+40). (If Q is a Lipschitz domain then
we need the addltlonal restriction < 1.) In the case of the half-space Q = R4, see
[43, Section 2.7.2] for the full result, and the earlier works [37, Appendix A], [35] and
[42, Section 2.9.3], and [22] for the result under various restrictions. In the case where
Q is smooth, see [43, Section 3.3.3]. In the case where Q is a Lipschitz domain, see
[24] in the case p > 1, [28] in the case m = 1, and [33, Theorem 3.9] for the general
case.

Another well known family of extensions of Besov functions are the weighted
Sobolev spaces. Define the W}/ ’O(Q) -norm by

1/p
||u||Wr{;#g(Q) = [|ullr(q) + (/Q|Vmu(x)|p dist(x,&Q)plpedx> .

Notice that this is similar to the W2 '5,;’1(9) -norm of Theorem 1.5, but is somewhat sim-
pler in that we do not take local L7 averages. (The ||u||;»(q) term is an inhomogeneous
term as mentioned above.) We consider averaged spaces both because they are some-
what better suited to the setting of differential equations with rough coefficients, and
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also because taking averages allows us to establish trace results in the case p < 1; this
issue is discussed further below.
If Q is sufficiently smooth, then we have that the trace operator

eVl wrf(Q) — WAQ—LO(&Q)

is bounded and has a bounded right inverse provided 0 < 6 <1 and 1 < p < . In
the case where Q = Ri is a half-space, see [27, 44] (a shorter proof of Uspenskii’s
results with some generalization may be found in [31]) or [42, Section 2.9.2]. In the
case where Q is a domain with a reasonably smooth boundary (for example, a C*%
domain for some k+ & > 0), see [35, 40, 36, 25]. In a Lipschitz domain, see [13] (the
case m=1)and [29, Section 7] (for m > 1). A few results are known in the cases p =1
and p = oo; in particular, [31] considers trace and extension results (in the half-space
and with m > 1) for boundary data in the Besov space Bgv’(aRi) for 1 < p <o and

1 <r < eo. (Inparticular, these results were established for boundary data in Bg’l (OR?)
but notin By~ (dR%).)

The spaces Wmﬂ(Q) and B"?, +o4+1 /p(Q) in some circumstances are related; for

example, by [23, Theorem 4.1], if 1 < p < oo and u is harmonic, then u € Wyﬁ’e(Q) if
: PP
and only if u € BmeGH/p(Q).
We now discuss the history of Neumann trace and extension theorems. Recall that

Neumann boundary values are in some sense dual to Dirichlet boundary values; thus, if

p > 1, then by duality between B”, (d€2) and BY :’g (0Q), with some careful attention
to the definitions, Neumann trace and extension theorems (such as our Theorem 1.10)
follow from the corresponding Dirichlet extension and trace theorems. See Section 6.1
and Theorem 7.1 below. This is essentially the approach taken in [18, 47, 32] and in
the p > 1 theory of [33, 12].

If p<1,then Bg’fl (dQ) is not a dual space, and so another approach is needed.
In [28], the authors established a result similar to the m = 1 case of Theorem 1.10 with
Besov spaces instead of weighted Sobolev spaces. Specifically, if Au = f for some f
supported in a Lipschitz domain €2, they formulated a notion of normal derivative QJ u,

coinciding with v - Vu if u and Q are sufficiently smooth, such that if u € By, /()

for some 0 < 6 < 1 and some p > (d—1)/(d—1+46), then du € BL? (09Q). They
also showed that this Neumann trace operator had a bounded right inverse.

The author’s paper [12] with Svitlana Mayboroda introduced the weighted aver-
aged Sobolev spaces W ﬁ’q(Ri) in the half-space and in the case m = 1. Therein
Dirichlet and Neumann trace results were established for p > (d—1)/(d—1+ 6),
rather than p > 1.

The present paper extends the results of [12] concerning weighted averaged Sobo-
lev spaces to the case m > 2, the case of arbitrary Lipschitz domains with connected
boundary, and also provides extension theorems. As compared with known results for
m > 2, the major innovation of this paper is to consider the case p < 1 in the weighted
Sobolev space (rather than the Besov space) setting, and also to provide some new
results in the case p = oo.



822 A. BARTON

The case p < 1 has been the subject of much recent study in the theory of elliptic
boundary value problems. Specifically, in [28], the authors considered the harmonic
Dirichlet problem (1.1) with boundary data in Bg’p (0Q), p<1,0< 6 <1, and the
corresponding harmonic Neumann problem with boundary data in By’ (9€). In [12],
the authors considered the Neumann problem (1.6) and the corresponding Dirichlet
problem (the problem (1.2) with m = 1) for more general second order operators, again
with boundary data in Besov spaces By”(dQ) or By (dQ) with p < 1. (The case
p < 1 has also been of interest in the integer smoothness case, that is, in the case of
boundary data in a Hardy space H?(dQ) for p < 1;see [5, 20, 21].) In [6, 7] we intend
to generalize some of the results of [28, 12] to the higher order case (that is, to boundary
value problems such as (1.2), m > 2, and the corresponding Neumann problem) and to
extend to even more general second order equations; the trace and extension results of
this paper will be very useful in that context.

Weighted Sobolev spaces are more appropriate to rough boundary value problems
than Besov spaces. Recall from the theory of partial differential equations that u is
defined to be a weak solution to Lu = Z|a\:|ﬁ\:m9°‘(Aa/39ﬁu) =0 in Q provided
Ylal=IBl=m Jo 9" PAup dPu=0 forall ¢ € Cy(Q). This definition is meaningful even
for rough coefficients A if V™u is merely locally integrable. Some regularity results
exist; however, for general coefficients, the most that may be said is that V"u is locally
square-integrable, or at best (2 + €) th-power integrable for some possibly small € > 0.
(In the second order case, this is the well known Caccioppoli inequality and Meyers’s
reverse Holder inequality [30]. Both may be generalized to the higher order case; see
[14, 4, 8].)

Thus, we wish to study functions u with at most m degrees of smoothness; we do
not wish to consider u € B;’fHeH/p(Q), forif @ +1/p > 1 then u is required to be
too smooth. See [12, Chapter 10] for further discussion. Thus, weighted Sobolev spaces
are more appropriate to our applications than Besov spaces. (If p > 2, then weighted
averaged Sobolev spaces with g = 2 are even more appropriate, as the gradient of a
solution V”u is known a priori to be locally square-integrable but not locally pth-
power integrable.)

We introduce the averages in the spaces Wn’;jf,;q(g) both because of the applica-
tions to partial differential equations mentioned above, and also in order to establish
trace theorems for p < 1. Observe that if u € an’e(Q), then V”u is only locally
in LP; if p <1 then V"u need not be locally integrable and it is not clear that the
trace operator can be extended to W, ’G(Q). In Lemma 3.11 below, we will see that
if ue Wn’q’;f,;q(Q) for some g > 1, then V™u is locally integrable up to the boundary
provided p > (d — 1)/(d — 1+ 6), and so the trace operator is well-defined. We remark

that the existing theorems for p < 1 and u € Bfn’flJreH/p(Q) also require p > (d — 1)/

(d—140), and for precisely this reason: by standard embedding theorems (see, for
example, [39]), the condition p > (d —1)/(d — 1+ 0) is precisely the range of p such
that gradients of Bg’f:l /p(Q) -functions are locally integrable up to the boundary.

We have included results in the case p > 1. In the Neumann case these results fol-
low by duality as usual. In the Dirichlet case, our results are not quite the same as but do

owe a great deal to those of [29]. To allow for a better treatment of unbounded domains
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such as the half-space, we have chosen to work with boundary data in homogeneous
Besov spaces rather than inhomogeneous spaces, that is, to bound only TrV"~ !y and
not the lower order derivatives TrV¥u, 0 < k < m —2; this requires some additional
careful estimates. See in particular the bound (4.6); in the case of inhomogeneous data
the earlier bound (4.3) (the bound (7.48) in [29]) suffices. We also work with weighted,
averaged Sobolev spaces W,’Z’C?V’Q(Q) rather than weighted Sobolev spaces Wmﬂ(Q);
this presents no additional difficulties in the case of extension theorems but does re-
quire some care in the case of trace theorems.

The outline of this paper is as follows. In Section 2 we will define our terminology
and the function spaces under consideration, in particular boundary spaces of Whitney
arrays. In Section 3 we will establish some basic properties of the weighted averaged
spaces Lﬁ;"’q. We will prove Theorem 1.5 in Sections 4 and 5, and finally will prove
Theorem 1.10 in Sections 6 and 7.

2. Definitions

Throughout this paper, we will work in domains contained in R?.

We will generally use lowercase Greek letters to denote multiindices in (Np)¢,
where Ny denotes the nonnegative integers. If v is a multiindex, then we define |7],
d7 and y! in the usual ways, via |y| = + % +...+ Y, 97 =L -9, and
'=n'yn'...yw. If y=Mm,...,y) and 6 = (01,...,04) are two multiindices, then
we say that 6 < y if §; <y forall 1 <i<d,and we say that § < v if in addition the
strict inequality J; < ¥ holds for at least one such i.

We will routinely deal with arrays F' = (Fy) indexed by multiindices y with |y| =
m for some m. In particular, if ¢ is a function with weak derivatives of order up to m,
then we view V"¢ as such an array, with

(V"o)y=0d"¢.

If F and G are two arrays of functions defined in an open set Q or on its boundary,
then the inner product of F and G is given by

F,G,d
E/BQVYG

<F’G>Q: 2 F,Gy or <F7G>agz
Q ly|=m

[vl=m

where ¢ denotes surface measure. (In this paper we will consider only domains with
rectifiable boundary.)

Recall from formula (1.9) that, if G is an array of functions defined in an open
set Q C R? and indexed by multiindices & with |ct| = m, then

div,, G =0

in Q in the weak sense if and only if (V"@,G)q = 0 for all smooth test functions ¢
supported in €.
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If E is a set, we let 1 denote the characteristic function of E. If u is a measure
and E is a u-measurable set, with (1(E) < oo, we let

][Efdu: ﬁ/}zfdw

We let LP(U) and L”(U) denote the standard Lebesgue spaces with respect to
either Lebesgue measure (if U is a domain) or surface measure (if U is a subset of the
boundary of a domain). We let Ci’(U) denote the space of functions that are smooth
and compactly supported in U .

If U is a connected open set, then we let the homogeneous Sobolev space Wy, (U)
be the space of equivalence classes of functions u that are locally integrable in € and
have weak derivatives in Q of order up to m in the distributional sense, and whose
mth gradient V"u lies in LP(U). Two functions are equivalent if their difference is a
polynomial of order m — 1. We impose the norm

[ullyz ) = IV"ull o)

Then u is equal to a polynomial of order m — 1 (and thus equivalent to zero) if and only
if its W, (U)-norm is zero.

We say that u € Ly, (U) or u e W)y, (U) if u € LP(V) or u € Wy (V) for every
bounded set V with V C U. In particular, if U is a set and U is its closure, then
functions in L], (U) are required to be locally integrable even near the boundary oU ;
if U is open this is not true of L (U).

If 0 C R~ is a cube, then we let £(Q) denote its the length of one of its edges.

Recall that a Banach space is a complete normed vector space. We define quasi-

Banach spaces as follows.

DEFINITION 2.1. We say that a vector space B is a quasi-Banach space if it pos-

sesses a quasi-norm || - || and is complete with respect to the topology induced by that
quasi-norm.
We say that ||-|| is a quasi-norm on the vector space B if

e ||b|| =0 if and only if 5=0,
e if be B and ¢ € C, then ||cb|| = |c|||D]|,

e there is some constant Cp > 1 such that, if b; € B and b, € B, then ||b; + b, || <
Cgl|b1]| + Cg||b2]| -

If Cp =1 then B is a Banach space and its quasi-norm is a norm.
In this paper, rather than the quasi-norm inequality ||b; + by || < Cgl|b1|| +Cs||b2||,
we will usually use the p-norm inequality

161+ bal|” < (|1 ] + [[62]|”

for some 0 < p < 1. We remark that if 0 < p <1 then the p-norm inequality implies
the quasi-norm inequality with Cg = 2/7~1. (The converse result, that is, that any
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quasi-norm is equivalent to a p-norm for p satisfying 2!/?~! = Cg, is also true; see
[3, 38].)

If B is a quasi-Banach space we will let B* denote its dual space. If 1 < p < oo
then we will let p’ be the extended real number that satisfies 1/p+1/p’ = 1. Thus, if
1< p <o, then (LP(U))* = L” (U).

In this paper we will work in Lipschitz domains, defined as follows.

DEFINITION 2.2. We say that the domain V C R? is a Lipschitz graph domain if
there is some Lipschitz function y : R9~! - R and some coordinate system such that

V={(,): ¥ eR" 1> y)}

We refer to M = ||Vy|| ;= (ga-1y as the Lipschitz constant of V..

We say that the domain Q is a Lipschitz domain if either Q is a Lipschitz graph
domain, or if there is some positive scale » = rq, some constants M >0 and ¢y > 1,
and some finite set {x;}"_; of points with x; € JQ, such that the following conditions
hold. First,

n
o1
9Q C | JB(xj,rj) forsome r; with o <rj<cor
j=1

Second, for each x;, there is some Lipschitz graph domain V; with x; € dV; and with
Lipschitz constant at most M, such that

ZjﬁQZZjﬁVj

where Z; is a cylinder of height (8 +8M)r;, radius 2r;, and with axis parallel to the
t-axis (in the coordinates associated with V).

If Q is a Lipschitz graph domain let n = ¢y = 1; otherwise let M, n, ¢y be
as above. We refer to the triple (M,n,cq) as the Lipschitz character of Q. We will
occasionally refer to rq as the natural length scale of Q; if Q is a Lipschitz graph
domain then rq = oe.

Notice that if Q is a Lipschitz domain, then either € is a Lipschitz graph domain
or dQ is bounded. If dQ is bounded and connected, then the natural length scale rg
is comparable to diamdQ.

Throughout we will let C denote a constant whose value may change from line to
line, but that depends only on the ambient dimension, the number m in the operators
Trfj_l and ij, and the Lipschitz character of any relevant domains; any other depen-

dencies will be indicated explicitly. We say that A ~ B if A < CB and B < CA for some
such C.
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2.1. Function spaces in domains and their traces

Let Q be a connected Lipschitz domain and let 0 < p < oo, 1 < g <K oo and —oo <
6 < . Recall from the introduction the formula (1.4) for the Z5;%4(Q)-norm. This

formula must be modified in the cases p = e and g = o. In these cases, the Lﬁ;"”(g) -
norm is given by

1/q
#1000 =500 ) a0, 3
Q) e\ Blrdist(x,00)/2)
e 1/p
= P\ di p—1-p
HHHLZ;,G"”(Q) = (/Q( - :lis(:gg ) |H | )dlSt(x,&Q) dx) , (2.4)
HHHL;‘;W( )— supdlst(x Q) n fss(sgggl/-lz\)wesss;;p\H(x)\dist(L Q)% (25)
x,dist(x xXe

Recall that if m is a positive integer, then W,{l’jfv’q(g) denotes the space of equiva-
lence classes (up to adding polynomials of degree m — 1) of functions u that are locally
integrable in € and have weak derivatives in Q of order up to m in the distributional
sense, and for which V" € L5,%9(Q).

Observe that if p > 1 then L “4(Q) (and Wm »1(Q)) is a Banach space. If

0 < p < 1, then by Minkowski’s inequality, L2,*/(Q) is a quasi-Banach space with a
p-norm, that is,
IF+G|”

qu ||Fpr9q +||G||Lp9q )

forall F, G € L5;09(Q).

The main results of this paper concern the Dirichlet and Neumann trace operators
acting on W,,’fjfv’q(Q) and Lg;"v‘f(g), respectively. Thus we must define these trace
operators. We will see (Section 3) thatif 0 <6 < 1 and p > (d—1)/(d—1+0), then

oY Q) c L} (Q). It thus suffices to define the Dirichlet and Neumann traces of
functions in Wl (Q) and L} (Q), respectively.

m,loc loc

DEFINITION 2.6. If u € W} zm(Q) then the Dirichlet boundary values of u are
the traces of the m — 1th derivatives; for ease of notation we define Tr*_, u as the array
given by

(Tré:| u)y =Trd"u forall |y|=m—1. (2.7)

If G €L} (Q) satisfies div,,G =0 in Q in the sense of formula (1.9), then the

Neumann boundary values M? G of G are given by formula (1.8); as discussed in the
introduction, M% G is an equivalence class of distributions under the relation ¢ = A if

(&, T @)aq = (b, Tr2_| @)y forall ¢ € Cy(RY).
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2.2. Function spaces on the boundary

In this section, we will define Besov spaces and Whitney-Besov spaces; in Sec-
tions 4-7 we will show that these spaces are, in fact, the Dirichlet and Neumann trace
spaces of weighted averaged spaces.

The homogeneous Besov spaces By (R?~!) on a Euclidean space, for —eo < 6 <
oo, 0 < p Koo, and 0 < r < oo, have traditionally been defined using the Fourier trans-
form (the classic Littlewood-Paley definition); this definition may be found in many
standard references, including [43, Section 5.1.3] or [39, Section 2.6]. There are many
equivalent characterizations, valid for different ranges of the parameters p, r and 6.
Because we wish to consider boundary values of functions in domains, we must gen-
eralize some of these characterizations from R?~! to dQ for more general Lipschitz
domains Q; the Littlewood-Paley characterization does not generalize easily to such
regimes.

In this paper, we will be concerned only with the space By, (9Q) (for Neumann
boundary values) or BY”(dQ) (for Dirichlet boundary values), with 0 < 6 < 1 and
(d—1)/(d—1+80) < p <. It will be convenient to use different definitions in the
cases p > 1 and p < 1, and in the case of positive and negative smoothness spaces; the
four characterizations we use are as follows.

DEFINITION 2.8. Let 0 < 6 < 1, and let Q C R? be a Lipschitz domain with
connected boundary.

If (d—1)/(d—1+6) < p < e, then we say that a is a By”(dQ)-atom if there
is some xp € dQ and some r > 0 such that

e suppa C B(xp,r)NIQ,
o |lalli=50) < ro=(@=/p,
o [|Via|p=(aq) < rf-1- D,

where the L™ norm is taken with respect to surface measure do and where V; denotes
the tangential gradient of a along dQ. We say that a is a B”,(d€Q)-atom if there is
some xg € dQ and some r > 0 such that

e suppa C B(xp,r)NIQ,
o |lalli=0) < PO 1=@=0/p,
o [nalx)do(x)=0.
If p <1 then we let BY”, (dQ) be the space of distributions
Bg’fl (89) = {2 Ajaj : AJ' eC, aja B{o’fl -atom, 2 Mj‘p < 00}
=1 j=1

with the norm

. i 1/ & .
I lage, oy =it (X 1217) "+ £ = 3 Asaj aj 2 BY?, -atom, 2, € .
=1 j=1
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If p <1 then we let By”(dQ) be the space of equivalence classes of locally
integral functions modulo constants

BS’p@Q):{(cOJrZ?La, co €C), 4 € C,aa By -atom, P <o}

Jj=1 j=1

and impose the norm

Hf”BZ"”(aQ 1nf{(2\7t |p> : —co+27taj7coe((3 aja By -atom, A, G(C}

Jj=1

If the a;s are atoms and the ;s are complex numbers with 3.;[A;|” < co, then the
sums ,;Aja; converge to distributions or functions; see Remark 2.10.

If 1 <p<eoand0<6<1,then we let B)”(dQ) be the set of all equivalence
classes modulo constants of locally integrable functions f defined on dQ for which
the By’ (9Q)-norm given by

[f(x) =) 1/p
Flsgriony = ([ [ 2L dotw)ao0) 29)

is finite. If p = o we modify the definition appropriately by taking the L™ norm; then
BRT(0Q) = C?(9Q), the space of Holder continuous functions with exponent 6.
Finally, if 1 < p < e and —1 < 8 — 1 < 0, then we let Bgfl(ag) be the dual

space (Bf'j;’(ag))*, where 1/p+1/p' =1.

REMARK 2.10. The sums of atoms Z;f’zlljaj are meaningful as locally inte-
grable functions (if the a;s are BY” -atoms) or as distributions (if the a;s are Bp” -
atoms).

Specifically, observe that if (d—1)/(d—1+86) <p <1 and 0< 6 < 1, then
any BSP(0Q)-atom is in LP(9Q) with uniformly bounded norm (depending on the
Lipschitz constants of Q), where p=p(d—1)/(d—1—p0);observe p > 1.1If p < 1
and Y7 1|Aj[7 < oo, then X7 ,|Aj| < oo. Thus, if a; is a By”-atom for each j, then
the infinite sum Z;":l A jaj converges in the LP -norm; thus, that sum denotes a unique
locally L' function.

If a is a By (0Q)-atom for some (d—1)/(d—1+6) <p<1land 6—1<0,
then for any smooth function ¢, we have that by the Poincaré inequality

‘/(m(padﬁ‘ < CHV(PHLﬁ/(B(xO,r)ﬂaQ)’

where again p = p(d—1)/(d —1— p0) and where 1/p+1/p' = 1. Thus, such atoms
may be viewed as distributions. If 37|24, < co, and if @; is an atom for each j, then
the infinite sum 37, Aja; converges to a distribution (that is, the sum X7 Ai{@,aj)on
converges absolutely for any smooth, compactly supported function ¢ ).
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REMARK 2.11. If 0 < 0 < 1 and (d—1)/(d—1+6) < p < oo, then By”(9Q)
and B, (0Q) are quasi-Banach spaces; if p > 1 they are Banach spaces.

REMARK 2.12. The duality characterization of the negative smoothness spaces
for p > 1 is well known; see, for example, [43, Sections 2.11 and 5.2.5]. Recall that in
some sense Neumann boundary data is dual to Dirichlet boundary data, and so a duality
characterization is appropriate. However, the space B’ (RY=1), for p < 1, is not
the dual of a naturally arising space; thus we need an alternative characterization. The
atomic characterization comes from the atomic decomposition of Frazier and Jawerth
in [19]. If p < 1, then atomic characterizations are very convenient, and so we use
them to define BY”(9Q) as well as BY”,(dQ). Atoms are less convenient in the case
p > 1, and so in this case we use another characterization. The norm (2.9) comes from
the definition of Slobodekij spaces, one of many function spaces that may be realized
as a special case of Besov or Triebel-Lizorkin spaces; see [43, Section 5.2.3].

REMARK 2.13. If p=1 and 0 < 8 < 1, then we shall see that the atomic norm
and the norm (2.9) are equivalent. Specifically, in Remark 2.16 we shall see that
ByP(0Q) = WA{ 4(9Q), where the Whitney space WA | 5(9€2) will be defined in
Deﬁnmon 2.14. The m =1, p =1 case of Theorem 4. 1 will imply that if ¢ €
WA} 4(0Q) then @ = Tr?® for some ® € Wll_[zq(Q) that satisfies both of the in-
equalities

W)l
| / / do(x)do(y),
H ||W1> ‘i 20.)o0 ‘x y‘d 1+9 () ()

Hq)”w}ﬁ;‘f(g) < Cinf{zmj\ CQ=co +Z7Ljaj, co constant, a; atoms}.
; j j
The m =1, p =1 case of Theorem 5.1 will establish the converses, that is, that if
®cw o q(Q) then

1,av
T2 D(x) — T2 D(y)|
< .
/ag/ag x— Y\d o oW do0) < ClPllyroq ),

inf{2|7tj| :Tr?® = ¢+ Y, Aja;, co constant, a; atoms} <C||®| 104
N - Lav
j j

(@)

Combining these results yields the equivalence of norms

‘ ~
/ag/ag x— yld 1+9 dox)do(y) ~ || @100

~ inf{zmj\ 1@ =co+ Y, Ajaj, ¢y constant, a; atoms}
J J
for any ¢ such that either side is finite.

Although we shall not use this fact, we mention that it is possible to establish this
equivalence in other ways: controlling the norm (2.9) by the atomic norm is straight-
forward if p < 1, and the reverse implication in the case where € is a half-space and
so dQ =R4"! denotes Euclidean space is a main result of [19].
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Now, recall that we seek spaces of Dirichlet traces {TrQ (UIuE Wm w1 (Q)};in
particular, we seek spaces of boundary data that may be extended to such functions.
Butif m > 2, then Trﬁf1 u is not a function; it is an array of functions that must satisfy
certain compatibility conditions. Thus, if r is the number of multiindices y of length
m—1, we do not expect to be able to extend an arbitrary element of (Bj”(9Q))" to a
W,ﬁjfv’q(Q) -function; extension will only be possible in a distinguished subspace, called
a Whitney-Besov space.

DEFINITION 2.14. Suppose that Q C R¢ is a Lipschitz domain, and consider
arrays of functions f = (fy) ,_,, | where f;:9Q+—C.

If0<6O<1land (d—1)/(d—146) < p < e, then we let the homogeneous
Whitney-Besov space WA? | (9Q) be the closure of the set of arrays

{y=Trp_|¥: V"¥ € L”(RY), ¥ compactly supported in R?} (2.15)

in By”(0Q), under the (quasi)-norm

W llar_, 00) = > 1wyl sz a)-
[Y|=m—1

Notice that WA | 5(9Q) is a subspace of (By"(9Q))", where r is the number of
multiindices y of length m—1.
If 0<6 <1 and p=co, then we let WA? | o(9Q) = WA, | 5(9Q) be the set
of arrays
{y=Tr2_ | ¥: V" ¥ eC?(Q))

equipped with the norm

19 lyira

. 1e(0Q) T ”‘VHB‘;"“"’(ag) sup  sup

ly|=m—1 x;év |x_y|9
x,y€0Q

When no ambiguity arises we will omit the m — 1 subscript.

REMARK 2.16. We remark that if m = 1 then WA] | 5(dQ) = WA{ 4(9Q) =
BpP(0Q).

The relation WAJ ,(9Q) C By”(0Q) is clear from the definition. Thus we need
only show the reverse inclusion.

If p = oo, the reverse inclusion is merely the statement that any Holder continuous
function defined on dQ has a Holder continuous extension to R?. If p<land0<0<
1, then all finite sums of atoms lie in the space given in formula (2.15) and so this space
is dense in By (9Q) as well as WA{ ,(9Q). Finally, if 1 < p < co then the argument
that compactly supported functions with bounded derivatives (and in fact compactly
supported smooth functions) are dense in B}y’ (9€) is similar to the argument that they
are dense in L?(dQ).
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We are also interested in the spaces of Neumann traces of (divergence-free) arrays
G € L5,%9(Q). Recall that in this case, the main complication is that M2 G is only
defined up to adding arrays ¢ that satisfy (Trf,f_ 19,890 = 0. This may be dealt with
by simply defining NA) | (9Q) as a quotient space.

DEFINITION 2.17. Let Q C R? be a Lipschitz domain with connected boundary,
let 0 <O <1,andlet (d—1)/(d—1+46) < p <oo. Let r be the number of multi-
indices of length m — 1.

Then NAp | (9Q) =NA] | 5 (9Q) is the quotient space of (By”,(d€))" under
the equivalence relation

¢=hifandonly if (Tr? | ,8) 90 = (Tr? | @,h) e forall ¢ € C5(RY).

Observe that by the duality or atomic characterization of BY” (9Q), if ¢ is
smooth and compactly supported then [(Tr$2_, ¢,8)q| < e for all ¢ € By, (9Q);
thus, this equivalence relation is meaningful in (By” (dQ))".

REMARK 2.18. We have an alternative characterization of NA§ |(dQ) in the
case p > 1. In this case, 1 < p’ < eo, and by the definitions of By (d€Q) and of

WA’I’LGQQ), we have that NA) | (0Q) is the dual space to WA’I’:6 (0Q).

3. Properties of function spaces

In this section we will establish a few properties of the spaces L5;97q(§2) defined
by formula (1.4) (and formulas (2.3)—(2.5)); we will need these properties to establish
the trace and extension results of Sections 4—7.

Let Q be a Lipschitz domain, and let % be a grid of Whitney cubes; then Q =
UQE«//Q, the cubes in 7% have pairwise-disjoint interiors, and if Q € % then its side
length ¢(Q) satisfies ¢(Q) = dist(Q,dQ).

If H € L579(Q) for 0 < p < oo, —eo< 0 < oo and 1 < g < oo, then

. o\ Pla . 0 1/p
1H 1l po.0() = ( >, (f |H|q> (o) ) 7 3.1
“ oew \JQ
. . 1/q 1 e
~ q -
Hl ooy~ sup (f 1) 00 6.2

where the comparability constants depend on Q, p, g, 6, and the comparability con-
stants for Whitney cubes in the relation ¢(Q) = dist(Q,dQ). If g = oo, then we have
similar equivalences with the average over Q replaced by an essential supremum.

Notice that this implies that we may replace the balls B(x,dist(x,dQ)/2) in the
norm (1.4) (or the norms (2.3)—(2.5)) by balls B(x,adist(x,dQ)) for any 0 < a < 1,
and produce an equivalent norm.
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This gives us a number of results. First, if p = ¢ then L*7(Q) is the weighted
but not averaged Sobolev space given by

I/p
1Al po.0 ) ~ ( /Q \H (x)|? dist(x,&Q)p_l_pedx> . (3.3)

In particular, if § = 1 — 1/p then L5} ~'/77(Q) = L7(Q).
Second, if 1 < g < e and 1 < p < oo, then we have the duality relation
(e Q) =150 (@) (34)
where 1/p+1/p'=1/q+1/q4 =1.

The final result we will prove in this section (Lemma 3.11) generalizes a result of
[12], in which the spaces LZ;e’q(Rf{), where RY is the upper half-space, were investi-
gated.

To state this result, we establish some notation. Suppose that V = {(x',7) : 7 >

w(xX')} is a Lipschitz graph domain. For each cube Q C RY~! with side length £(Q),
define

T(Q (1) : X € Qu(X) <t < y(xX)+84(0)}, (3.5)
W(Q) ={(,1):x € 0, y(x) +4L(Q) <t < y(x) +8L(Q)}. (3.6)
The regions W(Q) and 7'(Q) are shown in Figure 3.1.

) =A{
) =A{

J\/vag |

Q

D
5 -

Figure 3.1: The regions W(Q) C T(Q) and T(Q). (The vertical axis has been compressed.)

If j is an integer, let Z; be the set of all open cubes in RY~!, with side length 2/,
and with vertices whose coordinates are integer multiples of 2/. Then the cubes in 2 i
are pairwise-disjoint and Ugey,0 =R ™. Let 7 =UT_ ;.

The set {W(Q) : Q € Z} has many of the useful properties of a decomposition of
V into Whitney cubes (as in the norm (3.1)). It is clear that the diameter of W(Q) is
comparable to the distance from W(Q) to dV, as both are comparable to ¢(Q). In the
next two lemmas, we will see that {W(Q) : Q € Z} has other properties of a Whitney
decomposition.
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LEMMA 3.7. If V is a Lipschitz graph domain, then V = UQEQW.
Proof. If Q € 9; for some integer j, then
W(Q)={(x,t):x¥ € 0, w(x)+2/ 2 <t < y(x)+2/ 3. (3.8)
Therefore,

U W(Q) = {(.0) 1o/ e R w(x) + 2772 <o <) +2777)
D

Recalling that V = {(x',#) : ¥’ € R¥~! w(¥') < t}, it s clear that

V= D U w=Uw©

j=—=Qe; 0c7

as desired. [

LEMMA 3.9. If R and S are distinct cubes in &, then W(R) and W(S) are
disjoint.

Proof. We have that R € Z; and S € % for some integers j and k. If j =k, then
R and S are disjoint; thus, by formula (3.8), W(R) and W(S) are disjoint. If j # k,
observe that as in the proof of Lemma 3.7,

U W) c{,1): X eR" w(¥)+2/7 <1 < y(x') +2/17}.
09

Thus, Ugez,W(Q) and Ugez,W(Q) are disjoint, and so W(R) and W(S) are dis-
joint. OJ

Thus, the set {W(Q) : O € Z} has many of the useful properties of a decomposi-
tion into Whitney cubes. In particular, we have a result similar to the estimate (3.1) in
terms of such regions: if H € L},*(V), then

pla
11 poay ~2<][ o Hl’f) ((Qy=trre, (3.10)

0cy

The following result states essentially that we may replace the sets W(Q) by the
sets T(Q) in the norm (3.10). In particular, this implies that the integral over a tent

T(Q) is finite, and so Lg,;e’q(V) -functions are locally integrable up to the boundary; this
second result extends from Lipschitz graph domains V to general Lipschitz domains Q.

LEMMA 3.11. Let V be a Lipschitz graph domain and let 9, T(Q), and W (Q)
be as above.
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Let —o0 < 0 <oo. Then, if 0< p<g<eoandl/q>(d—1+p—p0)/dp, orif
0<g<p<eandl/qg>1—80,then

O\ Pla /p )
(2 ( / Hl’f) e(Q)"””""“’/‘”") ~ || Hll oy, (3.12)
T(Q) ‘av ( )

S

Ifp=ocoand 1/g>1—0, orif g=c and 0 >1+(d—1)/p, orif p=¢qg=-o0
and 0 > 1, then this equivalence is still valid if we replace the sum or integral by an
appropriate supremum.

More generally, suppose that Q C R? is a Lipschitz domain. Let 0, p and q be
as before. If H € LZ;e’q(Q), if xo € 0Q, and if R > 0, then

1B a0 000 < ClIH o g RO, (3.13)
In particular, if 6 >0, (d—1)/(d—1+06) < oo, and q > 1, then
IE 21 (5sp i) < ClIH po. g RO, (3.14)

Proof. IfV = Ri is a half-space, then the bound (3.12) is [ 12, Theorem 6.1]. The
bound (3.13) (with Q = V') follows immediately, and the bound (3.14) follows from
the bound ||H|| 20 S |H|| 104,y Which by Holder’s inequality is valid whenever
q > 1. Let y be a Lipschitz function; by making the change of variables (x',z) —
(', 1 —y(x')), we see that the lemma is still true in the domain V = {(x',7) 11 > w(x')},
that is, in any Lipschitz graph domain.

There remains the bound (3.13) in the case where Q is a domain with compact
boundary. We may control the L¢ norm of H near dQ using the bound for Lipschitz
graph domains. If R is sufficiently small (compared with the natural length scale r =rq
of Definition 2.2), this completes the proof.

If R > rq/C, then we may control the LY norm of H far from dQ by using the
norm (3.1) and the observation that there are at most C(1+rq/2/ ) Whitney cubes of
side length 27. [

We have shown that if 0>0and p>(d—1)/(d—1+86), then WE51(Q)-
functions are necessarily W, ZOC(Q) -functions, and so Tr**  u and M2G are mean-
ingful if u € W,i’av'q(Q) and G € 120 Q).

If 6 <0or p<(d—1)/(d—1+8),then this is not true and so trace theorems are
not meaningful. Conversely, if 8 > 1, then Trf;f_l i is constant for all i € W,{l’jfv’p (Q),
and so we do not expect an interesting theory of traces of functions i € anjf,;q(Q) .

Thus, for the remainder of this paper, we will only consider 8 with 0 < 6 < 1 and
pwith (d—1)/(d—1+0) < p < .
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3.1. Density of smooth functions in weighted averaged spaces

The main result of this section is Theorem 3.20; this theorem states that smooth
functions are dense in the spaces Wn’fﬁ;q. We will first prove the following Poincaré-
style inequality; it will allow us to control the lower order derivatives of a function in
W,ﬁjfv’q by its anjf,;q -norm.

LEMMA 3.15. Let V = {(¥/,t) : ¥ € Rt > w(¥')} be a Lipschitz graph do-
main. Let Q C RY™! be a cube, and let T(Q), W(Q) be as in formulas (3.5) and (3.6).
Suppose that 17g)V"u € Lg;e"q(V) , where 1) is the characteristic function of T (Q).
Let ug be the polynomial of order m — 1 that satisfies

][ Vk(u —ug) =0 forall integers k with 0 <k<m—1.
w

IfF0<0<1,1<g<e, 0<p<Loo,and 0< k< m—1, then

HIT(Q)Vk(u_MQ)HLZ;YSJI(V) <CUe)™ k”l A MHLP("I (3.16)

V)
If in addition p > (d —1)/(d — 1+ 0) and Tt} u =0 along IV NIT(Q) forall 0 <
k <m—1, then we have that

117g) V¥ul | SCUQ)" | Lrg) V"ul 3.17)

b LWy

Proof. We begin with the bound (3.16). Without loss of generality we assume
up = 0. Choose some multiindex y with |y| =k < m— 1, and for any cube R C R~!,
let uyg = fW(R) d"u; notice that uy o = 0. The k = m case is immediate; we will use
induction to generalize to k < m.

Let % = {Q}, and for each j > 0, let &; be the set of open dyadic subcubes of
Q of side length 277¢(Q); then || = 2/@~1) and Upcy,R= Q. Let 4 = U7_(%;. In
particular, if & is asin Lemma3.11 and Q € Z, then G'— {ReZ:RCQ}.

By formula (3.10), for any array of functions H with 17(g)H € L2249V we have
that

pla
@M yoay, ~ 3 (£, 1) et @y
W(R)

ReY

We want to bound 17(g)d”u. Let r=(d —1)/p+1— 6. Because g > 1, we have that
the triangle inequality in L?(W (R)) is valid, and so

rla 1/q P
S (f o) e < 3 (@) )
Re¥ \JW(R) ReY W(R)

By the Poincaré inequality, if ¢(R) < ¢(Q) then

][ \87u—u%R|q<C€(R)q][ \vam\qgce(g)q][ VA |4
W(R) W(R) W(R)
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and so

rla 1/q P
Z(f Wuw) €<R>Pf<2(6<g>(f V"“uq) +uy.,R|) (R
Reg \JW(R) ReY W(R)

If p > 1, then we may apply the triangle inequality in a sequence space to see that

<1(0) (Rg (1 . V"+1u|q)p/qe<R>“) L (Réuwe(m“) "

If 0 < p < 1, then the triangle inequality is not valid; however, we have that (a+b)? <
aP + bP for any positive numbers a and b, and so

r/q
o uld ¢(R)P"
R§{‘¢<]€V(R) ‘ ) ( )
/
<o’y (fy (R)W"“u‘f)p RS PR

Re9 ReY

In the cases p = e and g = o, the above argument must be modified slightly, by using
suprema rather than sums and integrals.
Applying the equivalence of norms (3.18), we have thatif p > 1 then

1/p
117(0)"ull g0y, < CHO)lI 1y vk“uLg‘,,e,q(Vﬁc(zuy,RMR)Pr) (3.19)
Re¥
and if p <1 then

1170 muHLpe,, )<Ce(Q)pH1T(Q)Vk+ll4||€5{’eq( )“‘CREJW rIPL(R)P".
e(
We are working by induction and so may assume E(Q)HIT(Q)VkHuH o) S

Cl(Q)"~ kHlT v u||L,,eq W) Consider the second term. If R € ¢; and 0 <i < j, let

Pi(R) be the unique cube in 4; with R C P;(R). Then

UyRr =UyR —UyQ = Z Uy P(R) — UyPoy(R):
If p<1 then

J
luyr|" < ZI\”%P,-(m —typ (&)
f
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while if 1 < p < oo, then by Holder’s inequality in sequence spaces,
p—1 Y
Juyrl” <377 2wy~ ures |-
i=1
Therefore, if p < oo then
3 iyl (R <C 3 Z 2 Ity =ty P O OR)
Re9 j=li=1Re%;
If R € ¥;, then {(R) =2774(Q), and so
2 luyrPCR)" < CUQY" 3, ¥ 3, Ity — gy P 5™ HO270".
ReY j=li=1Re%;

Notice thatif R € ¢;, then P;i(R) € ¢;. We now wish to sum over S = P;(R) € ¥; rather
than over R € %;. Each such S satisfies S = P,(R) for 21U~ cubes R € ¥;; thus,

2 |u)/7R Pe(R)]W < Cg 2 2 2 ‘u,ys _u)/P |P2 d 1 max(p 10)2 /pr

Re9 j=1i=18€%;

where P(S) is the dyadic parent of S. Recalling that r = (d—1)/p+1— 6, we see
that

2 |M%R PU(R)P" < CU(Q)P" 2 2 2 \Mys — Uy p(s |p2 i(d— I)JmaX(p 1,0)9—j(p—p8)
Re9 j=1i=18€%;

Interchanging the order of summation, we see that

Y luyrlP LR < CLQP Y 27N Juy s —uypis \”Z;"‘“ P~ ip=re),
ReY i=1 Se¥;

Let € = (p—p0)/2,s0 0 <& < p/2. There is some constant C = C(p, ) such that

jmax(0.p=1) < C27€ for all integers j, and so

Y luyrlP LR < CUQ)" Y, Y, [uys — iy psy[P271I7 1+

Re i=15¢%;
=CY 2% Y luys — ity ps)|PUS)”
i=1 Se%;

Again by the Poincaré inequality,

ltty,s — tty prs)| < CE(S)][ V|
W(S)UW (P(S))
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and so
p
S et <cS 2 s wsr(f we)
REY =1  Se% w(s)

But 2€4(S)? < 2P4(S)? = £(Q)", and so

k+1
gy V¥ (= ) | oy, < CEQ) gy V¥ (4= ug) o

By induction, the proof of the bound (3.16) is complete in the case p < oo.
If p = eo, then by the bound (3.19),

H IT(Q)aYM”L:;;S.q < CK(Q) H IT(Q)Vk-’_lM”L:;;S.q(V) + C:‘ég‘u’)/,R|£(R)l_9~

V)

Again by the Poincaré inequality,

supuyg|[¢(R)' % < sup sup £(R)'~° 2‘”)@ —Uypy(R)l
Re¥ >0 Re;
< Csup sup /(R)!™ GZE ][ [VEHLy.
50 REY, W (P (R)UW (P (R))

Butif ¢ > 1 then

V) < CK(S)QAHIT(Q)VHI””L;;M

~7€V(S)UW(P(S)) V)

and so by induction the proof is complete.
Now suppose that Tr} u = 0 for all 0 < k <m— 1. Observe that

’][ V| < ‘][ Vku—fT(Q)Vku + ][ Vu
W(Q) w(0Q) T(Q)

If TrVAu =0 on 9V NAIT(Q), then we may use some form of the standard Poincaré
inequality to control each of the terms on the right-hand side; thus,

'][ V¥u
w(0)

Applying the Poincaré inequality iteratively in 7(Q), if TrV/u =0 for all k¥ < j <
<cuorf v,

m—1, then
‘][ Vu
w(Q) T(0)

Now, recall that ug is the polynomial that satisfies fi, ) V¥ug = fy o) V¥u for

<cuo f v
T(0)

all 0 <k <m—1. We may write up as a polynomial in (x —xg) for some fixed
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xp € W(Q). A straightforward induction argument allows us to control the coefficients
of ug by the averages of V¥u, and thereby to show that

m—1—k
sup[Viug| <C 3 e<Q>f'f V7.
T(Q) j=0 w(Q)

Thus,

sup|Vug| < CE(Q)"* f V74
T(0) T(Q)

and by Lemma 3.11,

sup\V"uQ|<C€(Q)’“ —k—14+6—(d— l/le VmuH

pﬂq
7(0) Las™ (V)

Because p — p6 > 0, we may easily show that
HIT(R)Vk”QHL{,’;,""’(V) < CK(Q)(dil)/preHvk”Q||L°°(T(R))

and so

1) Vol gy, < CUQ™ Mgy V"ul oy

Combining this estimate with the bound (3.16), we see that u = (1 —up) + up must
satisfy the bound (3.17), as desired. [l

We now use this result to establish density of smooth, compactly supported func-
tions in weighted, averaged Sobolev spaces in Lipschitz domains.

THEOREM 3.20. Suppose that 0 < 0 < 1, that 1 < g < o, and that Q is a Lips-
chitz domain.

If 0 < p <o, then {(I)|Q ® € Cy(RY)} is dense in Wn’f’uv’ (Q).

If p=oco and u €W, u?,’q(Q), then there is some sequence of smooth, compactly
supported functions @, such that (G,V"@,)q — (G,V"u)q forall G € L;,’,lfe’q/(Q).

Furthermore, suppose that u € anﬁ;q(Q) with Trfu =0 forany 0<k<m—1,
and that p > (d—1)/(d — 1+ 0). If Q is bounded or a Lipschitz graph domain, then
there is a sequence of functions @,, smooth and compactly supported in Q, such that
Oy — u as anj,?,;q (Q)-functions (if p < o) or weakly (if p = o). If R?\ Q is bounded,
then there is a sequence of compactly supported functions @, such that ¢, — u and
such that each @, satisfies V@, = 0 in a neighborhood of R\ Q.

Proof. Let u € W,ﬁ,’ﬁ;q(g) forsome 0 < p< oo, I<g<ooand 0< O <1. We
will produce smooth, compactly supported functlons that approximate u. The proof
will require several steps.

Step 1. First, we show that # may be approximated by functions defined in Q that
are nonzero only inside some bounded set.

If Q is bounded then u itself is such a function, and so there is nothing to prove.
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Suppose that dQ is compact and  is unbounded. Let ¢ = 1 in B(0,R) and
@r = 0 outside B(0,2R), with |[V¥@g| < CR™* for all 0 < k < m. We consider only R
large enough that R?\ Q C B(0,R/2). Let A be the annulus B(0,2R) \ B(0,R), and let
ug be the polynomial of degree m — 1 so that fA VEu—ug)=0forall 0 <k<m—1.
Then (u — ug)@g is zero outside B(0,2R). By the Poincaré inequality in A and the
norm (1.4) or (2.3)~(2.5), (u— ug)@g lies in W:54(Q). Furthermore, (1t — ug) Qg — u
in W59(Q) as R — oo if p < oo} if p = oo then (G, V"((u—ug)@r))a — (G,V"u)q
whenever G € Li’vl_e’q,(Q) . However, the lower order derivatives of (¢ — ug)@g need
not approach the derivatives of u; in particular, if Tr,i2 u =0, then Trf((u —UR)QR) =
Tr{? ug, not zero.

w(Q)
W(R1) W (Ry)
T(Ry) T(R>)
Q.
Ry R
0

Figure 3.2: The region A(Q) as a union of the regions W(Q), T(R) and W (R).

Finally, we consider the case where Q is a Lipschitz graph domain. Let Q ¢ RY~!
be a cube. Recall the regions 7(Q) and W(Q) defined by formulas (3.5) and (3.6) and
the polynomial up and the grid ¢ defined in Lemma 3.15. Let ¢p be supported in
T(Q) and identically equal to 1 in 7((1/2)Q), where (1/2)Q is the cube (in R?~1)
concentric to Q with half the side length. Let A(Q) = T(Q) \ T((1/2)Q). Notice that

A(Q) =W(Q)UJT(R)UW(R)
R

where the union is over the 47~ — 29! dyadic subcubes R C Q'\ (1/2)Q with /(R) =
£(Q)/4, and where W(R) is a region congruent to T(R) and translated upwards. See
Figure 3.2.

We now bound the lower order derivatives of u —ug in A(Q); this will allow us
to control V" (g (u — ug)) — V"u. We consider the regions W(Q), T(R) and W (R)
separately. We begin with W(Q). Let 0 < k < m. By formula (3.18), and because
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W(Q) CT(Q),

r/q
HIW(Q)Vk(”_”Q)Hzp,e,q(g) ~ 2 (][ IW(Q)Vk(u_uQ)q) g(R)dflﬂ?*pe.
av Rew \JW(R)

Butif R € ¥ and R # Q, then W(Q) and W(R) are disjoint, and so the only nonzero
term on the right-hand side is the term R = Q. Thus,

1y V(4 — ug) I 7000 = VK (= ug) | Laqw )y £(Q) /a4 1r=r8.
By the Poincaré inequality in W(Q),
IV (e — ug) lLaw(0)) < C€(Q) VA (1 — ug) zaw ()
for any integer k such that VA1 € L9(W(Q)), and so by induction, if 0 < k < m then
IV (u— 1) | Laow(0)) < CLQ)™ IV ullaw 0))-
Thus,
[y 0y VE (1 — ug) HLg‘,ﬂ)q(Q) < CE(Q)mfkHVmu\\Lq(W(Q))f(Q)7d/q+d71+p7pe
and a final application of formula (3.18) yields that
|| IW(Q)Vk(u - MQ) ||L5{,0‘q(Q) < CE(Q)m_kH IW(Q)Vmu”LS]e‘I(Q)

< CE(Q)m_kHIA(Q)Vm“HLZ;?J]

(@)’

We now turn to the regions V~V(R) . Let R be one of the dyadic subcubes mentioned
above, and let U = W(Q)UW(R). Let 0 <k <m—1 and let w = u —up. Then by
elementary arguments and the Poincaré inequality in U,

][ka = ‘][ ka—][ Viw| = ‘][ (ka—fUka)‘
U w(Q) U w(Q)

Ul
< Viw — £ Viw| < | ][ Viw — £ Vi
Fya 7= $791 < gy 17— 47

< c][ Vhw— Vi < ce(Q)][ VL),
U U

Now, ||[VAw|| LW (R)) S | VEw|| 4(v)» and by the Poincaré inequality and Holder’s in-
equality,

VWl oy < VW = £, VWl ooy + U["/4]f, Viwl

< CUQ) IV W[ g + |U\1/‘1C€(Q)][ IV ] < ClQ)IVE Wl oy
U
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By induction, and recalling the definitions of w and U, if 0 < k < m — 1 then

IV ( — ug) HLq(W(R)UW(Q)) <L) M|V (u—ug) ||Lq(W(R)uW(Q))~

Let P(R) be the dyadic parent of R. Then P(R) € ¥ and W(R) C W(P(R)). By
formula (3.18), if r = —d/q+d— 1+ p— p0, then

e k(u—uQ)HLpMQ ~ U(P(R))™ |15 Vk(u—uQ)HLq (P(R)))
(R) av ()
=2P"Y(R )P’HVk(u—uQ)||Lq(vT/(R))'

Applying the previous inequality and the fact that ¢(Q) = 2¢(P(R)) = 4¢(R), we have
that

1155 g V¥t — ug) lzroaiq) < CLQ)" V™ (u— o) | v myow o))
S CUP(R))" |14y V" (= ug) || aqw (p(r))
+ClQ)" k+rH1 o)V" (u—uo)l|Law(o))

and a final application of formula (3.18) yields that

1570y V4 = 10) |y < CEO" ML) V"l

Finally, by Lemma 3.15,
k —k
||1T(R)V (l/t— MR)HLZ‘;SJI(Q) < CE(Q)m HIT(R)VmuHLZ‘;SJI(Q)'

We thus must bound up — ug. Let U =W(Q)UW(R)UW (R). Arguing as before, we
have that
194 0y = 194~ ) oy < CEQY™ 9"t 5

and similarly
IV (= ug)ll oy < CUQY™ M IVt

By definition of U, and letting P(R) be the dyadic parent of R as before, we have that
HV’”uHU(ﬁ) < |IV"ullagw o)) + 1Laco) V" ull Laow pry)) + IV utl Lo w (r))-
As usual, by formula (3.18) and because ¢(Q) = 2¢(P(R)) = 4¢(R), we have that
V™ ull zaqw (o)) + Maco) V" ull aw pry)) + I V" ull Laqw(
< Cg(Q)d/q (d— 1) p+p9H1 & MHLpeq(Q)
Thus, if 0 <k <m—1, then

||Vk(uR . MQ) HLq(U) < CE(Q)m_ker/q_(d_l)/p_1+9 HIA(Q)VmuHLg;SJI(Q)'
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But observe that ug and ug are polynomials of degree at most m — 1. Thus, as in the
proof of formula (3.17), we may bound the coefficients of ug — ug, and so we have a
pointwise inequality

94 r = 0) = (@) < Q)" (@)1 P 1 1y, V"u] .

Again as in the proof of formula (3.17), this yields the bound
H IT(R)Vk(MR - MQ) ||L(I:£,9~,q(g) < Ce(Q)mik” IA(Q)Vmu”L(I:Leﬂ(Q)
Combining these estimates, we see that if 0 < k < m, then

11a(g) (VAu = VEug) lp0aq) < Cé(Q)m7k||1A(Q)Vmu||L5&eﬁq(Q)

It is now straightforward to establish that o (1 —ug) — u in W5&9(Q) as Q expands
to all of RY~!.

Notice that if Tr{?u = 0 for all 0 < k <m — 1, then we have that Qou — u as Q
expands to all of R?~!, and so in this case we need not renormalize u.

Step 2. We now show that smooth functions are dense.

Let v € W,ﬁjfv’q(g) be an approximant to u as produced in Step 1, i.e., let v be
zero outside of a bounded set. Let ve = v 1, where 1. = £ 9n(x/€) and where 1
is smooth, nonnegative, supported in B(0,1), and satisfies [ = 1. Observe that v is
smooth in Q. , where

Qe = {x € Q: dist(x,0Q) > 2¢}.

Because {n¢}e~0 is a smooth approximate identity, we have that for any fixed &,
1o;V"ve — 19,V as € — 0" in 1229(Q), either weakly or strongly. Further-
more, if € < §, then 1g,\q; V"ve is controlled by 1g\q ;V"v, and this second quan-
tity approaches zero in LZ;"”f(Q) as & — 01, weakly or strongly; thus, we have that
1o, V™ve — V™y as € — 0T in L5,29(Q).

Now, we must extend v from Q. to all of Q. For ease of visualization, sup-
pose that Q is a Lipschitz graph domain, and let & be a grid of cubes Q C R?!
of side length Ce. For each such Q, observe that in W(Q), we have that |[V"v,| <
Cc fW, |[V™y|, where W/(Q) is a slightly enlarged version of W(Q). We may extend
Ve t0 a smooth function in such a way that |[V"v| < C fW, )|V in all of T(Q).
Then

p/q
/ <][ vaé‘q) dist(x,QQ)Plpedx<C<][N va|) d+p 1-po
7(0) B(x,Q) W(0)

where B(x,Q) = B(x,dist(x,dQ)/2). We may sum to see that
o0 V7vel goaig) < 1wVl 00

where W, is a small region near the boundary, which shrinks away as € — 07. A
similar argument is valid in Lipschitz domains with compact boundary. Thus we may
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extend v to a smooth function in such a way that v¢ — v in Lg;"ﬂ(gz), either weakly
or strongly, as € — 0.

Step 3. We now prove the second part of the theorem, that is, the special results in
the case where Trd"u =0 on dQ forall y<m—1.

If Q is bounded let v = u. If Q is a Lipschitz graph domain let v = u@p for
some large cube Q. In both cases v is compactly supported. If R? \ Q is bounded, let
v = (u—ug)Qg + ug, where R > 0 and where ug is the polynomial of degree m — 1
introduced in Step 1. Notice that in this case v is not compactly supported but that v
equals a polynomial outside of some large ball.

Let ve = v« 1M, as before. Notice that V" (ug * 1) = (V™ug) *ne = 0, and so
if R?\ Q is bounded then v, is equal to a polynomial of degree m — 1 outside of
some ball. Let ¢, be smooth, supported in Qg, and identically equal to 1 in Qyge,
with |VF@.| < Ce ¥ forall 1 < k < m, where K is a large constant depending on the
Lipschitz character of Q.

We wish to show that ve gz — v.

Recall that 1, V"ve — V™v, and so we need only bound 1, V"ve — V" (ve @¢).
Arguing as above, we may see that 1o, V"ve — V"™ve @ — 0 in Lﬁ,"z;,q(Q) or weakly as
€ — 0, and so we need only bound terms of the form Vv,V %@, for m—k > 1.

If Q is a Lipschitz graph domain then by formula (3.10)

p/a
A LS o At i) B
ar " (Q) 0z \YW(Q)

where 2 is a grid of dyadic cubes in RY~!. But V"% ¢, is supported only in Qg \
Qoke, SO

rl/a
Hvk"evmik(PeHip.e.qQ ~ z (][ |VkV£mG(Pe|q> e(Q)d71+p7pe~
ab " () 0ez \JW(Q)

(K/C)e<t(Q)<CKe

Using our bounds on ¢, we see that

pla
79 400l <C 3, (f, - [Vhelr) iyt oot

(0137
(K/C)e<((Q)<CKe

If K is large enough, then as before we may control V¥v, in W(Q) by VAv in W/(Q),
and because Tr,?v =0 forall 0 <k <m— 1, we may control V*v in W/(Q) using
Lemma 3.15; thus

o <C Y o) V™|
ab () 0

(K/C)e<l(Q)<CKe

k m—k P P
||V ng (pé‘HL Lg\,/@,q(g)'

If p < oo then the right-hand side approaches zero as € — 0, and if p = oo it is
bounded for all € (after replacing sums with appropriate suprema). Thus, ve ¢ — v in
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',,’fjfv’q(Q), weakly or strongly, as desired. If dQ is compact, notice that 1o, Vv, —

V™(ve @) = 0 except for a small region near the boundary; working in Lipschitz cylin-

ders and Lipschitz graph domains, as in Definition 2.2, we may show that ve Qs — v,

as desired. (If R?\ Q is bounded then ve@. is not compactly supported; however,

Ve@e = Ve Qe — Ug % Mg as Whe? -functions, and ve@e — ug * 1 is compactly supported
and equal to a polynomial in a neighborhood of dQ, as desired.) [

4. Extensions: Dirichlet boundary data

In this section we will prove the following extension theorem; this will show that
WAL (9Q) C {Tr2_u:u € WES4(Q)}. In Section 5 we will prove the opposite inclu-
sion, showing that these two spaces are equal.

THEOREM 4.1. Suppose that 0 < 0 < 1 and that (d—1)/(d—1+0) < p < os.
Let Q be a Lipschitz domain with connected boundary.
Suppose that ¢ € WAL (9Q). Then there is some ® € W,ﬁjfv’w(Q) such that ¢ =
Tr,%_1 d and such that
19l yp0 o) < ClPlwaz a0)-

In the case p =1 this is true whether we use atoms or the norm (2.9) to character-
ize Bé’l(GQ); that is, if @ lies in the set in formula (2.15) then there is an extension ®
such that both of the bounds

[p(x) — o)l
D . 160 / / do(x)do(y),
Plyga0@ <C [ [ T y|d PO 46 () do(v)

Hq)||Wnl1i2\l°°(Q) < Cinf{zvm 1@ =do+ Y, Aja;, ¢o constant, a; atoms}
' J J

are valid.

As mentioned in Remark 2.13, the m = 1 cases of this theorem and of Theorem 5.1
imply that the atomic characterization and the norm (2.9) are equivalent in the case
p=1.

The remainder of Section 4 will be devoted to a proof of this theorem. We will
follow closely the proof of [29, Proposition 7.3]. The main differences in our case are,
first, that [29, Proposition 7.3] does not discuss the case p < 1, and second, that we
have chosen to work with homogeneous spaces.

Recall Definition 2.14 for WAL (0Q). If p = oo, then every ¢ € WAy (9Q) satis-
fies ¢ = Trs2_ | W for some ¥ with V"~ 1W¥ € C%(Q), while if p < oo then {Tr$ | ¥:
VY € L°(R?), ¥ compactly supported } is dense in WA} (9Q). In either case, we
may consider only arrays ¢ that satisfy ¢ = Trn ¥ for some ¥ such that V"'~ Iy s
Holder continuous up to the boundary.

Let Wy (y) = d"¥(y) for any multiindex y with |y| <m — 1. Define

1
P(x,y) = e W(y) (x—y)ET
Y (x,7) C%%@n_l &= () (x=)
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and let P(x,y) = Py(x,y). Notice that p(x) = Py(x,y) is a Taylor expansion of d"'¥'(x)
around the point x = y; in particular, p(x) is a polynomial in x, and if |y| =m —1 then
Py(x,y) = ¥y(y). Furthermore, 99 Py(x,y) = Py 5(x,y).
Define
o) = [ Kley)Ply)dot)

2Q
forall x € Q, where K(x,y) : Q x dQ — R is a kernel that satisfies the requirements

/ K(x,y)do(y) =1 for all x € Q,
2Q
C
Y Y
|07K (x,y)| < dist(x, 9Q) 1T forallx e Q,ally € dQ, and all y > 0,
K(x,y) =0 whenever |x — y| > 2dist(x, 0Q).

An example of such a kernel K may be found in [29, formula (7.45)].

If Q is a Lipschitz graph domain, let &¢ = & ¢. If JQ is bounded, let 1 be a
smooth cutoff function such that 17(x) = 1 when dist(x,dQ) < rq/2C; and n(x) =
when dist(x,dQ) > rq/C;, where rq is as in Definition 2.2 and where C) is a large
constant to be chosen momentarily. Let P:;, be the polynomial of degree m — 1 that
satisfies

/ (7Ep(x) — I"Py(x)) dx =0
ro/2C) <dist(x,0Q)<rq /C;
forall [y <m—1.Let & = n(g¢—ﬁ¢) +Py.

We will show that the function @ = &¢ satisfies the conditions of Theorem 4.1.
We must, first, bound V" & ¢(x), and, second, show that Trﬁ_1 EQ=¢.

Let x € Q and let o be a multiindex. Then

1500= 3 sy 57 [, 9K (5) 07 Plx)do ().

Observe that if [§] > m —1 then d2P(x,y) = 0, and so we may disregard terms of
higher order. Furthermore, recall that [ K(x,y)do(y) =1 is independent of x, and so
i 0% 9K (x,y)do(y) =0 whenever § < or. Applying these facts, we see that for every
z€0Q,

IEOW = Y g [0 K ) (00P(s) ~02P(r2) do ()

6|<m—1,8<a
+ / K(x,y) 9%P(x.y) do(y).
2Q

From [41, p. 177] we have the formula

93P (x,y) — 9PP(x,) = !

; (C—6),(‘I’¢(y)—Pg(y,Z))(x—y)gfé.
¢26,[q<m1 !
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This formula may also be verified by observing, first, that it is valid if |§| =m — 1, and,
second, that it is valid if x =y for all 0 and that differentiating both sides with respect
to x yields the same formula with |8] increased.

Therefore,

€00 =33 555 S [ etk S -2 (g (3) - By, 2)) o)
(P 5'06 6 X X,y (C 6) ¢ y

+ /a K(0y) 07P(x)do () 42)

where the sums are over all 6 with § < o and |6| <m —1,and overall { with { > &
and || <m—1.

We now show that &¢ € W,,’,”a,, (Q). If dist(x,0Q) > rq/Cy, then V"&¢ =0,
and so we need only consider x € Q with dist(x,dQ) < rq/C).

Let A(x) = dQ N B(x,2dist(x,dQ)). Recall that by assumption, if K(x,y) # 0
then y € A(x). Furthermore, if dist(x,dQ) < rq/C), then o(A(x)) = dist(x, Q)4

If |a| > m, then the second term in formula (4.2) vanishes. Therefore, if z € A(x ),
then we have the bound

V" Ep(x) CZ > / VK () e — [ [ (0) = P (v,2) o (y)
J=0[¢|<m—17AK)

<C Y dist(x,0Q) 4" m+|§‘/ e (y) —Pr(v,2)|do(y).
¢l<m—1

We may average over all z € A(x) to see that

9c () — P (32|
V" Ep(x)| < C .
| o IC\;:;; 1/ / dist(x, 9Q)2(d—1)+m—|¢] o(y)do(z)

If 1 < g < oo, then by Holder’s inequality

m o . (q)
VEEP(x)|? <
‘ ( )| |§\§71 dist(lf, gg)dflerq*qm

// e );’—Zl)‘qdc(y)dg(z). 4.3)

dist(x

We now must bound the quantity [ (y) — Pz (y,2)|.

If [{| =m—1 then Py (y,z) = W¢(z). If |§] <m— 1, recall that p(y) = P¢(y,2) is
the Taylor polynomial for ¥, expanded around the base point y = z. We may thus use
standard error estimates for Taylor polynomials to bound ¥ (y)— Py (1,2).

Recall that dist(x,dQ) < rq/C; . If C; is large enough, then A(x) C dV; for some
Lipschitz graph domain, as in Definition 2.2. Let V; = {(x,7) : 7 > y(x’)} for some
Lipschitz function v, and let z = (7, w(Z')).
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Now, let A(Z,r) be the ball in RY! centered at ' of radius r. Let n be a
Lipschitz function defined on A(Z,r) with 1(z’) = 0, so that we may bound 1 (y') =
Nn(y') —n(z') by an appropriate integral of V7. It is an elementary exercise in multi-
variable calculus to establish that

noHl ., / Vo)l .,
——=—dy <r —dy.
/zm) =2 A 1Y =24t Y

Let ¢ > 1 and let @ be a Lipschitz function defined on A(Z,r) with 6(z') =0. Ap-
plying the previous inequality to the function 1(y’) = [6(y')|9 and using Holder’s in-
equality, we see that

L / VOOl

A |y/_z|d ! A ) ‘y _Z‘d !

Let Az, r) = {(s,w(s)): 5 € A(Z, r)} Let r be small enough that dQNIV; D A(z,r).
We now choose 6(y') =¥ (v, w(y')) = P (¢, w(y')),2). If || <m—2, then 0isa
Lipschitz function, albeit is not smooth. We then have that

/ [Pe(y) = Pe(y,2) |7
A(z,r)

[We(y) — Pe(y,2)|*
d <C(g)r?
et o< Cl) |é%+1/< )

|y — 24! 4o0)

Recall that dist(x,dQ) < rq/Cy . If C; is large enough, we may choose r = dist(x, dQ)
such that A(z,7) D A(x) forall z€ A(x).
By induction, we have that

e c We(y) —Pe(v,2)|

Butif || =m —1 then Pg(y,z) =¥, (z), and so

m [P(y) — ¢(2)|
|V éaﬁo( )N < dlStx aQ d— 1+q/ /zr |y—z|d 1 do(y)do(z) 4.4)

for all x € Q with dist(x,dQ) < rq/C;.

We now wish to bound V& ¢(x) for all x € Q. If Q is a Lipschitz graph domain
orif dist(x,dQ) < rq/2Cy , then V"E¢(x) = V"EP(x), while if dist(x,dQ) > rq/C)
then V& ¢ (x) = 0. We are left with the case x € Q, where

Q= {x:rq/2C; < dist(x,dQ) < rq/C1}.

In this case, the bound (4.4) implies that

" C(q) [p(y) — @(2)|?
V" Ep(x)]? < T /(m/ag = do(y)do(z). (4.5)
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The right-hand side is independent of x. Recalling the definition of &, we have that
V" Ep() cE V"IV () ~ o))

where 7 is a smooth cutoff function and where 134, is a polynomial.
Let Q = {x:rq/2C, <dist(x,dQ) <rq/Ci}. If Cy is large enough, then Q is
connected. If |y| < m— 1, then by definition of Py,

107(6 ¢ (x) = Py(x))| = [97(Ep(x) - ][W (Ep—Py)

< CrQIIVW(g(P ~FPy)

=@
An induction argument yields the bound
V(& p(x) = Pp(0))] S Crey V" EPl| 1y

forany 0 < j <m—1. Applying the bound (4.5) and imposing the bound |Vm=in| <
Cr, ™, we have that

(I C(q) \(p(y) — (P(Z) ‘q
eolt < i [ o S oot

forall x € Q.
Thus, we have that

Clgq
[V E@(x) |7 < W/N /A, %dﬁ( )do(z) (4.6)

forall x € Q. Here A'(x) ={y € dQ: |x—y| < Co dist(x,dQ)} forsome C, sufficiently
large; in particular, we require C; to be large enough that, if dist(x,dQ) > rq/2C), then
dQ=A(x).

By letting A”(x) = {y € 0Q : [x—y| < Csdist(x,0Q)} for some C3 > C, large
enough, we may establish the bound

; C(q) [9(y) — p(2) ]
sup Vméa(qu—_/ / 7_0’0de2.
B(x,dismx,am/z)' | dist(x, 0Q)* 1 Jyri) Jarwy Iy =2l »)de(z)

If p=co, take ¢ = 1. Then ¢ lies in the space C%(9Q) = By (9Q) of Holder
continuous functlons Thus

H(pllgw -2
V&g do
V00 < Gt T e oo, BT 40040

_ Cl9llsz=en)
= dist(x, 0Q) 1
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for all x € Q, and so by the norm (2.5), HV’“é%pHLw‘e‘w(Q) < CH(/')HB;.W(ag) .
If 1 < p <o, then we let g = p and see that

/( esssup |Vm<§qb|p> dist(x, Q)" "% dx
Q “B(x,dist(x,0Q)/2)

p)/g/Au(x) /A”() |4-1 do(y)do(z) dist(x,dQ) 7" “dx.

y—z

Interchanging the order of integration we see that

/( esssup |V’"<§¢|p> dist(x, Q)" 179 dx
Q “B(x,dist(x,0Q)/2)

o) — 92" - —po—d
<C(p d 1 dist(x,0Q) dxdo(y)do(z)
a0 Jog |y—z| )

where A(y,z) = {x€ Q:ye A’(x),z€ A”(x)}. Notice that if x € A(y,z) then
dist(x,0Q) =~ |x — y| ~ |x —z;

thus, it may be readily seen that the inner integral is at most C|y —z| ™79, and so

/( esssup |V'”£<p|1’> dist(x, Q)P 1770 gx
Q B(

B(x,dist(x,0Q)/2)
<C(p / / dG do(z
aalaa [y— Z|d 1+”9 0)do()
as desired.

Finally, suppose that (d —1)/(d—1+4+6) < p < 1. Again take ¢ = 1. Recall
that ¢ = ¥;A;a;, where each a; is an atom supported in B(xj,rj)NdQ, and where
191305 50y =S40 Then

/( esssup |Vm<§qb|p> dist(x, Q)" P% dx
Q “B(x,dist(x,0Q)/2)

<c/ (/A /A \y—z\d 1)‘do( )dc(z))pdist(x,ag)l’—l—l’"—l’ddx.

Butif p <1, then

( L] 90900 41015 )
(/A /A 1> A( ;z, o la,(z))ldc(y)da(z))”
) .;Mj'p </A”(x) /A”(x) %IZZ‘IEZ)' dG(y)dG(Z)) p'
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Now, if ¢; is not identically zero in A”(x), then r;+ Csdist(x,0Q) > |x —x;|, so either
|x —xj| <2rj or |x—x;| = dist(x,dQ). If [x—x;| <2r; and dist(x,dQ) < rq/C;, then
by Definition 2.8,

(oL B8
(dU(/A” /A #dc(y)dﬁ(z))p

<077 dise(x, 9.

In the other case, if 2r; < [x —x;| ~ dist(x,d€Q), then because a; is supported in
B(x,2rj) N dQ we have that

(/AH /A” ajy Z‘jjl Iy (Y)da(z))p
s </B(Xj72’j)ﬁz99 /B(x,n,zrj)maﬂ % 4o0) dG(Z)) p

5. P
ol )
B(xj 2r)noQ J A ()\B(x; 2rj) [Y — 2]

We bound the first integral as before. To bound the second integral, we observe that

K

A"(x)\ B(x;,2rj) € |J B(x;,2" 7)) \ B(x;,2°r;)
k=0

where K = Cln(dist(x,d€2)/r;). Furthermore,
1

_Z‘dfl

/ / do(y)do(z) < Cr;?_1
B(Xj,2rj)ﬁaﬂ aQﬁB(x]‘,zk+lrj)\B()Cj,2krj) |y

and so by Definiton 2.8,

(/AH /A” ajy ijl) (Y)da(z))p

d—1)(p—1)+6 i
< AT (1n(dist(x, 00) /1)) .
Thus,

/( esssup |V'”£<p|1’> dist(x, Q)P 1770 gx
Q “B(x,dist(x,0Q)/2)

<CTAP / PPOP4D dit(x, 0Q)P 170 dx
j \xfx]-\<2rj X
1
e [ QIR ey
j 2rj<|x7xj»| rﬁ. )(1-p)—6
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The first integral converges because p > 0 and 6 < 1, while the second integral con-
verges because p > (d—1)/(d—1+0). Thus

/ (esssup (V'SP dist(x.00) P dx < C YAl
Q “B(x,dist(x,0Q) /2) 7

as desired.
We now need to show that Tr,,_; &¢ = ¢. Recall from formula (4.2) that if |y| =
m— 1, then for all z € dQ and all x € Q sufficiently close to dQ, we have that

IEG(x) = I E ()

= 22555y /W k) B2 ) P o)
] ) (: 5)! ey

+ /8 K(xy) W) do(y)

where the sums are over all § with § <y and |6| <m—1, and overall { with § < §
and |{]| < m— 1. Observe that because Py(y,z) = ¥y(z), we have that

/ K(x,y) ¥y () do(y) = / K(x.y) (¥y(y) — Py(3.2)) do(y)
2Q 2Q
+ / K(x.y) ¥y()do(y)
2Q

and so we may write

500 =33 505 otk T D2 i 3) (1, 2)) o)
o 55 RS e

+ /aQK(x,y) Y, (z)do(y)

where the sums are now over all 6 with 0 < y. Recall that by assumption on K the
second integral is equal to Wy (z); we need only show that as x — z in some sense the
first term vanishes.

Fix some z € dQ. Recall that

Y
Pr(yz)= (yg'z) 85‘1’4(2).
|E[<m—1—|C] )

Let f(r) =W¥¢(z+r(y—2)). Then

m—1-|¢]
lf(j)(()).

Yo () = Pe(y2) = f(1) - S
j=0
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By induction, we may establish that

Y [ ey )
S jgf)j!f (0) /0/0 /0 (fY (ra) = £™(0)) dry .. .dradry.

Notice that this is not quite the standard form of the Taylor remainder of single-variable
calculus. Then for any o > 0,

() = £ 0) < C0) | £ eo(0.1)) < C(0) rly =" V¥l o)

Let n=m—1—|{]. If p=co then by assumption ||V"~"¥|| s ga) < oo, while if p < oo
then by assumption V"W is bounded. In either case, we have that

¥ () = Pe(0n2) < Cly— 2" 2V oy

for 6 = 6 or o =1, and the right-hand side is finite.

Recall that if j > 0, then |ViK(x,y)| < C;dist(x,dQ)! =~/ . Furthermore, recall
that K(x,y) = 0 unless |x—y| < 2dist(x,0Q). Finally, observe that dist(x,dQ) <
|x —z|. Thus,

[ 197 K ) =) P 0) = Pe(02)) [ d05) < CIT™ W17
and so 976 ¢(x) — Wy (z) as [x —z| — 0. This completes the proof.

5. Traces: Dirichlet boundary data

In this section we complete the proof of Theorem 1.5 by proving the following
theorem.

THEOREM 5.1. Suppose that 0 < 0 < 1, that (d—1)/(d—1+0) < p <o, and
that 1 < g < oo. Let Q be a Lipschitz domain with connected boundary.

Then the trace operator Tr,,_; is bounded W,ﬁjfv’q(Q) — WAL (0Q).

If p =1, this is true whether we use atoms or the norm (2.9) to characterize
BYP(0Q); that is,

T2 @(x) — Tr | D(y)]
/ag/ag o — Y|" e do(x)do(y) < Cl[Plyr00q),

inf{Z|7Lj| STER D =¢ —|—27Ljdj, Co constant, a; atoms} < C”d’HW,L:S;"
J j

(©Q)

forall ® € W,}l;ffv"f(Q).

As mentioned in Remark 2.13, the m = 1 cases of this theorem and of Theorem 5.1
imply that the atomic characterization and the norm (2.9) are equivalent in the case
p=1.

The remainder of Section 5 will be devoted to a proof of this theorem.
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5.1. The case p = - of Holder continuous functions

In this section we will prove Theorem 5.1 in the case p = eo.
We must show that if @ € W (Q), then Tr2_| ¢ € WA (9Q) with WAS -norm
controlled by the Wm;,,jq(Q) -norm of ¢. Recall from the definition 2.14 that

WAS(0Q) = {Tr | & : V" 1d e C%(Q)}

and
| Tee Pllywaz 90) = [ Trsy, ?llcoa)-

Thus, to prove Theorem 5.1 in the case p = oo, we must show both that Trfn{l 0]
is Holder continuous, and that there is a function ® = 7 ¢ in C"~19(Q) such that
m I(P Trm lq)

Furthermore, recall that we are using the Sobolev space definition of the trace map.
That is, by Lemma 3.11, if ¢ € W;fv (Q), then @ € WL(V) forany V C Q bounded,
and so we may define Tr® | on W, ’av’q(Q) using its definition on W! ZOC(Q)

Let 8(x) be the adapted distance function introduced in the proof of [16, Theo-
rem 7]. Specifically, if V is a Lipschitz graph domain V = {(x',¢) : ¥’ € R"! ¢ >
y(x)}, let p(x',1) = ct + 6, x w(x), where 6 is smooth, compactly supported, and
integrates to 1, and where 6,(y) =7 (¢~1@(y/r). It is possible to choose ¢ large
enough that d,p(x¥',#) > 1 for all ¥ € R and all + > 0. We let §(x,¢) satisfy
p(x',8(x',t)) = (¥',t). Then & satisfies

8(x) ~ dist(x,0Q) and |V¥§(x)| < Cdist(x,dQ)!* (5.2)

for all 0 <k <m+ 1. Using a partition of unity argument, we may construct a function
0(x) that satisfies the conditions (5.2) in the case where dQ is compact.

Suppose that ¢ € W, L (Q). As in Section 4, let p(x) = P(x,y) be the Taylor
polynomial of ¢ about the point y of order m — 1,

P(xy)= 3 29%0() (r—)%.

[&|<m— IC'

Let n be smooth, radial and compactly supported, with fRd n =1. We will im-
pose further conditions on 1 momentarily. Let K (x,y) = 8(x)~n(8(x)~'(y—x)), so
that fQ x,y)dy =1 foreach x € Q. (We will use this kernel K on Q x Q; this differs
from the kernel of Section 4 inasmuch as that kernel was used on Q x 0Q.)

Define

To(x) = /Q K(x,y) P(x,y) dy.

Then .7 ¢ is locally C"*! in Q. We will show that, if V C Q is a bounded set, then .7
is a bounded operator W, (U) — W, (V) for some bounded set U with V C U C Q. We
will also show that if ¢ is smooth, then V=17 ¢ is continuous up to the boundary and
satisfies V"1 = V" 1. 7¢ on dQ; by the definition of the trace map, this implies
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that Trjy | ¢ = T2 | 7 ¢ for any ¢ € W, ,.(Q). Finally, we will show that if ¢ €

Wi, ;?V’q(Q) then V"~ lﬂ ¢ is Holder continuous in Q, as desired.
Suppose that y is a multiindex with |y| =m — 1 or |y| = m. Then

NTP(x) =Y é'y 3l / 95K (x,y) 07 °P(x,y)dy.

&<y

By definition of P(x,y), we have that

PT00) = ¥ Crec [ GK(x3)9°00) (r—)F dy
<y Q
[Cl<m—1,{>y-¢
for some constants Cy ¢
Leta>0bea number such that K(x,y) (regarded as a function of y) is supported
in B(x,adist(x,dQ)); by choosing 1 appropriately we may make a as small as we
like. Let P.(y) be the polynomial of degree m — 1 such that

/ (950(s) — 9 Bu(y)) dy =0
(x udiﬂt(x BQ))

for any multiindex § with 0 < [{| <m—1.
Then

PToW = Y Cpq [ OK(N)OFO0) B )T Ty
oA
r-{<ES

+ Y e / IEK (x,y) F Pely) (x—y)* ¢ 7 dy
[S]<m—1 Q
7-8<E<y

=1(x)+1I(x).

By definition of K,

IW]< Y Cppdist(x, Q)7 / 95 (0(y) — B(y))] dy.

[§|<m—1 B(x,adist(x,0Q))
r—C<E<y

We may control the integral by the Poincaré inequality, and so

[I(x)| < Cdist(x, Q)" W‘][ V™).
B(x,adist(x,0Q))

In particular, notice that if |y| =m — 1 and ¢ is smooth then I(x) — 0 as x — dQ, and
s0 AV 7 ¢ =1II on Q.



856 A. BARTON

We now consider the second term I7(x). We impose the additional requirement
that [1(y)y*dy =0 forall  with 1 < || < m; this implies that [ K(x,y) p(y)dy =
p(x) for any polynomial of degree at most m. Thus,

= wg,Z Cyee 92 (0P (=) 5 7)|
<m—1
y—E{<ELy

= X m&Ea, 1 (ORI =) )|

I€l<m—1

7=C<E<y
Notice that 8§_a(x - z)‘:+5_7|22x =0 unless o = y— §, in which case it is a constant
depending only on §, & and y. Thus, there is some constant Cy such that

11(x) = G, (27P(2))|

z=x"

If |y| = m then 07P.(z) =0 and so I1(x) = 0. If |y] =m — 1, then

AIP(z) = ][ "¢ andso II(x)= Cy][ 27¢.
B(x,adist(x,0Q)) B(x,adist(x,0Q))

We now claim that C, = 1 whenever |y| = m — 1. This may be most easily seen by
observing that, if ¢(x) is a polynomial of degree m — 1, then P(x,y) = ¢(x) and so
T ¢(x) = ¢(x), and also that P(y) = ¢(y) and so I(x) = 0. In particular, if ¢(x) =x7
then

P'=0%"=9"T¢(x) =1I(x) = CY][ d"y'dy = Cyy!
(x,adist(x,0Q))

andso Cy=1.

By our above bound on I(x), if ¢ €W Q), then

m, loc(

V" 76 ()] <c7i( 7ol

Vm*y(p(x)—][ Vm1¢‘<Cdist(x,aQ)][ V"6
B(x) B(x)

where B(x) = B(x,adist(x,dQ)). Thus, if ¢ is smooth, then V"1 .7 ¢(x) is conti-
nouous up to the boundary and satisfies V"~1.7¢ = V"~ 1¢ on 89 Furthermore,
using a Whitney decomposition, we see that that 7 is bounded on W Q), and so
by density Tr2 | 7¢ =Tr | ¢ forall ¢ e W!, (Q).

We now return to the case of functions ¢ € Wmm’q(Q) . By the definition (1.4) and
by Holder’s inequality, if g > 1 then

m, loc(

m, l oc

V70| < 0,0, dist(x,0Q)0 !
f(x diqt(x7aQ)/2)| (p| H (p”Wmﬁq(Q) ( )
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Thus
V" T Q)] < Cll 0 dist(x,99)°

Using this bound, we may easily show that, if Q is a Lipschitz domain, then V=17 ¢
is Holder continuous in Q with exponent 6 and C?-norm C @l =64/ - Thus,

Q)
12 @ =Tt | 7o lies in the space WA$(9Q), as desired.

5.2. The case p < oo, m =1 of finite p and low order

We now consider traces of functions in W,ﬁ,’ﬁ;q(Q) for p<oo. If Q=R% isa
half-space, then the following trace theorem was established in [12].

THEOREM 5.3. ([12, Theorems 6.3 and 6.9]) Suppose 1 < g <, 0< 0 <1 and
(d—1)/(d—140) < p < eo. Then the trace operator Tr extends to an operator that

is bounded
Te: W/24(RE) v BYP (RO

Observe that we may extend Theorem 5.3 to any Lipschitz graph domain Q =
{(*,1) :t > y(x')} by means of the change of variables (x',7) — («',r — y(x')). To
complete the proof in the case m = 1, we need only extend Theorem 5.3 to Lipschitz
domains with compact boundary.

Let Q be such a domain, and let u € W/, 94(Q). Let {@;} be a set of smooth
functions such that 2", 1@;j=1ina nelghborhood of dQ, where each ¢; is supported
in the ball B(x;, (3/2)rj) where x; and r; are as in Definition 2.2.

By Lemma 3.11, we have that Vu € L'(B(0,R) N Q) for any R > 0. Let ug =
fooTrudo. Let uj(x) = (u(x) —uq)@;(x). Then u(x) = ug + 3 ;u;(x). Notice that
constants have BY” (dQ)-norm zero, and so we may neglect the uq term.

We first show that u; € WPP9(Q). Let V = V; be the Lipschitz graph domain

1,av

of Definition 2.2, and let the tents 7(Q) be as in formula (3.5). Notice that ¢; is
supported in a tent 7(Q;) for some cube Q; with £(Q;) ~ rj. By Lemma 3.15, we

have that @;(u—ug,) € e WP%4(v;), where g, = fy(p ¥ By Lemma 3.11, and by

1,av

boundedness of the trace map from L'(T(Q;)) "W (T(Q;))) to L'(dT(Q;))), we

have that |ug; —uq| < Crgf(dprHVuHL,,xg,q(Q . This implies that [lul| ;64 , <

) lav’ (V/)
C”””W{’ﬁjq(g) .

By Theorem 5.3, Tru; € B4”(9V;). The following lemma will show that Tru; €
BYP(9Q) for each j; this will complete the proof of Theorem 5.1 in the case m =1,

p <o

LEMMA 5.4. Let Q be a Lipschitz domain, V a Lipschitz graph domain, and
suppose that B(xo,2r) NQ = B(x,2r) NV, for some xo € dQ and some r > 0. Let
0<OB<landlet (d—1)/(d—1+0)<p<oo.

If f is supported in B(xo,(3/2)r)N9dQ and f € ByT(dV), then f € BY"(9Q)
with Hf||Bpp 0q) < CHf||Bpp av)- (If p=1 we may use either atomic norms or the
norm (2. 9) )
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Proof. Suppose first that 1 < p < eo. We must bound the norm (2.9). We will
divide JdQ into the two regions dQ N B(xg,2r) and dQ\ B(xg,2r); because the norm

(2.9) involves two integrals over d€Q2, this leaves us with four integrals to bound.
Because dQ N B(xp,2r) = dV NB(xp,2r), we have that

[f(x) = fO)IP
7510 do(y) <C »
/amB(xo,zr) /amB(xogr lx— y|d 1+p6 ®)do() Hf”B’p W)

Because f is supported in B(xo,(3/2)r) C B(xo,2r), we have that

_ 14
/ / V=TI 46 do(y) = 0.
IQ\B(xo.2r) J9Q\B(x.2r) [X — Y[

By symmetry, and because f is supported in B(xo,(3/2)r), we need only bound

/ / VO 5 do(y).
9Q\B(xo.2r) J 90 B(x0,(3/2)r) X — ¥[41TP

We have a bound in V, that is,

LS
WYL y5(x)do(y) < C f
‘/‘9V\B(xo72r) /BQQB(XO 3/2)r) [x— yld—1+po (x)do(y) <C] HBpp vy’

But if y ¢ B(xo,2r) and x € B(xo, (3/2)r), then |x —y| = |xo —y|. Thus

do(y) /
T _ld—1+p0 f)|Pdo(x) < ClflLy
/BV\B(XO,Zr) | — y|d-1+p0 anB(xoar)‘ (x)|Pda(x) <C| ||Blpav

Estimating the first integral, we see that

X |Pdo(x) < CrP® .
/a i VOO SCO N,

Again using the relation |x — y| & |xo — y|, we see that

el )
46 (x)da(y) < C[[f|P -
/89\3()5072, /QQQB(XO (3/2)r) [x —yld-1+p0 (x)do(y) ”fHBZ" @)

Thus, f € B"(0Q), as desired.

If (d—1)/(d—1+6) < p <1, recall that we characterize B)” (dQ) using atoms.
Thus, we may write f = ¥ Ay ax, where a; is a By (dV)-atom and where Y |A|? ~
11122y, - We now must write f as a sum of BLP(0Q)-atoms.

For any function &, let 702" = fB(x0,2r)ﬁ gy hdo. Let @ be a smooth cutoff func-
tion, supported in B(xo,2r) and identically equal to 1 in B(xo,(3/2)r). Then

F=fo=(~FoNe+ o=+ hla—a’™)e.
k
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We claim that f*:* ¢ = A a for some atom a and some A with |4| < CHf||Bgﬁp(am,

and that (a; — azo’zr)qo is a bounded multiple of an atom or sum of two atoms. This
suffices to show that f € B”(9Q).

X()r

We begin with (ax —a”")@. If ry > r, let g = ( Xo0,2r

a, —a,”" )@. By the bound
on Veay, we have that |a; —a*”| < Cry 9=1-(=1/P\ in suppe. Thus, |Vedy| <
Cr,?_l_(d_l)/p. If 6 < 1 then the exponent is negative, and so |V a;| < Cro—1-(@=1/p,
Furthermore, d is supported in B(xo,2r), and so is a constant multiple of a By”(9Q)-
atom.

If rp <r, then |V(g@)| < Cr,?flf(dpr and ag¢ is supported in suppa; N
supp @ C B(xg,ri) N9, and so ax¢ is a multiple of an atom. Furthermore, |a;”” 2r\ <
Crd=HO NP1 and so V(a0 @)| < €O VIR A g p s (@ — 1))
(d =1+ 6), then the exponent of ry is positive and so V(e ¢)| < Cré~1-(d-1/p
Because ¢ is supported in B(xo, 2r), this means that @, 2r
of an atom.

We are left with the term 02" ¢ . We begin by bounding the average value of f.
Observe that

/ (= 722)pldo < la / (=)l do.
(xp,2r)NaV B(x0,2r)N

x02)

¢ is also a bounded multiple

By the above arguments, (a; —
teristic length scale at most r; thus,

/ (= @) pldo < 1O,
B(xp,2r)NoV

¢ is a multiple of an atom (or two) with charac-

If p<1,then
[ = romglde <citei i (s))
(xp,2r)NaV :
and by the definition of the BY”(dV)-norm,

/ |(f = £ @ldo < Cr* O @D £ i .
B(x0,2r)NOV 0
Because f =0 in B(xg,2r) \ B(xo,(3/2)r), we have that

o] |pldo < Cr= O NIPY £l ooy
AVNB(x0,2r)\B(x0,(3/2)r) 0
and estimating the left-hand integral, we see that

O < CrOT DY £ o -

Observe that r9~(¢=D/P¢ is a multiple of a B (dQ)-atom, and so f*-*"¢ = A a for
some By"(9Q)-atom a and some |A| < C”fHBZ”’(aV)’ as desired. [
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5.3. The case p < oo, m > 1 of finite p and high order

To extend to the case m > 1, observe that if u € anﬁjq(Q), then by definition
'u e W{?ﬁ’q(Q) for any y with [y| =m — 1; thus Tr?97u € BL?(9Q).

If g < oo, then by Theorem 3.20, smooth functions are dense in W,ﬁ,’ﬁ;q(Q), and if
¢ is smooth then Tr¥!_| ¢ lies in WA} (9), a closed subspace of (B4 (9€))"; thus,
Tr | u € WAL (0Q) forall u € W,ﬁjfv’q(Q). If ¢ = oo, then by Holder’s inequality, if
= W,ﬁ,’ﬁ;m(Q) then u € W,,’fjfv’l(g) and so Tr,%1 u € WA (9Q). This completes the
proof.

6. Extensions: Neumann boundary data

We have now established that WA} (9Q) = {Tru:u € WE584(Q)}, that is, that the
space of Whitney-Besov arrays is the space of Dirichlet traces of W% (Q)-functions.
We would like to similarly identify the space of Neumann traces Mt = {M$G : G €
1529(Q), div,, G = 0}

In this section we show that, if Q is any Lipschitz domain and if (d —1)/(d — 1+
6) < p < oo, then NAG | (9Q) C 9. We will not be able to prove the reverse inequality

in general, but in Section 7 we will establish that NAL | (9€) = 91 in some special
cases.

THEOREM 6.1. Suppose that 0 < 0 < 1 and that (d—1)/(d—1+60) < p < eo.
Let Q be a Lipschitz domain with connected boundary.

Suppose that ¢ € NAL (0Q). Then there is some G € L22=(Q) such that
div,,G=0 in Q, ¢ = M2 G, and such that

||G||L{I:£,9~,N(Q) < C||8HB§”(BQ)

The remainder of Section 6 will be devoted to a proof of this theorem.

6.1. The case p > 1

Let ¢ € NAp | (09). Observe that by Theorem 5.1 and by the duality characteri-
zation of NA) | (9Q), the operator Ty, given by

E(q)) = <g7Trm—lq)>aga

is a well-defined, bounded linear operator on W,ﬁ:g,},_e’l (Q). We may regard the space

W,f,’:&lv_m (Q) as a closed subspace of (L' ~%'(Q))", where r is the number of mul-
tiindices o with |a| = m. By the Hahn-Banach theorem we may extend T to a lin-
ear operator (of the same norm) on all of (Lgv’1_971(§2))’. Because the dual space to

Lﬁ,’;’l_e’l(Q) is L’a’,’,e"x’(Q), there is some G with

||G||L5{,0‘°°(Q) ~ ||gH(WA11)/79(BQ))* - Hg||NA19)71(BQ)
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that satisfies . .
(GV"F) o =T4(F) = (8, Ttn 1 F),q

forall F € W,ﬁalv e’l(Q). In particular, if Tr,,_; F = 0 then (G,V"F), =0, and so

div,, G = 0. We then have that ¢ = M$ G, as desired.

6.2. The case p < 1

We now turn to the case p < 1; recall that in this case Bj”,(dQ) receives an
atomic characterization. We will use the following two lemmas.

LEMMA 6.2. ([28, Theorem 3.2]) Let Q be bounded C' domain. If 0 < 6 < 1
and (d—1)/(d—14+0) < p < 1, then the Neumann problem for the Laplacian is well
posed in L in the sense that, for every g € Bgfl (0Q), there is a unique function u that
satisfies

: Q
Au=0inQ, My Vu=gondQ, HuHBgfl/P(Q) <Cliglsrr (ag)-

Notice that M? u is a single function rather than an array; if Vu is continuous up to
the boundary then we have an explicit formula M? Vu =v-Vu, where v is the unit
outward normal vector.

The norm ||u|| BIY, (@) is different from the norms we prefer to use in this paper.

However, using the atomic decomposition of BY'?
to establish that if p <1 then

0'1/p (Q) (see [19]), itis straightforward

IVull por o) < Cllullgrr, (@)

Because u is harmonic, we have that HVMHLZ;,"‘”(Q) < C||Vu||L5{’e‘1(Q), and so we may

replace the By, /p(€)-norm in Lemma 6.2 by a W58 (Q) -norm. (If u is harmonic
then the By!, /,(€)-norm is equivalent to the wy 9= (Q)-norm for p > 1 as well; see

[23, Theorem 4.1].)

The second lemma we will require is well known in the theory of second order
divergence form elliptic equations and may be verified using elementary multivariable
calculus.

LEMMA 6.3. Let ¥ : Q — V be any bilipschitz change of variables and let Jy be
the Jacobean matrix, so V(uo W) = JL (Vu)oW. Let A be a matrix-valued function.

Let A be such that
JwAJE = |Jg| (Ao W)

where |Jy| denotes the determinant of the matrix.
Let u€ W (V) and let ¢ € W;>(V). Then

/V@X /V(pAVu
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where it =uoY and ¢ = ¢o¥. In particular, divAVu =0 in V if and only if
divAVi =0 in Q, and the conormal derivative M?AVIZ is zero on some A C 0Q
if and only if MY AVu is zero on ¥(A) C dV.

One may use Lemma 6.3 to relate the conormal derivatives of u# and @ even when
they are not zero.

Let a be a By, (dQ)-atom, supported in the surface ball B(xg,r) N1dQ. Our goal
is to construct the Neumann extension of a. If dQ is compact, then we may assume that
r is small enough that B(xg,4r) C B(x;,2r;) for one of the points x; of Definition 2.2.
Let V =V, be the associated Lipschitz graph domain of Definition 2.2. (If dQ is not
compact then Q is itself a Lipschitz graph domain; let V =€Q.)

It suffices to show that, for all such atoms «, and for all y with |y| =m — 1, there
exists some G € Lg’e’N(Q), with norm at most C, such that div,, G =0 in Q and such
thatif F € W, (Q), then

m,loc
(G,V"F)a = (a,0"F)sq

Now, observe that there is some Lipschitz function y and some coordinate system
such that V = {(/,z) : # > y(x')}. Let U be the Lipschitz cylinder given by

U={(1t):|x¥—xp| <2r,y(X)<t<y)+r}.
Let A=0dV NJU. Notice that a is supported in A, and so we may extend a by zero to
a By? (U )-atom.
Let B be the ball in RY of rgdius r centered at the origin; then there is some
bilipschitz change of variables W : B — U with ||V¥| =+ || V(¥ )|z~ < C, where C
depends only on the Lipschitz character of 2. We may choose ¥ such that A=y! (A)

is a hemisphere. B
Let a be the function defined on dB that satisfies

_o(Y(x)alx)do(x) = [ ¢(x)alx)dx
9B

U

for all smooth, compactly supported test functions @ ; notice a(¥(x)) = d(x) w(x) for
some real-valued function @ that is bounded above and below. In particular, |a(x)| <
Cllal|=(9q) < Cro=1/Pd=1 and [,za(x)do(x) = 0; thus @ is a (bounded multiple of

a) By (9B)-atom.
By Lemma 6.2, we have that there is some harmonic function i with M% Vii = a
on dB; by the remarks following that lemma, we have that Vii € LB “*(B), and s0 by

Lemma 3.11, & € W' (B). Because p < 1 and dist(x, A) > dist(x,dB) for any x € B,
we have that

/ sup [V dist(x, 2)71-0) dx < C|[Vit .- 5, = C.
B B(xdist(x,0B) /2)

Now, we extend 7 to a function defined on all of R? by letting ii(x) = ii(r?|x| > X)
forall x ¢ B. Itis straightforward to establish that # is harmonic away from suppa C A.
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Using Lemma 3.11 and standard pointwise bounds on harmonic functions, we may
show that

/~ sup  |Viil?dist(x, A)? PP ax < C.
B B(x dist(x.A)/2)

Let u(¥(x)) = ii(x). We will construct G from 1y Vu. Thus we must estimate
Vu. Notice that
/ sup  |VulPdist(x,A)P PP dx < C.
U B(x,dist(x,A)/C)

But if x € U then dist(x,A) = dist(x,dQ2) and so

/ sup  1y|VulPdist(x,0Q)P PP dx < C.

Q B(xdist(x,0Q)/C)
10,00

Thus 15 Vu € L7 (Q).
We now consider the Neumann boundary values of u. By Lemma 6.3, there is a

bounded matrix A such that
/V(p-AVu:/~V¢-VzZ
U B

for all smooth, compactly supported functions ¢. But by the definition of conormal
derivative,

/~ Vo-Vi= ¢pado
B JoB
and by definition of &,

N(ﬁddO':/ Qado.
9B U

Recall that we chose a multiindex y with |y| =m— 1. If || = m and o > y, then there
is some coordinate vector &; with 1 <i< d and with oo = y+¢;; let G, = 1y(AVu);.
If || =m and a # 7, let G, =0.

Then for any smooth, compactly supported function F',

<G,V’"F>Q:/1UAVu-VaVF=/A_Vu-VaVF:/ ad'Fdo
Q U U

as desired.
7. Traces: Neumann boundary data
In the previous section, we established that
NAD (9Q) C{MEG: G € L59(Q), div,, G = 0}.

We conclude our study of Dirichlet and Neumann boundary values by establishing that,
in certain special cases, the reverse inclusion is valid. Specifically, we will establish the
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reverse inclusion in the case p > 1 (Theorem 7.1), in the case Q = Ri (Theorem 7.2),
and in the case where m = 1 and Q is a Lipschitz graph domain (Corollary 7.3).

We conjecture that the reverse inclusion is true even in the case m > 2, (d—1)/
(d—1+40) < p <1 and for Q # R% an arbitrary Lipschitz domain with connected
boundary.

THEOREM 7.1. Suppose that 0 < 0 < 1, that 1 < p < oo, and that 1 < q < oo.
Let Q be a Lipschitz domain with connected boundary.

If G € 1329(Q) and div,, G =0 in Q, then MG € NAD_(9Q).

Proof. By Holder’s inequality, Lﬁ;"”(g) c b9t (Q) forany g > 1. Choose some
Gelh?\(Q).

Recall from Remark 2.18 that NAp | (9Q) is the dual space to WA’fLe((?Q).
Let ¢ € WAf/_9(8Q); then by Theorem 4.1 there is some ® € Wn’f:g,},_e’w(Q) with
T &= ¢.

We then have that

<(PaM1(13 G>BQ = <qu)a G>Q g C“qu)||L5£.l—6.w(Q) ||GHLZ{,9’1(Q)

Thus, M$ G € NA) | (9Q) with |[M2G|| NP (00 S C\\G\\Lﬁe,l () 2 desired. O]

THEOREM 7.2. Suppose that 0 < 6 < 1, that (d—1)/(d—1+4+0) <p <1, and
that 1 < g < oo.
I Ge LR and div,yG =0 in RY, then MBS G € NAD_ (R9-1)
av + mY = + m 01 :
Before presenting the (somewhat involved) proof of Theorem 7.2, we will mention

an important corollary in the case m = 1.

COROLLARY 7.3. Let 0, p and q be as in Theorem 7.2. Let
Q={(,1):¥ eR" 1> y(x)}

for some Lipschitz function Y. Suppose that m = 1.
If G e L?(Q) and divG =0 in Q, then M$G € By (99).

Proof. Consider the change of variables W(x',1) = (', + w(x')); observe that
Y(RY) = Q.
Let ¢ be smooth and compactly supported. Define

—

P =(¥(x),  Hx) = V@) lex) 'GP X)) = Je(x) ' G(¥(x))
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where Jy (x) is the Jacobian matrix, so that V@ (x) = Jy(x)T Vo (¥(x)). An elementary
argument in multivariable calculus (compare Lemma 6.3) establishes that

/Vq)-é:/ Vo-H. (7.4)
Q RY

In particular, observe that divH = 0 in R%. Also, dist(x,dR?) ~ dist(‘¥(x),dQ), and
so G € L59(Q) if and only if H € L% 94 “/(R4). Thus, by Theorem 7.2, we have that
M H e BYP (RT).

Furthermore, by formula (7.4), we have that

P(X)MP G(x)do(x) = . o(¥(x))MF* H(x)do(x)
90 ord

and so MRfIt H(x) = M G(¥(x))s(x), where s(x) is the infinitesimal change of area
(essentlally, the Jacoblan determinant of the change of variables V' : QR‘I — Q).
Observe that the atomic definition 2.8 implies that MR+ H e BY? (Rd 1) if and

only if MG € B)” (9Q), as desired. [

Proof of Theorem 7.2. Let ¢ be smooth and compactly supported; for notational
convenience we will also take ¢ real-valued. Let @;(x) = J/ ¢(x,7) | 1o We then have
that

m—1

Trm—l ¢ = Trm—l 2 -_,tj(Pj(x)n(t)
j=07"

where 1 is a smooth cutoff function identically equal to 1 near = 0.
Observe that (V’“(p,G)M depends only on the functions ¢; and on G, and so

there exist functions M jG such that

m—1 m—1

<Vm§0»G.>Ri = Z (9;,M;G) oRd = = <a¢{(P7MjG>aRi'

J=0 J=0
Notice that {M; G'}’"_l is not equal to our Neumann trace ME% G but is closely
related. In particular, observe that each M; G is a well-defined function but that MR+ G
is an equivalence class of functions. We w111 first bound M; G foreach0<j<m—1,
and then use M;G to construct a representative of MR+ G that lies in By (Rd .
Fix some j with 0 < j <m — 1. We will use Daubechies wavelets to show that
M,G € By (R?-1). The homogeneous Daubechies wavelets were constructed in

0+j—m
[17 Section 4] We will need the following properties.

LEMMA 7.5. For any integer N > 0 there exist real functions y and ¢ defined
on R that satisfy the following properties.

k k
o |Ly(x)| <CIN), [£Zo(x)| <C(N) forall k<N,
e y and @ are supported in the interval (—C(N),1+C(N)),
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o [o(x)dx#0, [py(x)dx= [pxby(x)dx=0 forall 0<k<N.

Furthermore, suppose we let Wi (x) = 212y (2ix —m) and @;m(x) = 220(2ix —m).
Then { Wi, :i,m € Z} is an orthonormal basis for L*(R), and if iy is an integer then
{@Qigm :m €LY U{Wip:m € L,i > iy} is also an orthonormal basis for L*(R).

The functions ¢ and y are often referred to as a scaling function and a wavelet,
or as a father wavelet and a mother wavelet.

We may produce an orthonormal basis of L?(RY~!) from these wavelets by con-
sidering the 297! — 1 functions W!(x) = 11 (x1) M2 (x2) ... Ny_1(x4_1 ), where for each
i we have that either n;(x) = @(x) or n;(x) = y(x), and where 1y (x) = y(x) for at
least one k. Let W/, = 2/¢=1/298(2x —m); then {W!, : 1<¢<21 —1,i€Z,me
7'} is an orthonormal basis for Lz(Rd . Notice that we may instead index the
wavelets ¥/, by dyadic cubes Q, with W}, =¥, if 0 = {27/ (y+m):y€[0,1]"'}.

We then have that ‘P/Q has the following properties:
° ‘{’[Q is supported in CQ,
o |0PW(x)] < C(N)e(Q)~ =121l whenever |B] <N,
. fRd,lxﬁ‘P[Q(x) dx =0 whenever |B| <N.

Because {W},} is an orthonormal basis of L?(R?"!), we have thatif f € L*(R?"!)

then
24-1_1

‘ ‘
f(x) :% /21 (fs Wo)gra-1¥o(x). (7.6)
By [26, Theorem 4.2], if f € BY”(RY~1) for some 0 < p < oo and some —o0 < G < oo,
the decomposition (7.6) is still valid. Furthermore, we have the inequality

2d-1_1

”fo;QP(Rd 1 CZ z falPQ Rd— l‘l’g( ) D{=p/2)-po, (1.7)

The reverse inequality is also proven in [26, Theorem 4.2]; however, we will only use
the direction stated above. Thus, to bound M;G, we need only analyze (M G, "P(Q>Rd—l .

Let @(x,t) = ‘P[Q(x)%tjn(t). Then by definition of M;G,
(¥, M;G)pa1 = (V"9,G)ga
We choose the smooth cutoff function 1 in the definition of ¢ so that n(¢) =1 if
1 <£(Q) and n(r) =0 if r > 2¢(Q), with the usual bounds on the derivatives of 17. We

then have that

(V"9 Gy = HZ e %I N (1) Wh(x)) G (x.1) dxdr.
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Because 1 and Y. are compactly supported, we have that
0 pactly supp
1 20

<V QDGR(J— Z

9%(t/ (1) W (x)) G (x,1)dxdt.
o] =m JtJo co

Applying our bounds on the derivatives of ‘{’é and 7, we see that

(V"9,G)ga < CE(Q)412 / / G, dr.

Thus, by the bound (7.7),

2011
Cz 2 ‘PQ,M G ga1 |74(Q yd=D=-p/2)=po

<cguge (75 )

Recalling Lemma 3.11, we set 6 = 6 4 j —m, so that

20(Q) p
GlIP )—pb ;
HMJGHBZ,:) (Ri-1) CEE ~p)-p (/0 /CQG|)

which by Lemma 3.11 is at most CHGH”M1

||M GHBPP R4— 1

(®4)"

We have now bounded M;G. We wish to show that some representative of MR+ G
liesin B? (RY71).

Recall from [43, Section 5.2.3] that the partial derivative operator 9% is a bounded
operator from B5"(R?™!) to BY” " (R4=1), and that the Laplace operator —A is a

bounded operator By (RY~1) — B2P, (R?~!) with a bounded inverse. Let
gj = (=AY MG

then g; € By”;,, ,(R*""). For each multiindex v, let ¥ = (¥,7.), where y| is a

multiindex in (No)¢~! and where y, = ; is an integer. For each y with |y =m—1,

define ( : Y
m—1—=vy):
7;81/“(%@

8y =
Y-
Then g, € BY” (R?~1). Now,
<TYR 19,8) oRL = 2 a7l @y, (x) gy(x) dx.
[Yi=m—1 /R

We integrate by parts to see that

A 08hong = % 0" [0 (907 gy(w)dx

[yl=m—1
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‘We have that

A. BARTON
k!
—'82”\ = Ak,
Iy 1= I°

Applying this formula and using the definition of gy, we see that

m—1

. d . 1
<Tf§i1¢,g>am = @y, (x) (A" Mgy (x)dx
ly =0/ R

m—1

= ‘ 2|4 Rd-1 Py, (X)MYLG(X) dx
7L1=0

m—1

= Z <(PjanG.>]Rd*1 = <Vm(P7G>R‘i
=0

Thus, ¢ is a representative of M G, and g € Bj”| (R?"!), as desired. O
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