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Abstract. In this paper, we compute the norms of summability and Hausdorff mean matrices on
difference sequence space bv, . Moreover, as an application, we derive the main result of [5].

1. Introduction

The idea of difference sequence spaces was introduced by Kizmaz [4]. The back-

ward difference matrix A = (8;) and its inverse A~ = (51'71{1 ) are
1 k=] i
) 10<k<
) _ 1 _ SLEYE
5/J< = lLk=j ) L and 6/'7" { 0 otherwise.
0 otherwise,

The difference sequence space bv,, associated with matrix A is

bvp=4q x=(x,) : 2|xn—xn_1|p<oo , (1< p <o),
n=1
with norm
1
oo p
||beVp = Z X —xp1]”
n=1

Recall the Hausdorff matrix H* = (h;x), that has entries of the form:
iy = (1) Jo 6%(1—8)/*ap(e) 0<k<j,
" 0 k>,

Mathematics subject classification (2010): 26D15, 40C05, 40G05, 47B37.
Keywords and phrases: Matrix operator, norm, Hausdorff matrix, difference sequence space.

© MY, Zagreb 983

Paper MIA-22-66


http://dx.doi.org/10.7153/mia-2019-22-66

984 H. ROOPAEI

where [ is a probability measure on [0, 1]. The Hausdorff matrix contains some fa-
mous classes of matrices. These classes are as follows:

i) Choice du(0) = a(1 —6)*"1d6 gives the Cesaro matrix of order o;

ii) Choice du(6) = 060%"'d0 gives the Gamma matrix of order «;

iii) Choice du(8) = “01%?0‘:;71 d gives the Holder matrix of order o;

iv) Choice du(60) = point evaluationat 6 = o, gives the Euler matrix of order o.

S~~~ o~

By letting du(0) = (1 —0)*7'd0, du(8) = a6* 'd6 and du(0) = point
evaluation at O = o in the definition of the Hausdorff matrix, the Cesaro matrix of
order o, C* = (c%,), the Gamma matrix of order o, I' = (77} ) and the Euler matrix

of order o, (0 < o < 1), E* = (e,;) are

(14
Lk ) og<k< i
=1 gy OSESS
otherwise,
(%)
< 0<k<,
Y=g ) USES
0 otherwise,
and
o~ Defl—a)t 0<k<,
7k 0 otherwise,
respectively.

Let T be an operator. Throughout this paper, ||T||, denotes the norm of 7" as an
operator from [, to itself, and ||T[;,, the norm as an operator from bv), to itself. In
this study, we investigate ||T'||,, for summability and Hausdorff mean operators.

The problem of finding the norm of matrix operators on the sequence space [,
have been studied extensively by many mathematicians and abundant literature exists on
the topic. Although topological properties and inclusion relations of bv,, have largely
been explored [1], computing the norm of matrix operators on this space has not been
investigated to date, except Lashkaripour and Fathi [5]. They only obtained the norm
of weighted mean matrix in special case. More recently, the authors investigated this
problem for the sequence space [,(w,A) and [,(A"), [2, 6].

2. Norms of summability and Hausdorff mean matrices on bv,

In this section, we investigate the norm of well-known operators, Cesaro, Gamma
and Euler, from bv, into bv,. In so doing, the following lemma and the Schur’s theo-
rem are needed.

LEMMA 2.1. Let T be a matrix and U = ATA™'. If U is a bounded operator on
Iy, then T is a bounded operator on bv, and

1T llov, = U 1-
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Proof. The map x — Ax is an isomorphism between bv, and [, spaces. Now
since

Tel, _ AT, ATA A, 0]

xebv,, ” Hbvp x€bv, HAXHP XEbv, ”Ax”p yElp, H ”p

1T llov, = =Ullp,

hence we have the desired result. [
The following theorem is known as Schur’s theorem.

THEOREM 2.2. [3, theorem 275] Let p > 1 and T = (t,,x) be a matrix operator
with t, 1 = 0 for all m,k. Suppose that K, R are two strictly positive numbers such
that

Z tmx <K forallk, Ztmk <R forallm,

(bounds for column and row sums respectively). Then
T, < RP=D/pgl/p.

We say that T = (1, ) is a lower triangular, if 7, x = 0 for k > n. A non-negative
lower triangular matrix is called a summability matrix if Y} _,#,x = 1 for all n.

THEOREM 2.3. Suppose that T = (t,.x) is a summability matrix with decreasing
rni(T) = lezo tn,j respect to n for each k. Let R, =Y} _o(k+ 1)t . If Ry —R,—1 <M
forall n, then T is a bounded operator on bv, and

1-1
||T||pr <M r

In particular, for M = 1, we have ||T||p,, = 1.

Proof. By applying lemma 2.1, we have |[T||s,, = [|U||,, where U = ATA™".
If $=TA!, by assuming S = (s;;) and U = (u; ;), we have s;j = Z};:j tix. Since
Si_otix =1, wehave s;;=1—r; ;1 and u; ; = (AS); j = s;j — si_1,;, which is non-
negative by the hypothesis. Thus

k

k
Zuu—zsz/—sz‘fw):% Dii=tjt+-+ux<l (k=0,1,--),
i=j i=j

hence ¥~ u; ; < 1. Also

Esn.’j— ZZan— 2 k+l)lnk—R
=0 k=0

J=0k=j

and

n

o n
2 2 2 Sn,j = Sn— 1] =Rn—Rp—1.

1
Since R, — R,—1 < M, Schur’s theorem implies that || T||;,vp < M7 . For the case
M =1, letting x = (1,1,---) we have Tx = x, and therefore || T/, =1. [



986 H. ROOPAEI

THEOREM 2.4. The Hausdorff operator H" is a bounded operator on bv, and

[E* [y, = 1.

Proof. Consider the Euler matrix E9. Let 1, 4(0) = r,, 4 (E?) = Z];:o e j(0). Us-
ing Pascal’s identity, one finds easily that e, x(60) = (1 —0)e, +(0)+ e, x—1(6), and
hence 7,41 4(0) = r,x(0) — Oe, 1(0), which shows that r,;(0) is decreasing. Now,
consider a general Hausdorff matrix H* , with k), = fol €,%(0)d(0). Then

k

rg (HY) = 2 ,”_/lrnk (6)du(6).

Since 7, x(0) decreases with n, so does r, x(H"). Also, according to theorem 2.3
n n 1
= (k4 D)hyy = 2(k+1)/ (n)(l—e)"kekdu(e)
k=0 0 \k

_ /O > () — )" *0kau(e)

o 2 (Z)u —0)"*6*du(0)

0 =0
- n/le 2 (”_ l)(1 —0)"*e*lau(6) +1
0o ZS\k-1
1
=n/ 0du(0)+1,
hence
Ru—Ry_ 1_/ 0y (6 /du 0

COROLLARY 2.5. The Cesaro, Gamma, Holder and Euler matrices of order .
are bounded operators on bv, and

1C¥ v, = IT*[lev, = IH 6w, = I1E* |5y, = 1.
COROLLARY 2.6. Let H* and H" be two Hausdorf{f operators. Then we have
[EHEHY gy, = [H* v, | H" (|, -
Proof. According to theorem 2.4
[EHEEY ([, < H v, |1H |y, =1

Now, since the product of two summability matrices is a summability matrix, hence we
have the desired result. [
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In the last part of this study, we derive the main result of [5] as an application of
theorem 2.3. In so doing, we need the definition of weighted mean matrices.

Suppose that a = (a j)T:o is a non-negative sequence with ap >0 and A; = ag +
ai+---+a;. The weighted mean matrix M, = (a;) is a lower triangular matrix which
is defined as

ajr = X_ljogkgj’
. 0 otherwise.

THEOREM 2.7. ([5, theorem 2.1]) Suppose that a, < ma, for all r < n. Then
Mallpy, < m'=V? In particular; the norms equals 1 when p =1 (for any m) and
when (a,) is decreasing (for any p).

Proof. Here tj; = fx_];-’ which decreases with j, and R, = S, /A,, where S, =
ZZ:I(k"' l)ak- Writing Sp=8u-1+ (n+ l)am

SpAp—1—Sp—14, = [Snfl + (n + l)an]Anfl - Snfl(Anfl +an) < (n + l)anAnfh

hence R, —R,—1 < (n+ 1)a,/A,. Under the hypothesis of [5], this is not greater
than m which completes the proof. [
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