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NONLINEAR ANTI-COMMUTING MAPS OF
STRICTLY TRIANGULAR MATRIX LIE ALGEBRAS

ZHENGXIN CHEN

(Communicated by C.-K. Li)

Abstract. Let N(F) be the Lie algebra consisting of all strictly upper triangular (n x (n+
1) matrices over a field F. A map ¢ on N(F) is called to be anti-commuting if ),y =
—[x,9(y)] for any x,y € N(F). We show that for n >4, a nonlinear map ¢ : N(F) — N(F) is

anti-commuting if and only if there exist b,b;,b € F and a nonlinear function f: N(F) — F
such that @ = ad (bE»,) + y,g" ) + /J,(lz)

by
map, u;EZ n+1) u’El 2)

+1)
lo(x

+ @y, where ad (bEy,) is an inner anti-commuting

are extremal anti-commuting maps, @y is a central anti-commuting map.

1. Introduction
Let 7 be an associative ring. A map ¢ : &/ — </ is called commuting if
o(x)x =x@(x) for all x € &. (1.1)

Let us denote the commutator or the Lie product of the elements x,y € &7 by [x,y] =
xy —yx. Accordingly (1.1) will be written as [@(x),x] = 0. The identity mapping
and zero mapping are two classical examples of commuting maps. The principal task
when treating a commuting map is to describe its form. Linear commuting maps are
closely related to biderivations. Usually we consider commuting maps imposed with
some restrictions, such as additive commuting maps, commuting traces, commuting
automorphisms, commuting derivations, et al. See [1, 2, 5, 6, 7, 8, 13, 14, 16, 17, 18,
23, 28]. We encourage the reader to read the well-written survey paper [4], in which
the author presented the development of the theory of commuting mappings and their
applications in details. Similarly, commuting maps on Lie algebras are defined. Let g
be a Lie algebra with Lie product [—,—] over a field F. A map ¢ : g — g is said to be
commuting if [¢(x),x] = 0 for all x € g. If the characteristic is not equal to 2, a linear
map @ : g — g is commuting if and only if [@(x),y] = [x,@(y)] for all x,y € g. In
[25], the authors determined the biderivations of parabolic subalgebras of finite dimen-
sional simple Lie algebras. So their linear commuting maps are scalar multiplication
maps. In [10,23], the authors proved that any biderivation of an infinite dimensional
Schrodinger-Virasoro Lie algebra or a simple generalized Witt algebra is inner, and so
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their linear commuting maps are completely determined. In [12], the authors deter-
mined the commuting automorphisms and commuting derivations of certain nilpotent
Lie algebras over commutative rings. In particular, the commuting automorphisms and
commuting derivations of nilradicals of finite dimensional complex simple Lie algebras
are completely determined.

In recent years, more and more mathematicians are interested in discussing the
nonlinear maps that preserving some property concerning Lie product (for, e.g., [9, 11,
15,19, 20, 21, 22, 26]). In this paper, we define a nonlinear map similar to a commuting
map on a Lie algebra g. A (may be nonlinear) map ¢ : g — g on a Lie algebra g over
a field F is said to be anti-commuting if [@(x),y] = —[x,@(y)] for all x,y € g. In
fact, if ¢ is linear, ¢ is a special product zero derivation of g defined in [27]. If the
characteristic of F is equal to 2, an anti-commuting map is also a commuting map.
In [3], the author determined the linear commuting maps over the ring of strictly upper
triangular matrices. In this paper we will determine the nonlinear anti-commuting maps
on the Lie algebra consisting of all strictly upper triangular matrices. Let ' be an
arbitrary field with the characteristic char (F) # 2. Let N(F) be the linear space of the
(n+ 1) x (n+ 1) strictly upper triangular matrices. Denote by E the identity matrix in
N(F) and by E;; the matrix with sole non-zero element 1 in the (i, j) position. Then
{Ejj|]1 <i< j<n+1} is the canonical basis of N(F).

Set

Ne={XeNF)X= Y xijEj},k=1,2,-- n.
j—izk

Then Nj, are Lie ideals of the F-algebra N(F), 1 <k < n. Let
Z(N(F)) = {x € N(F)|x,y] = 0 for any y € N(F)}

be the center of N(F). Then Z(N(F)) = N, =FE| »41. Itis easy to see that [Ny, N;| C
Niyi -

2. Certain standard nonlinear anti-commuting maps

We denote a nonlinear anti-commuting map by AC. It is easy to see that a sum
of ACs is still a AC. In this section, we construct certain ACs, which will be used to
describe nonlinear anti-commuting maps.

LEMMA 2.1. Let beF, X = S xijEijEN(IF).

1<i<j<n+1

(1) The inner derivation ad (bEy,) : N(F) — N(IF) defined by
(ad (bE2))(X) = [DE2n, X]

forany X € N(F) is a linear AC.

(2) The map ”}512) :N(F) — N(F) defined by [.1}512) (X) = bx12E2 1 is a linear
AC.

(3) The map ,LLIS"’"H) :N(F) — N(F) defined by ,LLIS"’"H)(X) = bxyp+1E1n is a
linear AC.
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Proof. (1) It is easy to see that ad (bEy,) is linear. For any X,Y € N(F),
[(ad (bE2))(X), Y]+ (X, (ad (DE2a))(Y)] = [[bE2n, X, Y]+ (X, [bE2n, Y] = [bEon, [X, Y]]
Since [X,Y] =XY —YX € N,, then we may assume that

XY -YX = 2 aijEij7aij cF.
Jj—iz2

Then (b3, (X.Y)| = 5 albEa By = 0. Thus [(ad (bE2,))(X).¥]+

l

[X, (ad (bE2,))(Y)] = O So ad (bE,,) isa AC.
(2) It is easy to see that [.1,5 2 is linear. Let

X = z x,,E,J,Y— 2 y,'jE,'j.
1<i<j<n+1 I<i<j<n+1

Then [M;En)(X)7Y] = [bx12E2 n1,Y] = —bx12y12E1 pt 1, [X7#;§12)(Y)] =[X,by12E2 nt1]

= bx12y12E1 nt1, 50 [u,ﬁm (X),Y] = —[X»M;Elz)(y)]-
(3) The proof is similar to thatin (2). [

Next we name certain standard ACs.

(A) Inner AC.

For b € IF, the map ad (bE»,) : N(F) — N(FF) defined in Lemma 2.1(1) is called
an inner AC.

(B) Extremal AC.
For beF, ,ulsm, ,ulgn’"H) defined in Lemma 2.1(2)(3) are called extremal ACs.

(C) Central AC.

Let f:N(F) — T be a nonlinear function. We define a nonlinear map ¢ : N(F) —
N(F) by ¢¢(X) = f(X)E1 p+1. Since Z(N(F)) = FE| 541, it is easy to see that ¢y is
anti-commuting. We call ¢y a central AC. Note that ¢y may be nonlinear.

3. Some lemmas about anti-commuting maps on N(F)

Let ¢ be a nonlinear anti-commuting map on N(F).
Assume that

n
Eii+1) EEa,l jjr1mod Ny for 1<i<n.

Then ¢ determines a matrix

aiy ap -+ dip
azy ax -+ Ay

Adnl Ap2 " dpp
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LEMMA 3.1. Let ¢ be a AC, n>3. If i,j,r €{1,2,---,n}, |i—j| >1 and
|r—i|=1, then a,; =0.

Proof. Consider the following equality

[©(Eiit1),Ejjr1] = —[Eiir1, 0(Ejj11)]- (3.1)

The coefficient of E; ;4> on the left-hand side of the equality (3.1) is 0. Since |r—i| =
1,then r=i+4+1ori—1. If r=1i+1 (respectively, r =i — 1), the coefficient of
E;_1,i41 on the right-hand side of the equality (3.1) is —a,; (respectively, a,;). Thus
arj = 0. O

LEMMA 3.2. Let ¢ bea AC, n > 3. If i,s € {1,2,---,n}, i #s, then a5 = 0.

Proof. We prove it in the following cases.

Case 1 |i—s|=1.

Since n > 3, we can choose 7 € {1,2,---,n} such that 7 #i or s, and |t —i| = 1
or [r—s|=1.

Case 1.1 |t —s|=1.

Assume that s = 1. Then |t —s| = 1 implies that 7 =2, and |i—s| = 1 also implies
that i=2. So t =1, a contradiction. Thus s > 1,andsot=s—1,i=s+1ort=s+1,
i=s—1.

Case 1.1.1 t=s5s—1,i=s+1.

Consider the following equality

[(p(E.Y+l,.Y+2)7ES71,S} = _[E.Y+l,.v+2a(p(Es71,s)}~ (32)

The coefficient of Es_j .1 on the left side of the equality (3.2) is —a, 11, and the
coefficient of E_; ;1 on the hand side of the equality (3.2)is 0. Thus a1 =0, i.e.,
[ 0.

Case 1.1.2 t=s+1,i=s—1.

Consider the following equality

[(P (E.\'f 1 ,.\') y E.\'+ 1 ,.\'+2} = - [E.\'f 1s: @ (E.\'Jr 1 ,.\'+2)} . (3 3)

The coefficient of Ey > on the left side of the equality (3.3) is a,_1, and the co-
efficient of Ej ., on the hand side of the equality (3.3) is 0. Thus a,,—1 =0, ie.,
dgi = 0.

Case 2 |i—s|>1.

Case 2.1 |i—s|>2.

If s> 1,then |(s—1)—i|>1and [s—(s—1)| =, then a5 =0 by Lemma 3.1. If
s =1, then i > 3. Comparing the coefficients of E}3 on the both sides of the following
equality

[0(E3), Eiiv1] = —[E23, @(Eiir1)],

we have a; =0, 1.e., a;; =0.
Case 2.2 |i—s|=2.
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In this case, s =i+ 2 or i —2. Assume that s =i+ 2. Comparing the coefficients
of E;y1,4+3 on the both sides of the following equality

[@(Eiit1),Eiv1i42] = —[Eiit1, @(Eir1,i42)],

we have a;17; =0, 1i.e., ag = 0. Similarly, for s =i —2, comparing the coefficients of
E;_»; on the both sides of the following equality

[Q(Ei-1,),Eii+1] = —|Ei-1i, @(Eii+1)],
we have a;_»;=0,ie., a;=0. 0O
In the following, we always assume that n > 4.
LEMMA 3.3. Let ¢ be a AC. Then A(@) =0.

Proof. For any i =1,2,---,n— 1, comparing the coefficients of E;; i, on the
both sides of the equality [Q(E;j+1),Eir1,i+2] = —[Eii+1,9(Eitr1,i+2)], we have a;; =
—Qi11i41- 50 A1) = —Ap = a3z = -+ = (—l)nflann. In particular,

ap] = —aq.

Comparing the coefficients of Ej4 on the both sides of the equality [@(E|2),E24] =
—[E12,0(Ea4)], we can see that the coefficient of Eyq in ¢(Ep4) is —aj; . On the other
hand, comparing the coefficients of E»s on the both sides of the equality [@(E»4), E4s5] =
—[E24, ©(E4s)], we can see that the coefficient of Eyq in @(E»4) iS —asq. Thus

ap = asa,

and so a;; =0 by char (F) # 2. Thus a;; =0 forany i € {1,2,---,n}. By Lemma 3.2,
for any i # s, as;; = 0. Therefore, A(¢) =0. O

LEMMA 3 .4. If(p is a AC, (p(EiJJrl) ENy, 1 <i<n,then (p(E,'Jur]) EN,_1 for
any i € {1,2,---,n}.

Proof. We will prove that @(E; ;1) € Ny for 1 <i<n,2<k<n—1.We prove
it by induction on k. By conditions, it holds for k =2. Assume that @(E; ;) € Ny for
1<i<n,2<k<n—2. Set

n—k+1
k .
P(Eij1)= Y, ajl.)EjJJrk mod Ny, 1,1 <i<n.
j=1
We will prove that ay;)
Case 1 j+k<n.
Case 1.1 j#iori—k.
Consider the equality

=0 forany j€{1,2,---,n—k+ 1} in the following cases.

(O(Eiix1),Ejsk jrir1]) = —[Eijiv 1, Q(Ejrk jris1)]- (3.4)
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Then the coefficient of Ej j . on the left-hand side of the equality (3.4) is a;; ®) Since
J # i or i—k, then the coefficient of E; ;1 on the right-hand side of the equality
; (k) _
(34)is 0. So a;;” =0.
Case 1.2 j=i=1.
Consider the equality

[0(E12), Exv1x12] = —[E12, (B 1.442)]- (3.5)

By computations, the coefficient of Ej ;> on the left-hand (respectively, right-hand)

side of the equality (3.5) is agkl) (respectively, —aé’f,){ 41)- So agﬁ) = ag ,){ 41+ By the

conditions 2 # 1 +k or (k+ 1) —k and 24k < n, then agflzﬂ =0 by Case 1.1. So
a(lkl) =0,i.e., a%) =0.

Case 1.3 j=i>2.

Consider the equality

(@0(Eiiv1),Ei-1] = —[Eiir1, 0(Ei-1,)]- (3.6)

By computations, the coefﬁcient of E;_1 4« on the left-hand (respectively, right-hand)
side of the equality (3.6) is —a (respectlvely, 0). Then a( ) = =0,1ie., a(,»]f) =0.
Case 1.4 j=i—k=1. ‘

In this case, i =k+1 € {3,4,---,n—1}. Consider the following equality

[Q(Eii1),Eiiv2] = —[Eiit1,0(Ejiv2)]- (3.7)

Comparing the coefficient of Ej ;1> on the both sides of the equality (3.7), we know
that o =0, i.e., o) = 0.

Case 1.5 j= i—k>=2.

Consider the equality

(Q(Ei—i—1,—k)Eiiv1] = —[Eimk—1,i—k> @(Eiiv1)]- (3:8)

By computations, the coefficient of E;_;_ ; on the left-hand (respectively, right-hand)

side of the equality (3.8) is O (respectively, —al kl) Then a(k)k =0,i.e., a( ) =0.

Case2 j+k=n+1.

In this case, j =n—k+ 1> 3. We will prove that a%-c) = aflk_)kﬂj =0.
Case 2.1 i#n—korn. '
By the equality
[Q(Eiiv1), En—tcn—t+1) = —[Eiji+1, 0 (En—tn—i+1)], (3.9)
we have the coefﬁcient of E,_gn+1 on the left-hand (respectively, right-hand) side of
the equality (3.9)is a,’ ®) k1 (respectively, 0), then a,(l ) ki1 =0-

Case 2.2 i=n—k.
In this case, i > 2. Consider the equality

[Q(Eiir1),Ei—1iv1] = —[Eiis1, @(Ei—1,i+1)]- (3.10)
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Comparing the coefficient of E;_1 ,41 on the both sides of the equality (3.10), we know

that ¢V, =0, ie., ', =0.
Case 2.3 i=n.

By the equality

[Q(Ennt1)sEn—kn—i+1] = —[Enn+1, @(Ep—tn—i+1)], (3.11)

we have the coefficient of E,_;,,; on the left-hand (respectively, right-hand) side of
(k) (k) (k) __ (k)

the equality (3.11) is —a, i (respectively, a,”’, . .), then Ay pitin =~ i
By Case 1.3, ", =0, where n—k>2.S0a",,, =0,ie,a",. =0 O

LEMMA 3.5. Let ¢ be a AC. If ¢(Ejjr1) € Ny, 1 <i<n, then ¢(E;jir) €N,
forany 2 <k<n—1,1<i<n+1—k.

Proof. Fixake{2,3,---,n—1}and i€ {1,2,---,n+1—k}. Set

(P(Ei,iJrk) = 2 bpquqa

1<p<g<n+1

where b,, € F for any 1 < p <g<n+1. At first we will prove that if (p,q) #
(I,n+1), by, =0. We prove it in the following cases.

Case 1 g<n.

By conditions,

[Q(Eiisk),Eqq+1) = —[Eiitks P(Eqq+1)] = 0. (3.12)

The coefficient of £, ;11 of the left-hand side of the equality (3.12) is b, then by, =
0.

Case 2 g=n+1.

In this case, p # 1 or n+ 1. By conditions,

(Q(Eijrk),Ep—1p) = —[Eijrks @(Ep—1,)] = 0. (3.13)

The coefficient of £}, | ;11 of the left-hand side of the equality (3.13)is —b,, 11, then
bpni1=0,1e., by, =0.

Thus @(E;;1x) =0 mod N,, i.e., @(E;;1x) € N, forany 2 <k<n—1and 1 <
i<n+l1—k. 0O

LEMMA 3.6. Let ¢ be a AC. If @(Ejit1) € Ny—1, 1 <i< n, then there exist
b,by,by € F and a nonlinear map f: N(F) — F with such that

nn+1 12
¢ = ad (bEs) + " + 1! + gy
Proof. Set

1 —1 .
(P(Ei,i+l):a§r; )E1n+ag )Ez,n+1+a§?>El,n+1,1<l<n-
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Assume that 2 <i < n— 1. By the equality

[(P(Ei,i-&-l)aEn,n-&-l} = _[Ei,i+17(p(En,n+l)}' (220)
we have the coefficient of Ej ,,1 on the left-hand (respectively, right-hand) side of the
equality (2.20) is a(lri'_l) (respectively, 0), then a(l'i'_l) = 0. By the equality

[@(Eiit1),Er2] = —[Eiiv1,0(E12)), (2.21)

we have the coefficient of E} 41 on the left-hand (respectively, right-hand) side of the

equality (2.21) is —agl (respectively, 0), then ag: V=o.

Assume that i = 1. By the equality

[(P(E12)7En,n+l} = —[E12, (P(En,nJrl)}v

we have the coefﬁcient of Ey,+1 onthe left hand (respectively, right-hand) side of the

above equality is a\" ") (respectively, —al" "), then a!" ™" = —a{""" S0

0(Epn) = aﬁ’}’”Eln + aé’f”Ez,nH + aﬁ'?El,Hh

(P(Ei,i+l) = agr;)El,n+l72 g i < n— la

Q(Epni1) = aﬁ’ff”Eln - a(ﬁ_l)Ez,nH + a(lr,lz)El,nJrL

Set

b= —agrrl).

By computations, (ad (—bE,)+¢)(E12)) = aé’ifl)Ez’,,H +a§';)E1’,,+1 ,and (ad (—bEyy,)

+¢)(Ennt1)) = angl)Eln +a(1r,?E1,n+1, (ad (=bE3,) + @) (Eiiy1)) = aﬁ?)El,nH, 2<
i<n—1.Set
by = ag_l)7b2 = a&’;_l).
Then (') +n"""V +ad (~bEx) + @) (Eiis1) = alVEr i, 1 <i<n. By Lemma
n,n+1
U+ 1Y+ ad (<bE2) + ) (Eij) € Mo
and so for any X € N(F), [([,L(bl)-l-u(nbzﬂ)—i—ad (=bExy)+9)(X),Eij| = —[X,(;,LEI;I)-F

u"" Y 1 ad (~bEsy) + ) (E;j)] = 0. Thus

3.5, forany 1 <i<j<n+1,wehave (u

W+ 1" 4 ad (~bEy,) + 9)(X) € Z(N(F)),

and so there exists an element cy € F such that (u" h) + ;,L(nan) +ad (—bEy,) +

©)(X) =cxE n+1. So we can define a nonlinear map f : N(F) — F by f(X) = cx for

any X € N(F). Therefore ,LL( b) + Il(n;,ZH) +ad (—bEz,) 4+ ¢ = @ by definitions, and

SO @ = —u&bl)—u(nnH)—i—adbEzn—i—qof—u,gl )+u,§;'"+l)+ad bEy, +o@p. O
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4. The main theorem about anti-commuting maps

THEOREM 4.1. Let ¢ be a nonlinear map on N(F), which is the Lie algebra
consisting of all strictly upper (n+ 1) x (n+ 1) matrices, n > 4. Then @ is anti-

commuting if and only if there exist b,by,b, € F and a nonlinear function f:N(F) —F

such that @ = ué}z) - u,ij’"“) +ad (bE>) + ¢y

Proof. The sufficiency of the theorem is obvious.

Assume that Q(E;;11) = ¥ ajiEj j; 1 mod No, 1 <i<n, and A(Q) = (aj)nxn-
j=1
Then by Lemma 3.3, A(¢) =0, and so @(E;;+1) € N2, 1 <i<n. By Lemma 3.4,
Q(Eiit1) € Ny—1, 1 <i<n.ByLemma 3.6, the necessity of the theorem holds. [

COROLLARY 4.2. Let ¢ be a linear map on N(F), n > 4. Then ¢ is anti-

commuting if and only if there exist b,by,by € F and a linear function f:N(F) — F

such that ¢ = ué}z) + u,ij’"“) +ad (bEay) + ¢f.

Proof. By Lemma 2.1, ,ulgiz), /,LISZ’"H),ad (bE,,) are linear. It is easy to see that

f is linear if and only if ¢y is linear. Then the corollary follows from the above main
theorem. [J
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