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QUANTIZATION OF A0(K)–SPACES
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Abstract. Let (V,{‖.‖n},{Mn(V )+}) be a C∗ -ordered operator space and Qn(V) be the quasi-
state space of Mn(V ). We show that every C ∗ -ordered operator space V is complete isomet-
rically, completely isomorphic to {A0(Qn(V),Mn(V ∗))} . Motivated by this result we study
matricial convexity property. We introduce a notion of an L1 -matrix convex set {Kn} in a ∗ -
locally convex space X . We show that every quantized function space {A0(Kn,Mn(X))} is a
C∗ -ordered operator space. Further, we generalize the notion of regular embedding of a compact
convex set to L1 -regular embedding of an L1 -matrix convex set. We show that if a L1 -matricial
convex set is L1 -regular embed and L1 -matricial cap, then A0(Kn,Mn(V)) is an abstract opera-
tor system.

1. Introduction

Convexity is an important aspect of Functional Analysis. In particular, compact
convex sets are building blocks for many important branches. For example, Kadison’s
affine functional representation of the self-adjoint part of operator systems and Choquet
theory primarily based on the properties of compact convex sets. For references, see
[1, 8].

Let K be a compact and convex set in a locally convex space X and let A(K)
denote the space of all real valued continuous affine functions on K . Then A(K) is an
order unit space. In 1951, Kadison observed that the self-adjoint part of an operator
system R in a C∗ -algebra A is order isomorphic to A(R(A )) , where R(A ) is the
state space of R defined by R(A ) := { f ∈ R∗ : f (a) � 0 ∀a ∈ R+, f (1) = 1}. [8]. A
non-unital version of an order unit space is known as approximate order unit space. In
1968, Asimov [2] introduced the notion of a ‘universal cap’ K in a locally convex space
X and showed the following: Let (V,V ∗‖.‖) be an ordered Banach space. Then V is
an approximate order unit space if and only if there exists a universal cap K in a locally
convex space X such that V is order isomorphic to A0(K) (see [16, Theorem 9.15].
We note that if K is universal cap, then A0(K) is an order unit space if and only if K
is regularly embedded in a locally convex space X (see Section 4 for the definition of
regular embedding). In this article we develop a quantized version of this theory.

Operator spaces may be seen as a quantization of Banach spaces. (See [7] for
more details and references therein.) A quantization of A(K) appeared in the work of
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Webster and Winkler [13] where they showed a quantized version of the Krein-Milman
theorem for matrix convex set. Our aim in this paper is to present a quantization of
A0(K) to give affine representation for non unital matrix ordered operator spaces. For
this purpose, we introduce a notion of an L1 -matrix convex set. This notion is more
general than that of a universal cap.

In 2010, the second named author characterized a set of order theoretic conditions
on a matrix ordered operator space which are both necessary as well as sufficient to
order embed the space (completely isometrically, completely order isomorphic) into a
suitable C∗ -algebra. These spaces were introduced as C∗ -ordered operator spaces (cf.
[9]). It is worth to note that every abstract operator system is a C∗ -ordered operator
space. Thus C∗ -ordered operator space are non unital analogue of operator systems.

The plan of this paper as follows: In the second section, we show that a C∗ -ordered
operator space (V,{Mn(V )+},{‖ ·‖n}) has a quantized affine functional representation
on {Qn(V )} (see Theorem 2.6). Here Qn(V ) is the quasi-state space of Mn(V ) in
the matrix duality. Following this result, we deduce some important order theoretic
properties of {Qn(V )}. In the third section, we introduce a new notion a lead point of
a compact convex set. Note that all extreme points of a compact convex sets are the
lead points. Using the concept of lead points, we introduce a notion of an L1 -matrix
convex set in a ∗ -locally convex space X . We show that if (V,{Mn(V )+},{‖.‖n}) is
a C∗ -ordered operator space, then {Qn(V )} is an L1 -matrix convex set (see Remark
3.4). As a main result in this section, we show that if {Kn} is an L1 -matrix convex set
in a ∗ -locally convex space X , then {A0(Kn,Mn(X))} is a C∗ -ordered operator space
(see Theorem 3.5). In the last section, we discuss certain extra conditions on L1 -matrix
convex set under which {A0(Kn,Mn(X))} is an abstract operator system. We generalize
the notion of regular embedding of a compact convex set to L1 -regular embedding of
an L1 -matrix convex set. We introduce the notion of L1 -matricial extending the notion
of universal cap (see [2]). We show that if {Kn} is a L1 -regular embedding and L1 -
matricial cap in X , then {A0(Kn,Mn(X))} is an abstract operator system (see Theorem
4.4).

2. Preliminaries and correlation result for C∗ -ordered operator spaces

Let V be a ∗ -vector space. Then Mn(V ) is also a ∗ -vector space with [vi, j]∗ =
[v∗j,i]. Now, V is called a matrix ordered space if there is a sequence {Mn(V )+} of
cones with Mn(V )+ ⊆ Mn(V )sa such that for each γ ∈ Mm,n , we have

γ∗Mm(V )+γ ⊆ Mn(V )+.

In 1977, Choi and Effros [3] observed the following: if (V,{Mn(V )+}) is a matrix
ordered space, then its matrix dual (V ∗,Mn(V ∗)+) is also a matrix ordered space, where

Mn(V ∗)+ = { f ∈ Mn(V ∗)sa : f (v) � 0 ∀v ∈ Mn(V )+}. (1)

An abstract operator system (V,{Mn(V )+},e) is a triple, where (V,{Mn(V )+}) is a
matrix ordered space and e ∈V+ is an order unit in V+ such that V+ ∩−(V+) = {0}
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and en is Archimedean in Mn(V )+ for each n. An element e ∈ V+ is called an order
unit if v ∈Vsa , there exists a λ ∈ R+ such that λe± v � 0 in V.

THEOREM 2.1. ([3]) Let (V,{Mn(V ∗)+},e) be an abstract operator system. Then
there exists complete order isomorphism ϕ from V into B(H) for some Hilbert space
H.

An L∞ -matricially normed space (V,{‖ · ‖n}) is a complex vector space V together
with a sequence {‖ · ‖n} of matrix norms, where ‖ · ‖n is a norm on Mn(V ) for each n
such that:

1. ‖v⊕w‖n+m = max{‖v‖n,‖w‖m};
2. ‖αvβ‖n � ‖α‖‖v‖n‖β‖.

THEOREM 2.2. [12] Let (V,{‖.‖n}) be an L∞ -matricially normed space. Then
there exists complete isometry ϕ : V → B(H) for some Hilbert space H.

Note that a closed subspace of B(H) is called as a concrete operator space and an L∞ -
matricially normed space is called as an abstract operator space. An L1 -matricially
normed space is a pair (V,{‖ ·‖n}) , where V is a complex vector space, and ‖ ·‖n is a
norm on Mn(V ) for each n such that:

1. ‖v⊕w‖n+m = ‖v‖n +‖w‖m;

2. ‖αvβ‖n � ‖α‖‖v‖n‖β‖.
In 1988, Ruan showed that if V is an L∞ -matricially normed space, then its matricial
dual V ∗ is an L1 -matricially normed space under the scalar pairing

〈[vi, j], [ fi, j]〉(= [ fi, j]([vi, j])) =
n

∑
i, j=1

fi, j(vi, j). (2)

We refer [12] to see more details. Celebrated Ruan representation Theorem 2.2 paved
a new way to visualize the subspaces of B(H) in the more abstract setting in which
underlying Hilbert is not necessary.

It is well known that completely positive maps between C∗ -algebras (abstract op-
erator systems) play crucial role to study non-commutative dynamics and quantum
probability (quantum information theorem). Since every C∗ -algebras (operator sys-
tems) is matrix ordered space, thus completely positive maps are defined between C∗ -
algebras (operator systems).

After Ruan’s representation of abstract operator spaces (L∞ -matricially norm spa-
ces) as subspaces of C∗ -algebras, it was natural to study matrix ordered space and
operator space together. We refer [14, 15] to see matrix ordered operator space. To
study order embedding properties of matrix ordered operator space in C∗ -algebras,
the second named author obtained certain extra conditions on matrix ordered operator
space (see [9] for details and references therein). Such matrix ordered operator space is
known as C∗ -ordered operator space.
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DEFINITION 2.3. [9] A C∗ -ordered operator space is a triple (V,{Mn(V )+},{‖ ·
‖n}) , where (V,{Mn(V )+}) is a matrix ordered space and (V,{‖ · ‖n}) is an L∞ -
matricially normed space, and V+ is proper such that for each n ∈ N the following
conditions hold:

1. ∗ is an isometry on Mn(V );

2. Mn(V )+ is closed;

3. ‖ f‖n � max{‖g‖n,‖h‖n}, whenever f � g � h with f ,g,h ∈ Mn(V )sa.

Every operator system is a C∗ -ordered space. Now, we describe the concrete represen-
tation theorem for C∗ -ordered operator space.

THEOREM 2.4. ([9]) Let (V,{‖.‖n}) be a self-adjoint abstract operator space.
Then there exist a completely isometrical, completely order isomorphism ϕ form V
into A for some C∗ -algebra A if and only if V is a C∗ -ordered operator space.

One may treat above theorem as a non unital analogue of Choi and Effros’s theorem (see
[3] for more details). Let V be a C∗ -ordered operator space. Then its matricial dual
V ∗ is a matrix ordered space such that L1 -matricially normed space with a complete
isometric involution. We put

Qn(V ) = { f ∈ Mn(V ∗) : f � 0,‖ f‖n � 1}.
We call Qn(V ) as the quasi state of Mn(V ). It is easy to see that Qn(V ) is a compact
convex set with respect to w∗ -topology. Now we prove our first result.

LEMMA 2.5. Mn(V ∗)sa∩Mn(V ∗)1 = co(Qn(V )∪−Qn(V )).

Proof. Let f ∈ Mn(V ∗)sa. Then by [10, Theorem 2.2], there are g,h ∈ Mn(V ∗)+

such that f = g− h and ‖ f‖n = ‖g‖n + ‖h‖n . Put g1 =
( ‖ f‖
‖g‖
)

g and h1 =
( ‖ f‖
‖h‖
)

h

(excluding the trivial cases, when either f = 0 or g = 0). Then ‖ f‖ = ‖g1‖ = ‖h1‖
and f is a convex combination of g1 and −h1 . Therefore Mn(V ∗)sa ∩Mn(V )1 ⊆
co(Qn(V )∪−Qn(V )). Since ±Qn(V ) ⊆ Mn(V ∗)sa ∩Mn(V )1 and Mn(V ∗)sa ∩Mn(V )1

is convex, we have co(Qn(V )∪−Qn(V )) ⊆ Mn(V ∗)sa∩Mn(V )1.
In next theorem, we show that every C∗ -ordered operator space has a matricial affine
representation.

THEOREM 2.6. Let (V,{Mn(V )+},{‖·‖n}) be a C∗ -ordered operator space. For
v ∈ V , define v̌ : V ∗ → C given by v̌( f ) = f (v) ( f ∈ V ∗ ) and set v̌|Q(V ) = v̂ . Then
v̂ : Q1(V )→C is an affine, w∗ -continuous map with v̂(0) = 0 such that v̌ is the unique
extension of v̂ to V ∗ as a w∗ -continuous linear functional. We write, A0(Q1(V ),V ∗)
for the space of all w∗ -continuous affine mappings from Q1(V ) → C vanishing at 0
and having a unique w∗ -continuous linear extension to V ∗ . Thus v → v̂ determines
a surjective ∗ -isomorphism Γ : V → A0(Q1(V ),V ∗) . We can transport a matrix order
and a matrix norm on it so that it becomes a C∗ -ordered operator space and Γ turns
out to be a complete isometric, complete order isomorphism.
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Proof. Note that v̌ is the unique extension of v̂ on V ∗ as a w∗ -continuous linear
functional for V ∗+ = ∪k∈NkQ1(V ) and V ∗+ spans V ∗ . Further, we note that v → v̂
determines a linear ∗ -isomorphism from Γ : V → A0(Q1(V ),V ∗) . Also, as w∗ -dual
of V ∗ is identified with V , we may conclude that Γ is surjective. For v ∈ V , set
(v̌)∗ = ˇ(v∗) so that

(v̌)∗( f ) = f (v∗) = f ∗(v) = v̌( f ∗)

for all f ∈ V ∗ . In particular for v ∈ Vsa and f ∈ V ∗
sa, (v̌)∗( f ) = v̌( f ) ∈ R . Similarly,

if v ∈ V+ and f ∈V ∗+, then v̌( f ) � 0. In fact, as v ∈V+ if and only if f (v) � 0 for
every f ∈ Q(V ) , we may conclude that

Γ(V+) = {φ ∈ A0(Q1(V ),V ∗)sa : φ( f ) � 0 ∀ f ∈ Q1(V )}
:= A0(Q1(V ),V ∗)+.

In other words, Γ is an order isomorphism. Now using matrix duality, we may further
conclude that

Γn : Mn(V ) → A0(Qn(V ),Mn(V ∗))

given by
Γn([vi, j]) = [ ˆvi, j], [vi, j] ∈ Mn(V )

is a surjective order isomorphism for each n∈N . Now, if we identify A0(Qn(V ),Mn(V ∗))
with Mn(A0(Q1(V ),V ∗)) for each n ∈ N , then Γ : V → A0(Q1(V ),V ∗) is a surjective
order isomorphism.

Next, we describe a norm on A0(Qn(V ),Mn(V ∗)) . Let F ∈ A0(Qn(V ),Mn(V ∗)).
Then there is a unique v ∈ Mn(V ) such that F = Γn(v) = v̂. We define

‖F‖∞,n = sup

{∣∣∣∣[ 0 v̂
v̂∗ 0

]
( f )
∣∣∣∣ : f ∈ Q2n(V )

}
. (3)

As v ∈ Mn(V ), we have

[
0 v
v∗ 0

]
∈ M2n(V )sa. Since ∗ is isometry in V , using Lemma

2.5, we have∣∣∣∣∣∣∣∣[ 0 v
v∗ 0

]∣∣∣∣∣∣∣∣
n

= sup

{∣∣∣∣[ 0 v̂
v̂∗ 0

]
( f )
∣∣∣∣ : f ∈ M2n(V ∗)sa∩Mn(V ∗)1

}
= sup

{∣∣∣∣[ 0 v̂
v̂∗ 0

]
( f )
∣∣∣∣ : f ∈ Qn(V )

}
.

Also as ∗ is isometry and {‖ · ‖n} is an L∞ -matrix norm, we have ‖v‖n =
∥∥∥∥[ 0 v

v∗ 0

]∥∥∥∥
2n

so that ‖v‖n = ‖v̂‖∞,n.
We notice that affine representation of a C∗ -ordered operator space V depends

on the quasi state space Qn(V ). In what follows, we isolate some properties of Qn(V )
so as to prove a converse of Theorem 2.6. Let W be a complex vector space. Then
a collection {Kn} and Kn ⊆ Mn(W ) is called a matrix convex set if ∑k

i=1 γ∗i wiγi ∈ Km

whenever wi ∈ Mni(W ) and γi ∈ Mni,m(1 � i � k) satisfy ∑k
i=1 γ∗i γi = Im (cf. [13]).
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It is well know that if V is an abstract operator space, then {Mn(V )1} is a matrix
convex set. Here Mn(V )1 := {v ∈ Mn(V ) : ‖v‖n � 1} . Further, if V is a C∗ -ordered
operator space, then {Mn(V )+1 } is a matrix convex set. However, {Qn(V )} is not a
matrix convex set. To see this, let f ∈ Q(V ) with ‖ f‖ = 1. Then ‖ f ⊕ f‖2 = 2 so
that f ⊕ f /∈ Q2(V ). Since in a matrix convex set {Kn}, we have K1 ⊕K1 ⊆ K2 . Thus
{Qn(V )} is not a matrix convex set. Nevertheless, it has some interesting properties
which we illustrate in the following result. Put Sn(V ) = { f ∈ Qn(V ) : ‖ f‖n = 1}.

PROPOSITION 2.7. Let V be a C∗ -ordered operator space and let f ∈ Qm+n(V )

so that f =
[

f11 f12

f ∗12 f22

]
for some f11 ∈ Mm(V ∗)+ , f22 ∈ Mn(V ∗)+ and f12 ∈ Mm,n(V ∗) .

Then we have the following:

1. f11 ∈ Qm(V ) and f22 ∈ Qm(V ) .

2.

[
f11 eiθ f12

e−iθ f ∗12 f22

]
∈ Qm+n(V ) for any θ ∈ R.

3.

∣∣∣∣∣∣∣∣[ 0 f12

f ∗12 0

]∣∣∣∣∣∣∣∣
m+n

�
∣∣∣∣∣∣∣∣[ f11 f12

f ∗12 f22

]∣∣∣∣∣∣∣∣
m+n

,

∣∣∣∣∣∣∣∣[ f11 0
0 f22

]∣∣∣∣∣∣∣∣
m+n

�
∣∣∣∣∣∣∣∣[ f11 f12

f ∗12 f22

]∣∣∣∣∣∣∣∣
m+n

.

4. If m = n, then f12 + f ∗12 ∈ co(Qn(V )∪−Qn(V )).

5. Let f ∈ Qn(V ) and let γi ∈ Mn,ni such that ∑k
i=1 γiγ∗i � In . Then ⊕k

i=1γ∗i f γi ∈
Q∑k

i=1 ni
(V ).

6. Let f ∈ Qm+n(V ) with f =
[

f11 f12

f ∗12 f22

]
so that f11 ∈ Qm(V ), f22 ∈ Qn(V ) and

f12 ∈ Mn(V ) and let f11 = α1 f̂11, f22 = α22 f̂22 with f̂11 ∈ Sm(V ), f̂22 ∈ Sn(V ).
Then α1 + α2 � 1.

Proof. We know that if α ∈Mm,n and f ∈Mn(V ∗) , then ‖α fα∗‖m � ‖α‖2‖ f‖n [12].
Also, if f ∈ Mn(V ∗)+, then α fα∗ ∈ Mm(V ∗)+ [3, Lemma 4.2]. Using these ar-
gument, we can prove (1) and (2) if we choose α =

[
Im 0m,n

]
, α =

[
0n,m In

]
and

α =
[
eiθ Im 0

0 In

]
respectively. In particular,

∥∥∥∥[ f11 ± f12

± f ∗12 f22

]∥∥∥∥
m+n

� 1. Thus as

2

[
f11 0
0 f22

]
=
[

f11 f12

f ∗12 f22

]
+
[

f11 − f12

− f ∗12 f22

]
and

2

[
0 f12

f ∗12 0

]
=
[

f11 f12

f ∗12 f22

]
−
[

f11 − f12

− f ∗12 f22

]
,

(3) follows from the triangle inequality of a norm. Next, as∥∥∥∥[ f ∗12 0
0 f12

]∥∥∥∥
2n

=
∥∥∥∥[0 In

In 0

][
0 f12

f ∗12 0

]∥∥∥∥
2n

�
∥∥∥∥[ 0 f12

f ∗12 0

]∥∥∥∥
2n

� 1,
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we have

‖ f12 + f ∗12‖n � ‖ f ∗12‖n +‖ f12‖n �
∥∥∥∥[ f ∗12 0

0 f12

]∥∥∥∥
2n

� 1.

Since f12+ f ∗12 ∈Mn(V ∗)sa, by Lemma 2.5, we may conclude that f12+ f ∗12 ∈ co(Qn(V )
∪−Qn(V )).

(4) As f ∈ Qn(V ) ⊂ Mn(V ∗)+ , and γi ∈ Mn,ni , we have γ∗i f γi ∈ Mni(V
∗)+ for

1 � i � k . Thus ⊕k
i=1γ∗i f γi ∈ M∑k

i=1 ni
(V ∗)+ . We show that ‖⊕k

i=1 γ∗i f γi‖ � 1. Let

v ∈ (M∑k
i=1 ni

(V )sa)1 , say v = [vi, j] where vi, j ∈ Mni,n j (V ) and v∗i, j = v j,i,1 � i, j � k .
Then

|〈⊕k
i=1γ∗i f γi,v〉| = |

n

∑
i=1

〈γ∗i f γi,vii〉|

= |
n

∑
i=1

〈 f ,γ∗ti vi,iγ∗i 〉|

� ‖
k

∑
i=1

γ∗ti vi,iγt
i ‖ for f ∈ Qn(V ).

Since ∑k
i=1 γiγ∗i � In , we have∥∥∥∥∥ k

∑
i=1

γ∗ti γt
i

∥∥∥∥∥=

∥∥∥∥∥
(

k

∑
i=1

γiγ∗i

)t∥∥∥∥∥=

∥∥∥∥∥ k

∑
i=1

γiγ∗i

∥∥∥∥∥� 1.

Thus ∑i γ∗ti γt
i � In . Since ‖vi,i‖ni � ‖v‖∑k

i=1 ni
� 1 for 1 � i � k and since {(Mn(V )sa)1}

is a matrix convex set, we find that ‖∑k
i=1 γ∗ti vi,iγt

i ‖ � 1. Thus ‖⊕k
i=1 γ∗i f γi‖ � 1 so

that ⊕k
i=1γ∗i f γi ∈ Q∑k

i=1 ni
(V ) .

(5) Let f =
[

f11 f12

F12 f22

]
∈ Qm+n(V ). Then by (3) , f11 ∈ Mm(V ∗)+ and f22 ∈

Mn(V ∗)+ and we have ‖ f11‖m + ‖ f22‖n � 1. Find f̂11 ∈ Sm(V ), f̂22 ∈ Sn(V ) such
that f11 = ‖ f11‖m f̂11 and f22 = ‖ f22‖n f̂22. This completes the proof.

3. L1 -matrix convex sets and quantized A0(K) space

3.1. L1 -matrix convex sets

Now, we introduce a new kind of matricial convexity.

DEFINITION 3.1. Let K be a compact convex set in a locally convex set V such
that 0∈ ext(K). An element k ∈K is called a lead point of K (k ∈ lead(K)) if k = αk1

for some k1 ∈ K with α ∈ [0,1], then α = 1.

We observe that ext(K)\ {0} ⊆ lead(K).

PROPOSITION 3.2. For each k ∈ K \ {0}. There is a unique α ∈ (0,1] and k1 ∈
lead(K) such that k = αk1.
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Proof. Without any loss of generality, we may assume that k ∈ K \ lead(K). Then
by the definition of lead, there is an α ∈ (0,1] and k ∈ K such that k = αk1. Thus
the set RK = {β � 1 : βk ∈ K} is non-empty. As K is a compact, RK is bounded
and we have β0 = supRK ∈ RK . Let k0 = β0k ∈ K so that k = β−1

0 k0. We show that
k0 ∈ lead(K). If possible, assume that k0 �∈ lead(K). Then by the definition of lead,
there is a β ∈ (0,1) and k′ ∈ K such that k0 = βk′. But, then β−1β0k ∈ K, where
β−1β0 > β , which contradict β0 = supRK . Thus k0 ∈ lead(K). Next we prove the
uniqueness of k0. Let k = α1k1 for some k1 ∈ lead(K) and α1 ∈ (0,1]. We see that
k1 = α−1

1 β0k0. Thus α−1
1 β0 = 1 and hence α1 = β0,k1 = k0.

By a ∗ -locally convex space, we mean a locally convex space together with ∗ -
operation which is a homeomorphism. In this case, Mn(V ) is also a ∗ -locally con-
vex space with respect to product topology. Now introduce a new definition of matrix
convex set. Note that the following definition is appeared in our recent paper [5] to
characterize CM -ideals in terms of L1 -matricial split face.

DEFINITION 3.3. (L1 -matrix convex set) Let V be a ∗ -locally convex space and
let {Kn} be a collection of compact convex sets and Kn ⊆ Mn(V )sa such that 0 ∈
ext(Kn) for all n. Then {Kn} is called an L1 -matrix convex set if the following condi-
tions hold:

L1 If u ∈ Kn and γi ∈ Mn,ni such that ∑k
i=1 γiγ∗i � In, then ⊕k

i=1γ∗i uγi ∈ K∑k
i=1 ni

.

L2 If u ∈ K2n so that u =
[
u11 u12

u∗12 u22

]
for some u11,u22 ∈ Kn and u12 ∈ Mn(V ), then

u12 +u∗12 ∈ co(Kn ∪−Kn).

L3 Let u ∈ Km+n with u =
[
u11 u12

u∗12 u22

]
so that u11 ∈ Km,u22 ∈ Kn and u12 ∈ Mm,n(V )

and if u11 = α1û11,u22 = α22û22 with û11 ∈ lead(Km), û22 ∈ lead(Kn). Then α1 +
α2 � 1.

REMARK 3.4. Let V be a C∗ -ordered space. Then by Proposition 2.7, {Qn(V )}
is an L1 -matrix convex set with lead(Qn(V )) = Sn(V ). In particular, Mn(T (H))+1 is
an L1 -matrix convex set. Here T (H) denote the set of all trace class operators on the
complex Hilbert space H. Subsequently, Mn(T (H)) is identified with (T (Hn)) for
each n ∈ N .

3.2. Quantized A0(K) spaces

Let X be a ∗ -locally convex space and let {Kn} be an L1 - matrix convex set in
Xsa . We assume that Mn(X)+ := ∪∞

r=1rKn is a cone in Mn(X)sa for all n . Then using
L1 , we get that (X ,{Mn(X)+}) is a matrix ordered space such that X+ is proper and
generating. For each n , we define

A0(Kn,Mn(X)) := {a : Kn → C|a is continuous and affine;a(0) = 0;and

a extends to a continuous linear functional ã : Mn(X) → C}.
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Let a ∈ A0(Kn,Mn(X)) . Since {Kn} is an L1 -matrix convex set and since Kn spans
Mn(X), for v ∈ Mn(X) , we have v = ∑r

j=1 λ jv j + i∑r
k=1 λ ′

kv
′
k where v j,v′j ∈ Kn and

λi,λ ′
j ∈ R. Thus ã(v) = ∑r

j=1 λ ja(v j)+ i∑r
k=1 λ ′

ka(v′k). Therefore, such an extension is
always unique.

We consider the following algebraic operations:

1. For α ∈ Mm,n, β ∈ Mn,m and a ∈ A0(Kn,Mn(X)), we define

αaβ (v) := ã(αT vβ T ) for all v ∈ Km.

Then αaβ ∈ A0(Km,Mm(X)) . In fact, the map v → αT vβ T from Mm(X) to
Mn(X) is continuous so that the map v → ã(αT vβ T ) from Mm(X) into C is also

continuous. Thus α̃vβ :Mn(X) →C is continuous and hence αaβ∈A0(Kn,Mn(X)).

2. For a ∈ A0(Kn,Mn(X)) and b ∈ A0(Km,Mm(X)), we define

(a⊕b)(v) := a(v11)+b(v22)

for all v ∈ Kn+m where v =
[
v11 v12

v∗12 v22

]
with v11 ∈ Kn,v22 ∈ Km,v12 ∈ Mn,m(V ).

Then a⊕ b ∈ A0(Kn+m,Mn+m(X)) . In fact, the maps v → v11 from Km+n into
Kn and v → v22 from Km+n into Km are continuous so that v → a(v11)+b(v22)
is also continuous. As ã⊕b = ã⊕ b̃, we see that ã⊕b is also continuous from
Mm+n(X) → C. Therefore, a⊕b∈ A0(Km+n,Mm+n(X)).

For a ∈ A0(Kn,Mn(X)), we define a∗(u) = a(u) for all u ∈ Kn so that ã∗(u) =
ã(u∗) for all u ∈ Mn(X). Then a → a∗ is an involution. We set

A0(Kn,Mn(X))sa = {a ∈ A0(Kn,Mn(X)) : a∗ = a}.

We put

A0(Kn,Mn(X))+ := {a ∈ A0(Kn,Mn(X))sa : a( f ) � 0 ∀ f ∈ Kn}.

Next, for a ∈ A0(Kn,Mn(X)) , we define

‖a‖∞,n := sup

{∣∣∣∣[ 0 a
a∗ 0

]
(u)
∣∣∣∣ : u ∈ K2n

}
for a ∈ A0(Kn,Mn(X)).

Finally, for each n ∈ N . we define Φn : Mn(A0(K1,X)) → A0(Kn,Mn(X)) as follows:
Let ai j ∈ A0(K1,X) for 1 � i, j � n . We define

Φn([ai j]) : Kn → C given by Φn([ai j])([vi j]) =
n

∑
i, j=1

ãi j(vi j) for all [vi j] ∈ Kn.

Now, it is routine to show that Φn([ai j]) ∈ A0(Kn,Mn(X)) . (Note that Φn is an am-
plification of Φ1 . That is, Φn([ai j]) = [Φ1(ai j)] , if [ai j] ∈ Mn(A0(K1,X))). In this
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identification, we note that [ai, j]∗ = [a∗j,i] is an involution in Mn(A0(K1,X)) so that Φ1

is a ∗ -isomorphism.
For each n ∈ N , we set

Mn(A0(K1,X))+ :=

{
[ai j] ∈ Mn(A0(K1,X))sa :

n

∑
i, j=1

ãi, j(vi, j) � 0 for all [vi, j] ∈ Kn

}

and transport the norm
‖[ai, j]‖n := ‖Φn([ai, j])‖∞,n

for all [ai, j] ∈ Mn(A0(K1,X)). Under these notions, we show affine representation of
C∗ -ordered operator space which we call as quantization of A0(K)-spaces.

THEOREM 3.5. (A0(K1,X),{Mn(A0(K1,X))+},{‖ · ‖n}) is a C∗ -ordered opera-
tor space.

Proof. We prove the theorem in several steps:
It is easy to deduce from the definition that (αaβ )∗ = β ∗a∗α∗ and that (a⊕b)∗ =

a∗ ⊕b∗.

1. Let α ∈ Mm,n, a ∈ A0(Kn,Mn(X))+ and let v ∈ Kn. Without any loss of gen-
erality, we may assume that ‖α‖ � 1. Then, by the definition of an L1 -matrix
convex set, we have αT ∗

vαT ∈ Kn . Thus α∗aα(v) = a(αT ∗
vαT ) � 0 so that

α∗aα ∈ A0(Kn,Mn(X))+.

2. Let a∈A0(Km,Mm(X))+,b∈A0(Kn,Mn(X))+ and let u∈Km+n with u=
[
u11 u12

u∗12 u22

]
,

for some u11 ∈ Km,u22 ∈ Kn and u12 ∈ Mm,n(V ). Then

(a⊕b)(u) = a(u11)+b(u22) � 0

so that a⊕b ∈ A0(Km+n,Mm+n(X))+.

Now, it follows from (1) and (2) and the construction of Mn(A0(K1,X)) that the
sequence of cones {Mn(A0(K1,X))} is a matrix order on A0(K1,X) . Also, it is
easy to verify that A0(K1,X)+ is proper.

3. It is routine to verify that ‖ · ‖∞,n is a semi-norm on A0(Kn,Mn(X)) . We show
that it is a norm. Let a ∈ A0(Kn,Mn(X)) such that ‖a‖n = 0. Let u ∈ Kn and

α = [ 1√
2
In, 1√

2
In]. Then α∗α � I2n so that α∗uα =

[
u
2

u
2

u
2

u
2

]
∈ K2n. Also, then[

u
2 i u

2−i u
2

u
2

]
∈ K2n. Thus, as ‖a‖∞,n = 0, we get

0 =
[

0 a
a∗ 0

]([ u
2 i u

2−i u
2

u
2

])
= ã

(
iu
2

)
+ ã∗

(−iu
2

)
=

i
2
a(u)+

−i
2

a(u).
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Similarly,

0 =
[

0 a
a∗ 0

]([u
2

u
2

u
2

u
2

])
=

a(u)
2

+
a(u)
2

.

Therefore a(u)± a(u) = 0 for all u ∈ Kn and consequently a(u) = 0 for all
u ∈ Kn. Hence a = 0.

4. Further, note that

[
v11 v12

v∗12 v22

]
∈ K2n if and only if

[
v11 v∗12
v12 v22

]
∈ K2n and that

[
0 a
a∗ 0

]([
v11 v12

v∗12 v22

])
=
[
0 a∗
a 0

]([
v11 v∗12
v12 v22

])
for a ∈ A0(Kn,Mn(X)) . Thus ‖a∗‖∞,n = ‖a‖∞,n for all a ∈ A0(Kn,Mn(X)).

5. Next, we show that If a ∈ A0(Kn,Mn(X))sa, then

‖a‖∞,n = sup{|a(v)| : v ∈ Kn}.
In particular, we have

‖a‖∞,n =
∥∥∥∥[ 0 a

a∗ 0

]∥∥∥∥
∞,2n

for every a ∈ A0(Kn,Mn(X)) .

To see this, we put rn(a) = sup{|a(v)| : v ∈ Kn}. Since K2n is a compact set, we

have ‖a‖n =
∣∣∣∣[0 a

a 0

]
(v)
∣∣∣∣ for some v ∈ K2n. Let v =

[
v11 v12

v∗12 v22

]
. Since {Kn} is

an L1 -matrix convex set, we have v12 + v∗12 ∈ co(Kn ∪ (−Kn)). As Kn is convex,
there are v,w ∈ Kn and λ ∈ [0,1] such that v12 + v∗12 = λu− (1−λ )w. Thus

‖a‖∞,n = |ã(v12)+ ã(v∗12)| = |ã(v12 + v∗12)|
= |ã(λu− (1−λ )w)|= |λa(u)− (1−λ )a(w)|
� λ rn(a)+ (1−λ )rn(a) = rn(a).

Again as Kn is a compact convex set, we have rn(a) = |a(v)| for some v ∈ Kn.

Since {Kn} is an L1 -matrix convex set, we have

[
v
2

v
2

v
2

v
2

]
∈ K2n. Therefore,

rn(a) =
∣∣∣∣[0 a

a 0

]([
v
2

v
2

v
2

v
2

])∣∣∣∣� ‖a‖∞,n.

6. In particular, for a � b � c in A0(Kn,Mn(X))sa , we have

‖b‖∞,n � max{‖a‖∞,n,‖c‖∞,n}.
To prove this, let a � b � c in A0(Kn,Mn(X))sa . Then a(u) � b(u) � c(u) for
all u ∈ Kn so that |b(u)| � max{|a(u)|, |c(u)|}. Thus by (5), we get |b(u)| �
max{‖a‖∞,n,‖b‖∞,n} for all u ∈ Kn so that ‖b‖∞,n � max{‖a‖∞,n,‖c‖∞,n}.
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7. Now, we prove that ‖a⊕b‖∞,m+n = max{‖a‖∞,m,‖b‖∞,n} for all a ∈
A0(Km,Mm(X))sa and b ∈ A0(Kn,Mn(X))sa .

Let a ∈ A0(Km,Mm(X))sa and b ∈ A0(Kn,Mn(X))sa. Now for every v ∈ Km, we
have

|a(v)| = |(a⊕b)(v⊕0)|.
Since {Kn} is an L1 -matrix convex set, we have v⊕0∈ Km+n whenever v∈Km.
Therefore by (5), we may conclude that ‖a‖∞,m � ‖a⊕ b‖∞,m+n. Similarly, we
can show that ‖b‖∞,n � ‖a⊕b‖∞,m+n.

Conversely, let v =
[
v11 v12

v∗12 v22

]
∈ Km+n. Then there exist v̂11 ∈ lead(Km), v̂22 ∈

lead(Kn) and α1,α2 ∈ [0,1] with α1 +α2 � 1 such that v11 = α1v̂11,v22 = α2v̂22.
Thus

|(a⊕b)(v)|= |a(v11)+b(v22)|
= |α1a(v̂11)+ α2b(v̂22)|
� α1‖a‖∞,m + α2‖b‖∞,n

� max{‖a‖∞,m,‖b‖∞,n}.

Therefore ‖a⊕b‖∞,m+n = max{‖a‖∞,m‖b‖∞,n}.

8. Next, we prove that for a∈A0(Kn,Mn(X))sa and α ∈Mm,n , we have ‖α∗aα‖∞,n

� ‖α‖2‖a‖∞,n.

Let a∈A0(Km,Mm(X))sa and α ∈Mm,n such that ‖α‖� 1 and let v∈Kn. Since
{Kn} is an L1 -matrix convex set and α∗T αT � Im, we have αT ∗

vαT ∈ Km. Also
we know that

|(α∗aα)(v)| = |a(αT ∗
vαT )|.

Since a is self-adjoint, (5), we have ‖α∗aα‖∞,n � ‖a‖∞,n for a = a∗. In partic-
ular, if m = n and if α ∈ Mm is unitary, then ‖α∗aα‖∞,m = ‖a‖∞,m. Also, in
general, for a ∈ A0(Kn,Mn(X))sa and α ∈ Mm,n , we have

‖α∗aα‖∞,n � ‖α‖2‖a‖∞,n.

9. Let a ∈ A0(Km,Mm(X)) and b ∈ A0(Kn,Mn(X)). Put γ =

⎡⎢⎢⎣
Im 0 0 0
0 0 In 0
0 Im 0 0
0 0 0 In

⎤⎥⎥⎦ . Then

γ ∈ M2m+2n is a unitary and

γ∗
[

0 a⊕b
a∗ ⊕b∗ 0

]
γ =

[
0 a
a∗ 0

]
⊕
[

0 b
b∗ 0

]
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so that ∥∥∥∥[ 0 a⊕b
a∗ ⊕b∗ 0

]∥∥∥∥
∞,2m+2n

=
∥∥∥∥[ 0 a

a∗ 0

]
⊕
[

0 b
b∗ 0

]∥∥∥∥
∞,2m+2n

by (8). Thus by (5), we have

‖a⊕b‖m+n =
∣∣∣∣∣∣∣∣[ 0 a⊕b

a∗ ⊕b∗ 0

]∣∣∣∣∣∣∣∣
∞,2m+2n

=
∥∥∥∥[ 0 a

a∗ 0

]
⊕
[

0 b
b∗ 0

]∥∥∥∥
∞,2m+2n

= max

{∣∣∣∣∣∣∣∣[ 0 a
a∗ 0

]∣∣∣∣∣∣∣∣
∞,2m

,

∣∣∣∣∣∣∣∣[ 0 b
b∗ 0

]∣∣∣∣∣∣∣∣
∞,2n

}
= max{‖a‖∞,m,‖b‖∞,n}.

10. Let α ∈ Mm,n,a ∈ A0(Kn,Mn(X)) and β ∈ Mn,m. Then by (5), we have

‖αaβ‖∞,m =
∣∣∣∣∣∣∣∣[ 0 αaβ

β ∗a∗α 0

]∣∣∣∣∣∣∣∣
∞,2m

For t ∈ R+ \ {0}, we have[
tα 0
0 1

t β ∗

][
0 a
a∗ 0

][
tα∗ 0
0 1

t β

]
=
[

0 αaβ
β ∗a∗α 0

]
.

Thus,

‖αaβ‖∞,m �
∥∥∥∥[tα 0

0 1
t β ∗

]∥∥∥∥∥∥∥∥[ 0 a
a∗ 0

]∥∥∥∥
∞,2n

∥∥∥∥[tα∗ 0
0 1

t β

]∥∥∥∥
� max

{
‖tα‖,‖1

t
β ∗‖

}2

‖a‖∞,n

= max

{
t2‖α‖2,

1
t2
‖β‖2

}
‖a‖∞,n.

Taking infimum over t ∈R+\{0}, we may conclude that ‖αaβ‖∞,m � ‖α‖‖a‖∞,n

‖β‖.

This completes the proof.

REMARK 3.6. Let {Kn} be an L1 -matrix convex set of X . Then by Theorem 2.4,
there is a complete order isometry ϕ : A0(K1,X) → A for some C∗ -algebra A .
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4. L1 -matricial cap and abstract operator systems

Let E be a real locally convex space, and M be a compact convex set in E. Then
M is said to be regularly embedded in E if the following conditions hold:

1. M spans E;

2. there exists a hyperplane H containing M such that 0 /∈ H;

3. canonical embedding x → χ(x), mapping E to A(M)∗w∗ is a topological isomor-
phism.

For more details, one can see [1, Chapter II.2]. We observe that a convex set M has
a universal cap if and only if leadM is convex (for more details see [2]). We use this
idea to extend this definition to matricial version as follows:

DEFINITION 4.1. Let {Kn} be an L1 -matrix convex set in a ∗ -locally convex
space X and Ln be the lead of Kn for each n . We call {Ln} the matricial lead of
{Kn} . We also assume that Mn(X)+ = ∪∞

r=1rKn is a cone in Mn(X)sa for all n (so that
(X ,{Mn(X)+}) is a matrix ordered space) such that X+ is proper and generating. We
call {Kn} an L1 -matricial cap of V if

1. L1 is convex; and

2. if v ∈ Lm+n with v =
[
v11 v12

v∗12 v22

]
for some v11 ∈ Km,v22 ∈ Kn and v12 ∈ Mm,n(V )

and if v11 = α1v̂1,v22 = α22v̂2 for some v̂1 ∈ Lm, v̂2 ∈ Ln and α1,α2 ∈ [0,1], then
α1 + α2 = 1.

PROPOSITION 4.2. Let {Kn} be an L1 -matricial cap of V . Then Ln is convex
for every n.

Proof. We prove this result in several steps.
Step I. L2 is convex.

Let v =
[
v11 v12

v∗12 v22

]
,w =

[
w11 w12

w∗
12 w22

]
∈ L2 and let λ ∈ [0,1] . Then by (2) , we have

v11 = α1v̂1,v22 = α2v̂2 with α1 +α2 = 1, for some v̂1, v̂2 ∈ L1 , and w11 = β1ŵ1,w22 =
β2ŵ2 with β1 + β2 = 1, for some ŵ1, ŵ2 ∈ L1 . Now

u := λv+(1−λ )w =
[

λv11 +(1−λ )w11 λv12 +(1−λ )w12

λv∗12 +(1−λ )w∗
12 λv22 +(1−λ )w22

]
∈ K2.

Let u =
[
u11 u12

u∗12 u22

]
so that u11 = λv11 +(1−λ )w11 = λ α1v̂1 +(1−λ )β1ŵ1 and u22 =

λv22 +(1−λ )w22 = λ α2v̂2 +(1−λ )β2ŵ2 . Since L1 is convex, we get û1 := (λ α1 +
(1− λ )β1)−1u11 ∈ L1 and û2 := (λ α2 + (1 − λ )β2)−1u22 ∈ L1 . Put (λ α1 + (1 −
λ )β1) = γ1 and (λ α2 +(1−λ )β2) = γ2 , then u =

[
γ1û1 u12

u∗12 γ2û2

]
and γ1 + γ2 = λ (α1 +
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α2)+(1−λ )(β1 +β2) = λ +(1−λ ) = 1. Let u = γ û, where û∈ L2 and γ ∈ [0,1] . We

show that γ = 1. Let û =
[
x11 x12

x∗12 x22

]
. Then x11,x22 ∈ K1 with γx11 = u11,γx22 = u22 .

Thus x11 = γ−1γ1û1 and x22 = γ−1γ2û2 . Now by (2) , we get 1 = γ−1γ1 + γ−1γ2 = γ−1

so that γ = 1. Thus u ∈ L2 . Hence L2 is convex.
Now, by induction, we may deduce that L2n is convex for every n .
Step II. For m,n ∈ N , we have Lm is convex if Lm+n is convex.
First, we show that v → v⊕0 maps Lm into Lm+n . Let v∈ Lm . Then v⊕0∈Km+n

so that v⊕0 = αŵ for some ŵ ∈ Lm+n and α ∈ [0,1] . Thus

v =
[
In 0n,m

]
(v⊕0)

[
In

0m,n

]
= α

[
In 0n,m

]
ŵ

[
In

0m,n

]
= αw1.

where w1 =
[
In 0n,m

]
ŵ

[
In

0m,n

]
∈ Km. Now, as Lm is the lead of Km , we have α = 1

and w1 = v . Thus v⊕0 = ŵ ∈ Lm+n .
Fix m ∈ N . Let v,w ∈ Lm and α ∈ (0,1) . As L2m is convex, we get

(αv+(1−α)w)⊕0 = α(v⊕0)+ (1−α)(w⊕0)∈ L2m .

Put u = αv⊕ (1−α)w . Then u ∈ Km so that u = λ û for some û ∈ Lm and λ ∈ [0,1] .
As û ∈ Lm , we get that û⊕ 0 ∈ L2m . Now λ (û⊕ 0) = u⊕ 0 ∈ L2m so that λ = 1 and
u = û ∈ Lm . Thus Lm is also convex.

When L1 is compact and convex, by A(L1) we denote the set of all complex
valued continuous affine functions on L1 . Then A(L1)sa is an order unit space so that
A(L1)∗sa, the ordered Banach dual of A(L1)sa is a base normed space [1, 6].

DEFINITION 4.3. Let {Kn} be an L1 -matrix convex set in a ∗ -locally convex
space X . Then {Kn} is called regularly embedded in X if L1 is regularly embedded in
Xsa . In other words,

1. L1 is compact and convex; and

2. χ : Xsa → (A(L1)∗sa)w∗ is an linear homeomorphism.

Here χ(w)(a) = λa(u)−μa(v) for all for all a ∈ A(L1)sa with w = λu−μv for some
u,v ∈ L1 and λ ,μ ∈ R+ .

Notice that χ(w) is well defined. To see this, let w = λ1u1 − μ1v1 = λ2u2 − μ2v2 for
some ui,vi ∈ L1 and λi,μi ∈ R+ for i = 1,2. As L1 is convex and

λ1 + μ2

λ2 + μ1

(
λ1u1 + μ2v1

λ1 + μ2

)
=

λ2u2 + μ1v1

λ2 + μ1
,

by Proposition 3.2, we have λ1 + μ2 = λ2 + μ1. So if a is an affine function on L1,
then

λ1a(u1)+ μ2a(v2)
λ1 + μ2

= a

(
λ1u1 + μ2v2

λ1 + μ2

)
= a

(
λ2u2 + μ1v1

λ2 + μ1

)
=

λ2a(u2)+ μ1a(v1)
λ2 + μ1

.
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Thus λ1a(u1)−μ1a(v1) = λ2a(u2)−μ2a(v2) so that χ(w) is well defined linear func-
tional on A(L1)sa for all u,v ∈ Ln and λ ,μ ∈ R+ .

THEOREM 4.4. Let {Kn} be a regularly embedded, L1 -matricial cap in X . Then
A0(K1,X) has an order unit, say e, and (A0(K1,X),e)} is an abstract operator system.

Proof. As L1 is the lead of K1 , there exists a mapping e : K1 \{0}→ (0,1] given
by e(k) = α if k = α k̂ for some k̂ ∈ L1 and α ∈ (0,1] . Since α and k̂ are uniquely
determined by k ∈ K1 \ {0} , e is well defined. We extend e to K by putting e(0) = 0.
Since L1 is convex, we may conclude that e : K1 → [0,1] is affine. Again since K1

spans X , we can extend e to a self-adjoint linear functional ẽ : X → C . Following this
way, for each n ∈ N , we can construct a self-adjoint linear functional ẽn : Mn(X) → C

such that ẽn(v) = 1 for all v ∈ Ln . (We write en for ẽn|Ln .)
We show that ẽ is continuous. It is suffices to show that ẽ|Vsa is continuous at

0 . Let {λαuα − μαvα} be a net in Xsa for some uα ,vα ∈ L1 and λα ,μα ∈ R+ such
that λαuα −μαvα → 0. Since {Kn} is L1 -regularly embedded in X , we get χ(λαuα −
μαvα) → 0 in (A(L1)∗sa)w∗. Let IL1 be the constant map on L1 such that IL1(v) = 1
for all v ∈ L1. Then IL1 ∈ A(L1)sa . Thus χ(λαuα − μαvα)(IL1) → 0 so that ẽ(λαuα −
μαvα) → 0. Now it follows that e ∈ A0(K1,X).

Next, fix n ∈ N and consider en ∈ Mn(A0(K1,X)) so that by Theorem 3.5, en
0 :=

Φn (en) ∈ A0(Kn,Mn(X)). We show that en
0 = en . Let [vi, j] ∈ Ln so that vi,i ∈ K1 for

i = 1, . . . ,n. Let vii = αiv̂i for some αi ∈ [0,1] and v̂i ∈ Ln. Since {Kn} is an L1 -
matricial cap, we have ∑n

i=1 αi = 1. Thus

e0(v) =
n

∑
i=1

ei(vi,i) =
n

∑
i=1

αiei(v̂i) =
n

∑
i=1

αi = 1

so that e0(v) = en(v) for all v ∈ Ln . Since Ln is the lead of Kn and since Kn spans
Mn(X) , it follows that ẽn = e0 and that en ∈ A0(Kn,Mn(X)).

Note that ‖e‖∞,1 = 1. We show that e is an order unit for A0(K1,X)sa . To see
this, let a ∈ A0(K1,X)sa . Then |a(k)| � ‖a‖∞,1 for all k ∈ K1 . Let k ∈ K1 . If k = 0,
then a(0) = 0 so that

−‖a‖∞,1e(0) = 0 = ‖a‖∞,1e(0).

Let k �= 0. Then there exist a unique k̂ ∈ L1 and α ∈ (0,1] such that k = α k̂ . Now

−‖a‖∞,1e(k̂) = −‖a‖∞,1 � a(k̂) � ‖a‖∞,1 = ‖a‖∞,1e(k̂).

so that
−‖a‖∞,1e(k) � a(k) � ‖a‖∞,1e(k)

for all k ∈ K . Thus we have −‖a‖∞,1e � a � ‖a‖∞,1e for all a ∈ A0(K1,V )sa . In
other words, e is an order unit for A0(K1,X)sa which determines ‖ · ‖∞,1 as an order
unit norm on it. Similarly, we can show that for each n ∈ N , en is an order unit for
A0(Kn,Mn(X))sa which determines ‖ · ‖∞,n as an order unit norm on it. Again, being
function space, A0(Kn,Mn(X)) is Archimedean for every n . Hence (A0(K1,X),e) is
an abstract operator systems.
Next, we prove the completeness of (A0(K1,X),e) .
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PROPOSITION 4.5. Let {Kn} be an L1 -matrix convex set in a ∗ -locally convex
space X . Then A0(Kn,Mn(X))sa = A0(Kn)sa for every n ∈ N .

Proof. By the definition, A0(Kn,Mn(X))sa ⊂ A0(Kn)sa . Also, since A0(Kn)sa is
norm complete, we get A0(Kn,Mn(X))sa ⊂ A0(Kn)sa . Conversely, let a∈ A0(Kn)sa and
ε > 0. Then GKn(a) and GKn(a+ ε) are compact convex set in Mn(X)sa×R where

GKn(b+ λ ) := {(k,b(k)+ λ ) : k ∈ Kn}
with b ∈ A0(Kn)sa and λ ∈ [0,∞) . Thus GKn(a)∩GKn(a+ ε) = /0 . Therefore, by the
Hahn Banach separation theorem, there are f ∈ (Mn(X)sa)∗(= (Mn(X)∗)sa) and λ ∈ R

such that
( f ,λ )(u,a(u)) < ( f ,λ )(v,a(v)+ ε) ∀u,v ∈ Kn.

Simplifying this, we get

f (u)+ λa(u) < f (v)+ λ (a(v)+ ε) ∀u,v ∈ Kn.

In particular, when u = v = 0, we get λ > 0. Similarly, for u = 0 and v = 0 separately,
we have

λ−1 f (u)+a(u) < ε and λ−1 f (v)+a(v) > −ε ∀u,v ∈ Kn.

Let us put a1 = −λ−1 f , then a1 ∈ A0(Kn,Mn(X))sa and |a1(u)− a(u)| < ε for all
u ∈ Kn. Now, by (5) of the proof of Theorem 3.5, we have ‖a1 − a‖∞,n � ε . This
completes the proof.

PROPOSITION 4.6. Under the assumptions of Theorem 4.4, A0(Kn,Mn(X)) =
A0(Kn) for each n ∈ N .

Proof. We know that A0(K1,X) ⊆ A0(K1). Let a ∈ A0(K1) so that a = a1 + ia2

for some a1,a2 ∈ A0(K1)sa and let {λαuα − μαvα} be a net in Xsa for some uα ,vα ∈
L1 and λα ,μα � 0 such that λαuα − μαvα → 0. Since K1 generates V, ai has a
unique linear extension ãi for i = 1,2. Since {Kn} is L1 -regularly embedded in X ,
χ(λαuα − μαvα) → 0 in (A(L1)∗sa)w∗. Thus

ãi(λαuα − μαvα) = λαai(uα)− μαai(vα)
= λαai|L1(uα)− μαai|L1(vα )
= χ(λαuα − μαvα)(ai|L1) → 0

Put ã = ã1 + iã2. Then ã|K1 = a and ã(λαuα −μαvα)→ 0. Thus ã is continuous on X
and consequently, a ∈ A0(K1,X). Therefore we have A0(K1) = A0(K1,X). It follows
that A0(K1,X) is ‖ · ‖1 -complete so that (A0(Kn,Mn(X)) is ‖ · ‖∞,n -complete. Since
A0(Kn,Mn(X))sa = A0(Kn)sa by Proposition 4.5, we may conclude that

A0(Kn) = A0(Kn,Mn(X)) = A0(Kn,Mn(X))

for A0(Kn,Mn(X)) is ‖ · ‖∞,n -complete.



398 A. GHATAK AND A. K. KARN

REMARK 4.7. Under the assumptions of Theorem 4.4, Ln is compact for each
n ∈ N. To see this, let {uα} be a net in Ln. Since Ln ⊆ Kn and Kn is compact, uα has
subnet {uβ} that convergent u0 ∈ Kn . Since en ∈ A0(Kn). Therefore 1 = en(uβ ) →
en(u0) so that en(u0) = 1. Hence u0 ∈ Ln.

PROPOSITION 4.8. A0(Kn) is order isomorphic to A(Ln) .

Proof. It suffices to prove that the map a → a|Ln from A0(Kn) into A(Ln) is sur-
jective. Let a ∈ A(Ln). Since Ln is convex, there is an affine map b on Kn such
that b|Ln = a and b(0) = 0. Let uα be a net in Kn such that uα → u0 in Kn . Since
en ∈ A0(Kn), en(uα) → en(u0), by Proposition 3.2, we have uα = λα ûα for some
ûα ∈ Ln and λα ∈ [0,1]. If u0 = 0, then λα = λαen(ûα) = en(uα) → e(0) = 0. There-
fore, b(uα) = λαa(ûα)→ 0 = b(0). Again if u0 �= 0, then by Proposition 3.2, we have
u0 = λ0û0 for some λ0 ∈ (0,1] and û0 ∈ Ln. Thus λα = λαen(ûα) = en(uα)→ en(u0) =
λ0 so that ûα → û0. Since b(uα) = λαa(ûα), we have b(uα) → λ0a(u0) = b(u0).

REMARK 4.9. In Proposition 4.8, we note that a → a|L is an isometry from
A0(Kn)sa onto A(Ln) as well. Hence (A0(K1),e) is unitally, complete isometrically,
completely order isomorphic to (A(L1),e) as abstract operator systems.
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