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EXPLICIT KREIN RESOLVENT IDENTITIES FOR
SINGULAR STURM—LIOUVILLE OPERATORS
WITH APPLICATIONS TO BESSEL OPERATORS

S. BLAKE ALLAN, JUSTIN HANBIN KIM, GREGORY MICHAJLYSZYN,
ROGER NICHOLS AND DON RUNG

(Communicated by M. Zinchenko)

Abstract. We derive explicit Krein resolvent identities for generally singular Sturm-Liouville
operators in terms of boundary condition bases and the Lagrange bracket. As an application
of the resolvent identities obtained, we compute the trace of the resolvent difference of a pair
of self-adjoint realizations of the Bessel expression —d?/dx* + (v> — (1/4))x2 on (0,e°) for
values of the parameter v € [0,1) and use the resulting trace formula to explicitly determine the
spectral shift function for the pair.

1. Introduction

In the classic theory of self-adjoint extensions of a densely defined symmetric op-
erator S with equal and finite deficiency indices, Krein’s resolvent identity expresses
the difference of the resolvent operators of any two self-adjoint extensions of S in terms
of its defect vectors (cf., e.g., [2, Section 84], [9, Appendix A], and [24, Lemma 2.30]).
When S is the closed minimal operator generated by a second-order Sturm—Liouville
differential expression T on an interval (a,b) C R, its deficiency indices are at most
equal to two (their precise common value depending upon the number of limit circle
endpoints for 7) so Krein’s identity expresses the difference of the resolvent opera-
tors of two self-adjoint extensions of S as an operator of rank at most equal to two.
Recently, the explicit form of Krein’s identity was derived in [9] for all self-adjoint
extensions in the case where 7 is regular on (a,b) in terms of the boundary values of
the quasiderivatives of a distinguished basis of defect vectors, see [9, Eq. (3.5)]. This is
made possible by the fact that functions in the domain of the maximal Sturm-Liouville
operator S*, and their quasiderivatives, possess boundary values at a regular endpoint.
In contrast, when 7 is singular at an endpoint, neither functions in the domain of S* nor
their quasiderivatives necessarily possess boundary values at the singular endpoint. It
is for this reason that, in lieu of boundary values of the functions themselves, one typi-
cally uses the Wronskian (cf., e.g., [ 12, Section 5]), the Lagrange bracket and boundary
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condition bases/functions (cf., e.g., [13, Section 6] and [28, Definition 10.4.3]), or gen-
eralized boundary values (cf. [16]) to parametrize the self-adjoint extensions of S.

In this paper, we derive the explicit form of Krein’s resolvent identity for singular
Sturm-Liouville operators on (a,b) using boundary condition bases and the Lagrange
bracket. As a concrete application of the identities obtained, we consider the Bessel
differential expression on (0,e0) indexed by the parameter v € [0,1). The Bessel dif-
ferential expression is singular at both endpoints of (0,e0) for v # 1/2, and its self-
adjoint realizations form a one-parameter family. Applying the general form of Krein’s
resolvent identity obtained in Section 3, we explicitly compute the difference of the
resolvent of the Friedrichs extension and that of any other self-adjoint realization of the
Bessel expression. Using the resulting identity, we then compute the trace of the differ-
ence of resolvents, which leads to an explicit expression for the spectral shift function
of the pair.

We briefly summarize the contents of each of the remaining sections of this paper.
In Section 2, we recall essential facts on self-adjoint extensions of three-term Sturm—
Liouville operators on an interval (a,b) C R. Section 3 treats in detail the case of one
limit circle endpoint. Assuming that « is the lone limit circle endpoint, we explicitly
determine in Theorem 3.4 the form of Krein’s resolvent identity for the difference of
the resolvent of any self-adjoint extension of the minimal operator and the resolvent
of a fixed reference self-adjoint extension in terms of a fixed boundary condition basis
at a, the Lagrange bracket, and the Weyl-Titchmarsh solution at . The difference
of resolvents is a rank one operator due to the presence of exactly one limit circle
endpoint, so the Krein identity obtained immediately yields an explicit formula for
the trace of the corresponding resolvent difference. Analogously, Section 4 addresses
the case where both endpoints {a,b} are limit circle endpoints. Treating separately
the self-adjoint extensions parametrized by separated boundary conditions and those
parametrized by coupled boundary conditions, we explicitly determine in Theorems
4.4-4.7 the form of Krein’s resolvent identity for the difference of the resolvent of any
self-adjoint extension of the minimal operator and the resolvent of a fixed reference self-
adjoint extension in terms of fixed boundary condition bases at a and b, the Lagrange
bracket, and a distinguished pair of linearly independent solutions of the corresponding
Sturm-Liouville differential equation. The difference of resolvents is generally a rank
two operator, but in certain special cases (cf. Theorems 4.5 and 4.7) the difference is
rank one, owing to the fact that the two self-adjoint extensions also extend a symmetric
operator which is itself a proper extension of the minimal operator. At the end of
Section 4, we explain how the Krein resolvent identities obtained in [9] for regular
Sturm—-Liouville operators may be obtained as special cases of Theorems 4.4-4.7. In
Section 5, we consider, as an example, the Bessel differential expression (cf., e.g., [4],
[51, [8], [10], [11], [14], [16], [19], and the references cited therein),

2_ 1

I e
dx? X2
The right endpoint x = oo is always a singular endpoint, and the left endpoint x = 0

is a singular endpoint if v # 1/2, as it is regular if v =1/2. For v € [0,1), 7, isin
the limit circle case at x = 0 and in the limit point case at x = o, so the expression

T, = x€(0,0), v €[0,1). (1.1)
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Ty falls within the scope of the theory developed in Section 3. Applying the abstract
identities developed in Section 3, we determine the explicit form of Krein’s identity in
terms of the parameter v and an explicit Weyl-Titchmarsh solution at o and use this
form to calculate the trace of the difference of the resolvent of the Friedrichs extension
and that of any other self-adjoint extension in Propositions 5.1 and 5.8. The resulting
trace formula is then used to determine the spectral shift function corresponding to the
Friedrichs extension and any other self-adjoint extension in Propositions 5.4 and 5.9.
As a byproduct, the explicit form of the spectral shift function for the pair yields a
characterization of the nonnegative self-adjoint realizations of the Bessel expression
and allows one to determine the single simple negative eigenvalue of any self-adjoint
realization which is not nonnegative. For completeness, the basic facts on the spectral
shift function relevant to the analysis in Section 5 are collected in Appendix A.

Finally, we summarize some of the general notation used in this paper. Let .77
be a separable complex Hilbert space, (-,-) the inner product in % (linear in the
second argument), and 1, the identity operator in 7. Next, let T be a linear oper-
ator mapping (a subspace of) a Hilbert space into another, with dom(7) and ker(T)
denoting the domain and kernel (i.e., null space) of 7. If T is densely defined, then 7*
denotes the Hilbert space adjoint of 7. The resolvent set, spectrum, essential spectrum,
absolutely continuous spectrum, and point spectrum of a closed linear operator in 57’
will be denoted by p(-), 6(-), Oess(-), Oac(-), and op(-), respectively. The (”-based
trace ideals over 7 will be denoted by %,(), p € [1,o0), and try denotes the
trace functional on %, (7).

Throughout, ys denotes the characteristic function of a set S CR. If z € C,
then Z, Re(z), and Im(z) denote the complex conjugate, the real part, and the imagi-
nary part of z, respectively. To avoid cumbersome notation, for (a,b) C R, l(4p) and
(-, ~>(a’b) denote the identity operator and inner product in the weighted Hilbert space
L?((a,b);r(x)dx), respectively, and tr(q) denotes the trace functional on the Banach
space % (L*((a,b);r(x)dx)). In addition, SL;(R) denotes the set of all R € R**?
with det(R) = 1, Ly, denotes the 2 x 2 identity matrix in R?*?, ACjc(a,b) de-
notes the set of locally absolutely continuous complex-valued functions on (a,b), and
if M C R is Lebesgue measurable, then |M| denotes the Lebesgue measure of M. We
employ the following convention throughout: “0 < &€ < 1” means “for all € € (0, &)
for some &y € (0,00).”

2. Self-adjoint extensions of singular Sturm-Liouville operators

In this preparatory section, we recall some of the essential facts on self-adjoint
extensions of Sturm-Liouville operators, with particular emphasis on the singular case.
The primary motivation for recalling these facts here is to set up much of the notation
and conventions to be employed in later sections. As such, in most cases we only pro-
vide statements of the pertinent facts and defer to references for their proofs. We begin
by introducing the following hypothesis, which is assumed throughout this section.

HYPOTHESIS 2.1. Let —oo < a < b < o be fixed and suppose that p, q, and r
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are real-valued and Lebesgue measurable on (a,b) with p >0, r >0 a.e. on (a,b)
and
P4, 7 € Lige((a,b); dx). @D

Assuming Hypothesis 2.1, we define
D(a,b) = {f € ACioc(a,b) | pf' € ACioc(a,b)}, (2.2)

and introduce the differential expression 7 by

1
of =-[~wf)+af]. feD(ab), 2.3)

where the prime denotes differentiation with respect to the independent variable. In
addition, we define the Lagrange bracket of a pair of functions f,g € ©(a,b) by

[£,8](x) = f(x)(pg')(x) = (pf) ()8 (x), x€ (a,b). (2.4)

The next result is a Pliicker-type identity. It relates the Lagrange brackets of pairs
of functions in D (a,b).

LEMMA 2.2. ([12, Lemma 2.5]) Assume Hypothesis 2.1. If f; € D(a,b), j €
{1,2,3,4}, then

1, 2103, £ (x) + [, B0 s £21(x) + [, fa] (1) 2, f3](x) = 0,

x € (a,b). 3

Next, we recall the identities of Lagrange and Green, which relate the Lagrange
bracket to the differential expression 7 (cf., e.g., [12, Eq. (2.6) & Lemma 2.3]).

LEMMA 2.3. (Lagrange’s identity & Green’s formula) If f,g € ©(a,b), then

1d
gtf—f1g= ;E[f’g]’ (2.6)

and, consequently, for any o, 3 € (a,b),

B, — -
| (00~ 0 ) i) = [£.818) .8l @)

Following [12, Section 3], we now introduce the maximal and minimal operators
associated to 7. The maximal operator associated to 7 is denoted Tyax and is defined
by

Twaxf =7f, f€dom(Thma) ={g€D(a,b)|g,78 € L*((a,b);r(x) dx)}.  (2.8)

The operator Ty is densely defined, and its adjoint is the (closed) minimal operator,
Thin :

Tin := (Tmax)*- (2.9)

In turn, the minimal operator is densely defined and its adjoint is the maximal operator:

(Tinin)" = Tinax- (2.10)
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DEFINITION 2.4. A measurable function f : (a,b) — C lies in L?((a,b);r(x) dx)
near a (resp., b) if y(,0)f € L*((a,b);r(x)dx) (resp.. X(p)f € L*((a,b):r(x)dx))
for each ¢ € (a,b). Furthermore, g € D(a,b) lies in dom(Tm,) near a (resp., b) if
g and tg both lie in L*((a,b);r(x)dx) near a (resp., b).

One verifies that g € D (a,b) lies in dom(Tiax) near a (resp., b) if and only if g
lies in dom(7pnax) near a (resp., b). Moreover, as a consequence of Green’s formula,
the Lagrange bracket of a pair of functions that lie in dom(7ax) near an endpoint has
a finite limiting value at that endpoint.

LEMMA 2.5. ([12, Lemma 3.2]) If f and g lie in dom(Twax) near a (resp., near
b), then the limit

Fi8l(@) = lim [£.g)) (resp, [£8)(8):= lim [£.g)0)  2.11)
exists and is finite.

The minimal operator may be characterized explicitly in terms of limiting bound-
ary values of the Lagrange bracket.

LEMMA 2.6. ([26, Theorem 3.11]) The minimal operator may be characterized
directly using the Lagrange bracket as follows:

Tninf = ©f, (2.12)
f € dom(Tin) = {g € dom(Thmax) | [g, h](a) = [g,h](b) =0, h € dom(Timax) }-

It then follows that the minimal operator Tp, is a densely defined, closed, sym-
metric operator in the Hilbert space L?((a,b);r(x)dx).

Recall that if A and B are two linear operators in a Hilbert space 7, then B is
said to be an extension of A (equivalently, A is a restriction of B), denoted A C B, if and
only if dom(A) C dom(B) and Au = Bu for all u € dom(A). For the remainder of this
section, we will be interested in self-adjoint extensions of the minimal operator Tp;y -
That Thin actually possesses self-adjoint extensions is a consequence of von Neumann’s
theory of self-adjoint extensions and Weyl’s limit point/limit circle classification of
endpoints.

Assuming Hypothesis 2.1, one can consider for any z € C the differential equation
Ty = zy on the interval (a,b), that is

—(py) +qy=zry on (a,b). (2.13)

A function y € D(a,b) is said to be a solution to (2.13) if y satisfies (2.13) pointwise
a.e.on (a,b).

DEFINITION 2.7. The differential expression 7 is in the limit circle case at a
(resp., b) if for each z € C all solutions to (2.13) lie in L?((a,b);r(x)dx) near a
(resp., b). The differential expression 7 is in the limit point case at a (resp., b) if
for each z € C, there is some solution to (2.13) which does not lie in L?((a,b);r(x) dx)
near a (resp., b).
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Weyl’s alternative states that the classification of an endpoint as limit point or limit
circle exhausts all possibilities; that is, T is in one of these cases (limit point or limit
circle) at each endpoint of (a,b) (cf., e.g., [12, Lemma 4.1]).

THEOREM 2.8. (Weyl’s Alternative) If there exists a zo € C such that every so-
lution of Ty = zoy lies in L*((a,b);r(x)dx) near a (resp., b), then T is in the limit
circle case at a (resp., b).

If z€ C and 7 is in the limit point case at an endpoint ¢ € {a,b}, then there is at
least one solution to (2.13) which does not lie in L?((a,b);r(x)dx) near c. It is en-
tirely natural to ask whether there is any nontrivial solution to (2.13) which lies in
L?((a,b);r(x)dx) near c. A nontrivial solution which lies in L?((a,b);r(x)dx) near ¢
is guaranteed to exist if z is a point of regular type of Ty .

DEFINITION 2.9. A point z € C is a point of regular type of Thin if Timin — 2(4)

is an injection and (Tiyin — zl(aJ,))‘l is bounded. The set of all points of regular type of
Thin 18 denoted by 1(Tiyin ) -

LEMMA 2.10. ([12, Theorem 4.2 & Corollary 4.3]) Let ¢ € {a,b}. If z€ 1(Tin),
then there is a nontrivial solution of tu = zu which lies in L*((a,b);r(x)dx) near c.
Moreover, this solution is unique up to constant multiples if T is in the limit point case
at c.

The limit point/limit circle classification of endpoints may be characterized in
terms of the Lagrange bracket and functions in dom(7inax) -

LEMMA 2.11. ([12, Lemma 4.4]) Assume Hypothesis2.1. If ¢ € {a,b}, then T is
in the limit point case at ¢ if and only if

[f.&l(c) =0, f,gedom(Tha), (2.14)

and T is in the limit circle case at ¢ if and only if there exists f € dom(Tmax) such that

[f.fl(c) =0 and [f,g](c) # 0O for some g € dom(Tiax) - (2.15)

The significance of Wey!’s limit point/limit circle classification is that it provides
a means for completely characterizing the deficiency indices of T, . Recall that if S is
a densely defined symmetric operator in a Hilbert space .77, then the deficiency indices
of S are defined by

d.(S) :=dim(ker(S* Fil)). (2.16)

By von Neumann’s theory of self-adjoint extensions (cf., e.g., [22, Section X.1]), S
possesses self-adjoint extensions if and only if d4(S) = d_(S). In the case of Ty, the
deficiency indices are always equal and they assume one of only three possible values,
depending upon the number of limit circle endpoints, as the following theorem shows.
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THEOREM 2.12. ([12, Theorem 4.6]) If Hypothesis 2.1 is satisfied, then

d (Tin) = d—(Tin) (2.17)
and
0, if T is limit circle at no endpoint of (a,b),
d+(Twin) = § 1, if T is limit circle at exactly one endpoint of (a,b), (2.18)

2, if T is limit circle at both endpoints of (a,b).
In particular, Tyin possesses self-adjoint extensions.

By Theorem 2.12, the minimal operator Tp,;, has self-adjoint extensions. If T is
a self-adjoint extension of Tpi,, then the relation Ty, € 7 and (2.9) imply

Tiin € T C Thnax- (2.19)

Hence, T is a self-adjoint extension of T, if and only if 7 is a self-adjoint restriction
of Thax .

REMARK 2.13. If T is a self-adjoint extension of Ty, then p(T) C r(Tpiy). In
particular, by Lemma 2.10, if ¢ € {a,b} and z € p(T), then there is a nontrivial solu-
tion of Tu = zu which lies in L?((a,b);r(x)dx) near c. This solution is unique up to
constant multiples if ¢ is a limit point endpoint. o

Next, we recall the notion of what it means for two self-adjoint extensions of a
symmetric operator S to be relatively prime.

DEFINITION 2.14. If T and T’ are self-adjoint extensions of a symmetric op-
erator S, then the maximal common part of T and T’ is the operator Cr 7+ defined
by

Crru=Tu, u€dom(Crp)={f€dom(T)Ndom(T")|Tf=T'f}. (2.20)
Moreover, T and T' are said to be relatively prime with respect to S if Cr 7/ =S.

Since a self-adjoint extension 7 of Ty, is also a self-adjoint restriction of Tiax ,
to characterize the self-adjoint extension T, it suffices to characterize the domain of 7
(the action of T being that of T, ). The domain of a self-adjoint extension can be
characterized in terms of the Lagrange bracket and boundary condition bases.

DEFINITION 2.15. ([28, Definition 10.4.3]) An ordered pair of real-valued func-
tions {¢,y} on (a,b) is called a boundary condition basis at a (resp., b) if ¢,y €

dom(Tinex) and [y, 9](a) = 1 (resp.. [y, 8](b) = 1).

Lemma 2.11 (in particular, (2.14)) shows that a boundary condition basis cannot
exist at a limit point endpoint. However, a boundary condition basis always exists at a
limit circle endpoint.
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LEMMA 2.16. Assume Hypothesis 2.1. If ¢ € {a,b} and 7 is in the limit circle
case at c, then there exists a boundary condition basis {¢., .} at c.

Proof. Let ¢ € {a,b} and suppose 7 is in the limit circle case at ¢. By Lemma
2.11, there exists f € dom(Tmax) such that (2.15) holds. Writing f = Re(f) + ilm(f)
and applying linearity of the Lagrange bracket, one infers that either [Re(f),g](a) #0
or [Im(f),g](a) #0. Taking f =Re(f) or f =Im(f) accordingly, one obtains a real-
valued function f € dom(Tpqx) with [f,g](a) # 0. Similarly, decomposing g into its
real and imaginary parts, one obtains a real-valued function g € dom(7ax) such that

[f,g](a) # 0. Taking ¢, = g and y, = {[f,g](a)}’lf, one infers that {¢.,y.} is a
boundary condition basis at ¢. [

The next lemma provides a characterization of Tp,;, in terms of boundary condition
bases.

LEMMA 2.17. Assume Hypothesis 2.1. The following statements (i) and (ii)
hold.
(i) If T is in the limit circle case at a, {¢q, W} is a boundary condition basis at a,
and T in the limit point case at b, then

dom(Tmin) = {g € dom(Timax) | [8, 9al () = [g; Yl (a) = O} 2.21)

An analogous statement holds if T is in the limit point case at a and in the limit circle
caseat b.

(i) If T is in the limit circle case at a and b and {@., .} is a boundary condition
basis at the endpoint ¢ € {a,b}, then

dom(Tmin) = {g € dom(Tiax) | 8, ¥a] (@) = [g, Wa] (@) = [g,$] (D) = [g, W] (D) = 0}.
(2.22)

Proof. We provide a proof of (i); the proof of (ii) is similar. Suppose 7 is in the
limit circle case at @ with {¢,, y,} a boundary condition basis at @, and suppose 7 is
in the limit point case at b. Denote the set on the right-hand side in (2.21) by <7, and
let g € &7, so that

&, 9a)(a) = [g, Wal(a) = 0. (2.23)

If h € dom(Tax ), then an application of Lemma 2.2 with the choices f| =g, f» =h,
f3 =0, and f4 =y, yields

0= [g,](a)[9a: Yal (a) + (2, 9a) (@) [Ya: ) (@) + [3. Wi (@) [, §u] (a)
= —lg.hl(a). (2.24)

Therefore, [g,h](a) = 0. In addition, since 7 is in the limit point case at b, Lemma
2.11 implies [g,h](p) = 0. Since h € dom(Tmax) was arbitrary, it follows from (2.12)
that g € dom(Tyn). Hence, &7 C dom(Tpyp)-
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Conversely, if g € dom(Tyin), then [g,%](a) =0 for all & € dom(Tmax) by (2.12).
Separately choosing & = ¢, and h = y,, one concludes g € /. Hence, dom(7 i) C
</ . Having shown the two set inclusions, (2.21) follows. [J

Next, we recall several theorems on the parametrization of the self-adjoint exten-
sions of Thi,. The precise form of the self-adjoint extensions depends on the limit
point/limit circle classification of 7 at each of the endpoints {a,b}. One of the primary
reasons for stating the parametrizations here is to introduce notation to be used in later
sections.

To begin with, if 7 is in the limit point case at both @ and b, then T, is a
self-adjoint operator.

THEOREM 2.18. ([12, Theorem 5.2]) Assume Hypothesis 2.1. If T is in the limit
point case at both a and b, then Tyin = Tmax. That is, Ty is self-adjoint and, there-
fore, possesses no proper self-adjoint extensions.

In the case of exactly one limit circle endpoint, all self-adjoint extensions of iy,
are characterized by a separated boundary condition using a boundary condition basis
at the limit circle endpoint.

THEOREM 2.19. ([12, Theorem 6.2]) Assume Hypothesis 2.1 and let ¢ € {a,b}.
Suppose T is in the limit circle case at ¢, {@, .} is a boundary condition basis at
¢, and that T is in the limit point case at the other endpoint. If 6 € [0,7), then the
operator Ty defined by

Tef = TmaXf y

f € dom(Ty) = {g € dom(Tmax) | cos(0)[g, ¢c](c) +sin(0)[g, W] (c) = 0}, (2.25)

is a self-adjoint extension of Tnin. Conversely, if T is a self-adjoint extension of Tmin,
then T =Ty for some 6 € [0,).

If 7 is in the limit circle case at both a and b, then one must impose boundary
conditions at both endpoints to obtain a self-adjoint extension. In this case, self-adjoint
boundary conditions are categorized into two classes: separated boundary conditions
(cf. (2.26) below) and coupled boundary conditions (cf. (2.27) below) as described in
the following theorem (cf., e.g., [12, Theorem 6.4] and [28, Section 10.4.5]).

THEOREM 2.20. Assume Hypothesis 2.1. Suppose that T is in the limit circle
case at both a and b, and let {9y, W} and {¢p, W} denote boundary condition bases
at a and b, respectively. Then the following statements (i)— (iii) hold.

(i) If a,B € [0,1), then the operator T, g defined by

TopSf = Tmax [, (2.26)
cos()[g, 9a](a) +sin(a)[g, Wl (a) = 0,}

f € dom (T ) = {g & 9OMUTmws) | os(8) g, 00l 1) + sin(B) . o] (b) =0
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is a self-adjoint extension of Tin -
(if) If n € [0,7) and R € SLy(R), then the operator Tg y defined by

Trnf = Tiaxf (2.27)
£ € dom(Te ) = {g & dom(Tym) ' ([g,%](b)) _ R ([g,%]( ) }

(g, W] (D) g, Wal(a
(iii) If T is a self-adjoint extension of Tnin, then T = T, g for some a,B € [0,7) or
T =Tgy for some M € [0,7) and some R € SL,(R).

Q
= =

is a self-adjoint extension of Tin -

REMARK 2.21. The parametrization in (2.25) is a restatement (in the language of
boundary condition bases and the Lagrange bracket) of [ 12, Theorem 6.2]. Specifically,
(2.25) is obtained from [12, Eq. (6.10)] by choosing “w;” and “w» ” in the notation of
[12, Egs. (6.1)—(6.4)] to be . and ¢., respectively. The parametrization in (2.26) is
obtained from [12, Eq. (6.23)] by choosing “w;” and “w,” in [12, Egs. (6.1)—(6.4)]
such that

wi € dom(Tax ) coincides with y, near a and Y, near b (2.28)

and
wy € dom(Tiax) coincides with @, near a and ¢, near b. (2.29)

These choices are possible by the Naimark patching lemma [21, Chapter V, Section
17.3, Lemma 2]. Finally, the parametrization in (2.27) follows from [12, Eq. (6.24)]
with the same choices (2.28) and (2.29) after a minor additional observation. For fixed
R € SLy(R) and fixed ¢ € [0,7), the boundary conditions in [12, Eq. (6.24)] with the
choices (2.28) and (2.29) actually read

(L) =eor (LE5m0) 230)

However, multiplying from the left on both sides of (2.30) by the 2 x 2 diagonal matrix
J :=diag(1,—1) and using J? = L, the condition in (2.30) is equivalent to

g ®)(B)\ _ [g: 9a] (@)
(i) =m (lwlia): —
Upon taking 1 = @ and R = JRJ € R¥*2 one infers that R € SL, (R) and (2.30) is
equivalent to
[8:8](B)\ _ in% [ [8:®a)(a)
([& o) =" ([& waua))' 23

Thus, (2.27) encompasses all self-adjoint extensions as characterized by [12, Eq. (6.24)]
and vice versa. o
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3. The case of exactly one limit circle endpoint

In this section, we assume that 7 is in the limit circle case at exactly one endpoint.
Fixing Ty (cf. (2.25)) as a reference self-adjoint extension of Tpi,, we derive explicit
Krein resolvent identities that relate the resolvent of any other self-adjoint extension
Ty, 6 € (0,7), of Ty to the resolvent of Ty. The resolvent identity is then used to
compute the trace of the difference of the resolvents of Tp and 7. We treat in detail
the case where « is the lone limit circle endpoint. Analogous formulas hold if b is the
only limit circle endpoint. We fix some assumptions to begin:

HYPOTHESIS 3.1. Assume, in addition to Hypothesis 2.1, that:

(i) T is in the limit point case at b and in the limit circle case at a with {¢,,W,} a
boundary condition basis at a.
(ii) Foreach 6 € [0,7), Ty is the self-adjoint extension of Tyin defined by (2.25) with
c=a.
(iii) For each z € p(Ty), u; is the unique solution (cf. [28, Lemma 10.4.8]) 0 (2.13)
which satisfies

[Uz,90)(a) =0 and [uz,ya)(a) = 1. (3.1

(iv) For each z € p(Ty), w; is the unique solution (cf. Remark 2.13) to (2.13) which
satisfies
w, € L*((a,b);r(x)dx) and [w,,@.)(a)=1. (3.2)

Assuming Hypothesis 3.1, the functions u, and w, are called the regular and
Weyl-Titchmarsh solutions, respectively, and, since p, ¢, and r are real-valued,

T=uz, w.=ws z€p(To). (3.3)

In particular, u, and w, are real-valued when z € RN p(7p). By Theorem 2.12, the
deficiency indices of Tax are d+(Tmax) = 1. In fact,

w; spans ker(Tmax — 2l(4)) for each z € p(Tp). (3.4)

The following lemma characterizes, for fixed f € L*((a,b);r(x)dx), boundary
data of (Tp — zI(uJ,))_lf, z € p(Tp), in terms of the inner product of f with ws.

LEMMA 3.2. Assume Hypothesis 3.1. If z € p(Tp), then

[(To = i)~ frWa] (@) = = W2, )y f € L2 ((a,b);r(x)dx). (3.5)

Proof. Let z€ p(Tp) and f € L?((a,b);r(x)dx). By [12, Theorem 7.1] combined
with (3.1) and (3.2), (Tp — ZI(aJ,))_l is an integral operator with kernel (i.e., Green’s
function) given by

z€p(To), (3.6)

1 u;(y)w,(x), a<y<x<b,
G07Z(x,y): { Z(y) Z( ) y

[we,uzl(a) | uz(x)w;(y), a<x<y<b’
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so that
[(To— 2l(ap)~ / Go-(xy)f()r(y)dy, x€(ab). (3.7

Differentiating throughout (3.7), one obtains (where prime denotes differentiation with
respect to x)

[(To —2ltan) ™' ') (3:8)
— i () [ OO0 -+ )0

(w2, uz] ()

0 [ w0 F0) ) — 1w )

1 b

— a0 [0y [ 0)r0)ay)

(W, uz] ()

fora.e. x € (a,b). Applying (3.7) and (3.8), one obtains
[WZ7MZ]( ) [(TO _Zluh ) 1f7 Wa:l( )

~1im [( [0y + [ a0 as ) (v

xla

=) (w£00) [ IOy i) [ w7000y ) vl
tim [(mx) V0~ ()W) [ 1070y

xla

+ (1 r¥0 ~ (w) [ e (y)f(y)r(y)dy]

X b
= tim | wz, ya] () / () fO)r () dy + e vl 3) [ Wz(y)f(y)r(y)dy]
= [uz, Wal( /Wz dy
= [ MOy = (7 F) iy = 09y (3.9)

The limit leading to (3.9) exists by Lemma 2.5. An application of the Pliicker-type iden-
tity (2.5) with the choices fi =w;, fo = W, f3 =uz, and fy = ¢, yields [w,,uz|(a) =
—1, and the claim in (3.5) follows. [l

We recall the following abstract result for the computation of the trace of a rank
one operator and provide its short proof for completeness.

LEMMA 3.3. Let S be a separable Hilbert space, with f,g € 7€, and define
the rank one operator A= (f, -) ,, g on dom(A) = . Then A € B,(5) and

e (A) = (f,8) - (3.10)
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Proof. Since A is finite rank, A € 2, (). Fix an orthonormal basis {e, },c.» of
2 (with .# C N an appropriate indexing set), and compute

trif(A) = %@h <fvel>jfg>jf = %<f7et>(;f <€1»g>jf = <f»g>)f (3.1D
U

With these preparations out of the way, we turn to differences of resolvents of the
self-adjoint extensions Ty of Thi,, fixing Tj as a reference extension. The main result
of this section is an explicit Krein-type resolvent identity and a corresponding trace
formula for resolvent differences:

THEOREM 3.4. Assume Hypothesis 3.1 and suppose 0 € (0,7). Then Ty and Ty
are relatively prime with respect to Tnin. Moreover, for each z € p(Ty) N p(Ty), the
scalar

ko (2) = cot(8) + [w., yi)(a) (3.12)
is nonzero and the following operator equality holds:
(To — i)~ = (To—iap) " =ko(2) ™" (wz, )0y W2 (3.13)
In particular, for each z € p(Ty) N p(Ty),
[(To —2lup) " — (To—2liup) '] € %1 (L*((a,b):r(x)dx)) (3.14)
and

o weway)
- cot(0) + [Wz» Wa](a) .

() (To — 2iup) " — (To—2(ap) ") (3.15)

Proof. Let 6 € (0,7). To prove that Ty and Ty are relatively prime with respect
to Thin , it suffices to prove

dom(Tp) Ndom(Ty) C dom(Tpin). (3.16)
To this end, let g € dom(7p) Ndom(7p). By (2.25),

c0s(6)[g, 9u)(a) + sin(8) g, vl (@) = 0 and [g,0,)(@)=0.  (3.17)

However, (3.17) implies [g, w,](a) = 0 since sin(0) # 0 for 6 € (0,7). By Lemma
2.17 (i), g € dom(T ). This completes the proof that Ty and Ty are relatively prime
with respect to Tiyip -

Let z€ p(To) Np(Ty) be fixed. Suppose, by way of contradiction, that kg(z) =0.
By Hypothesis 3.1 (iv), w, € dom(Tmax ). However, kg(z) = 0 implies

0 = sin(6)kg(z) = cos(0) +sin(0)[w., ya|(a), (3.18)
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in which case, by (3.2), w; € dom(Tp), as well. Now, w; € ker(Tmax — 2l(4,5))\{0}
implies Tyw, = zw, so that z € 6(Tp). This is a contradiction to the assumption z €
p(Ty). Therefore, kg(z) #0.

To prove (3.13), define the operator

Fo(2) = (To— 2(ap) " +ko(2) ™ Wz, ) () Wes

(3.19)
dom(Fy(z)) = L*((a,b); r(x)dx).
It suffices to show that
(To — el (ap))Fo(z) = 1(ap): (3.20)
that is, it suffices to show that for every f € L*((a,b);r(x)dx),
Fo(2)f € dom(Tp) (3.21)
and
(To —2l(ap)) (Fo(2)f) = f- (3.22)
To this end, let f € L?((a,b);r(x)dx). Itis clear from the definition of Fy(z) that
Fy(2)f € dom(Tiax ), (3.23)

so the proof of (3.21) reduces to showing that Fy(z)f satisfies the boundary condition
in (2.25) with ¢ = a; that is,

c0s(0)[Fo (2).f’ $al (@) +sin(0)[Fo (2)f, Wal (@) = 0. (3.24)

One computes

[Fg (Z>f7 ¢u]( ) [(TO - ZI (a,b) ) f ¢H] ((1) +ko (1)71 <W2, f> (a,b) [wZa ¢a](a)

=ko(z)~ <Wz,f> (a.b) (3.25)
by definition of w; and the fact that (To — z/(4p)) "~ £ € dom(Tp). In addition,
[Fo(2)f Wal(a)
[(TO - ZI (a.b) ) lfv th] (a) +k9 (Z)_l <WZ7 f> (a.b) [WZ7 Wa](a)~ (326)
An application of Lemma 3.2 in the first term on the right-hand side in (3.26) yields
[Fo(@)f > Wal(@) = = (wz, £) (a5 T k6 (2) ™" (W2 f) () W2, Wil (). (3.27)
Finally, to verify (3.24), one uses (3.25) and (3.27) as follows:
cos(6)[Fo(2)f, 9a] (@) + sin(0)[Fo (2).f, Wa] (@) (3.28)

= {cos(0)ke(z) " —sin(0) + sin(6)kg (2) ™ w2, Wal (@)} (W £) ()
— {cos(B) — sin(B)ko () +sin(8) vz, vl (@) Yo 2) ' (v, )
= {cos(0) —sin(0) (cot(0) + [wz, W(a)) + sin(0)[w;, ya] (a )}
X ko(2) ™ (Weo f) (0
=0.
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The proof of (3.22) combines (3.4) and the fact that Ti,x is an extension of both Ty
and Ty:

(To —2l(ap))Fo(2) f (3.29)
= (To _Zl(uh))[(TO_ZIab ) k(D) (Wa ) () Wi
= (Tiax — A(ap)) [(To —2iap) ftke(z)! Weo f) () W2
= (Tmax — & (ap))(To — 24 p)) 1f+k9( )" 1<W27f>(a,b) (Tmax — 2 (ap))W:
(TO_ZIuh)(TO_ZIab) V=Tanf =1

The right-hand side of (3.13) is a rank one (hence, trace class) operator, so (3.14) fol-
lows. Finally, applying Lemma 3.3, (3.13), and linearity of the trace functional, one
computes

) (To = 2iap) ™ = (To—2(ap) ") = ko(2) ™" triap) ((Wz, ) 0y W)
= (g, > (3.30)
B COt(9)+[WuWa}(a)' ' -

REMARK 3.5. The identity in (3.13) yields a similar identity that relates the resol-
vents of any two self-adjoint extensions Ty, , 6; € [0,7), j € {1,2}. For 6,6, € [0, 7)
and z € p(Tp,) Np(Ty,) Np(Tp), the difference

(To, = elap) ™" = (To = ap)) ™" (3.31)
can be completely characterized by
(Toy — iap) ™ — (To—2lapy) " Jj€{1,2), (332)
j ( (a,b)

by adding and subtracting (7o — 2/, b))_1 and applying (3.13) to obtain

(To, — () ™" = (To, — hap)) " (3.33)
= [(To, _Zl(a,b))_l —(To _Zl(a,b))_l] — [(Ts, _Zl(a,b))_l - (TO_ZI(a,b))_l]
= [ko, (2) ™" — ko, (2) '] (W2, ) () 2

4. The case of two limit circle endpoints

In this section, we assume that 7 is in the limit circle case at both endpoints of
(a,b). Fixing Ty (cf. (2.26)) as a reference self-adjoint extension of Ty, we derive
explicit Krein resolvent identities that relate the resolvent of any other self-adjoint ex-
tension of Tiyi, to the resolvent of Ty n. We distinguish the two cases of self-adjoint ex-
tensions parametrized by separated boundary conditions (2.26) and those parametrized
by coupled boundary conditions (2.27). To set the stage, we introduce the following
hypothesis.
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HYPOTHESIS 4.1. In addition to Hypothesis 2.1, suppose that T is in the limit
circle case at a and b and.:

(i) Let {¢a, s} and {@p, W} be boundary condition bases at a and b, respectively.

(ii) For each o, B € [0,), let T, g denote the self-adjoint extension of Tnin defined in
(2.26). In particular, Ty o denotes the self-adjoint extension of Tyin With domain

dom(To) = {g € dom(Tinax) [ [8, 9a)(a) = [g, 9] (b) = O}. 4.1)

(iti) For each z € p(Typ), let {uzj}j—1, denote solutions to (2.13) which satisfy the
boundary conditions

[tz1,0a)(a) =0, [uz1,5](b) =1

22, @a)(a) =1, [uz2,$](b) = 0.

(iv) For each m € [0,7) and each R € SLy(R), let Try denote the self-adjoint exten-
sion of Tmin defined in (2.27).

)

4.2)

Solutions u. ;, j € {1,2}, of (2.13) satisfying (4.2) exist for z € p(Too). To
obtain u 1, for example, consider the unique solution u to (2.13) satisfying the initial
conditions

[, 9,](a) =0 and [u,y,](a)=1. (4.3)

Note that the initial value problem for (2.13) corresponding to (4.3) has a unique solu-
tion by [28, Lemma 10.4.8]. One infers that [u, §p](b) # 0; otherwise, u € dom(7j )
and z is an eigenvalue of Ty (however, we have assumed z € p(7p)). Therefore, one
may take u; | = {[u,®](b)}'u. The solution u_, is obtained in an analogous manner.
Assuming Hypothesis 4.1, the fact that p, g, and r are real-valued implies

i =uzj, JjeE{1,2}. (4.4)

Therefore, u. ;, j € {1,2}, is real-valued when z € RN p(To ).
Since 7 is in the limit circle case at @ and b and solutions to (2.13) are locally
absolutely continuous, one infers

Uz, j € ker(Tmax — 2 (qp)) C dom(Timax), j € {1,2},2€ p(Top). 4.5)
In particular,
{1z j} j=12 is a basis for ker(Tmax — 7l(q,p)) for each z € p(Top). (4.6)

The following lemma characterizes, for fixed f € L?((a,b);r(x)dx), boundary
data of (To,0 — 2(ap))~ 1f, z€ p(Tp). in terms of inner products of f with uz ;, j €

{1.2}.
LEMMA 4.2. Assume Hypothesis 4.1. If z € p(To o), then

[(Too — el iap) " foWa] (@) = —(uz2, ) ()

4.7
[(To.o = 2liap) " £ W) (B) = (uzt, flap)s [ € L¥((a,b);r(x)dx). @0



EXPLICIT KREIN RESOLVENT IDENTITIES WITH APPLICATIONS 1059

Proof. Let z € p(To) be fixed. By hypothesis,
u;, satisfies the boundary condition at a appearing in (4.1), (4.8)

and

u; o satisfies the boundary condition at b appearing in (4.1). 4.9)

By [12, Theorem 7.3], combined with (4.8) and (4.9), the operator (7o — zl(%b))’l is
an integral operator with integral kernel

o) = G e, o crics 0
so that for every f € L*((a,b);r(x)dx),
(Too— i) 70 = [ Gooee)fO)r0)ay, xe(@h). @1
Note that by (2.6),
[uz2,uz1](x) is a constant function of x € (a,b). (4.12)
For f € L?((a,b);r(x)dx), one computes
[(To0 = 2liar) ™' W] (@) (4.13)

= 1;&1{ [(To.0 — () ™" £] ()P WL () = Wa()p(x) [(To0 — 2liap)) " ] ()}
To determine [(Ty — Aiap))” 1f] one applies (4.10)—(4.12) as follows

22,1211 (B) - [(To0 = 2lia) ™" f] () (4.14)
=i 3) [ a1 ()70 3)dy -+ 2 (s (0 (6)r()

b
il () [ 2O )0 dy = e (2 (0 ()7 ()
b

i) [ s GO O)dy 41y () [ a0 G dy

X



1060 S. BLAKE ALLAN, J. HANBIN KIM, G. MICHAJLYSZYN, R. NICHOLS AND D. RUNG
fora.e. x € (a,b). Therefore, (4.11), (4.12), and (4.14) imply

[(To0 — L (ap) " 1 Wa) (x) (4.15)

- %p@) Vi ieato) [ 01700

[uZ,27 142,1} ((1

) [ 1200100y}

PO (e (a0 o)

[uz2,uz,1](a)

il 0) [ w200

_ [e2,val () /leuz71(y) F)r(s)dy+ Lt Vel @) / uz2 () F()r(v)dy,

(22, uz,1](a) [z, uz1](a) Jx
x € (a,b).
Taking the limit x | a throughout (4.15) and applying (4.4) yields
Too — iap) " fs Ve _ @ o 4.16
[( 0,0 — (a,p) ) f W:I( ) [uz,ZauZ,l](a)< Z,2 f>( ,b) ( )

Next, an application of Lemma 2.2 with the choices f1 =u;>, fo =uz1, f3 = Y, and
fa = ¢q yields

[”Z,27uf,l](a) = _[uz,h Wa}(a)' (4.17)

Finally, (4.16) and (4.17) combine to yield the first identity in (4.7). The second identity
in (4.7) is established in an entirely analogous manner, and we omit further details at
this point. [J

REMARK 4.3. An application of Lemma 2.2 with the choices f| =u.>, o =uz 1,
f3=p,and f4 = ¢ yields

[uz727u271}(b) = [”z,27 Wb} (b) (4.18)

Thus, in light of (4.12) and (4.17), one infers

= [ue1, Wal(@) = [uz2, W] (D). (4.19)
o

With these preparations in place, we are now ready to state the first set of main
results in this section, a Krein resolvent identity for Too and T, g. To simplify the
statement of theorems, we treat the case when Ty and Tj, g are relatively prime sepa-
rate from the degenerate case when 7o and T, g have a maximal common part which
is a proper extension of Ty .
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THEOREM 4.4. Assume Hypothesis 4.1. If o, € (0,7), then Too and Ty, g are
relatively prime with respect to Tyin. Moreover, for each z € p(Top) Np(Typ) the
matrix

+ zZ,1» b —|Yz,1y Ya
K p(2) = (COt(B) [uz1, W] (P) [tz,1, Wal (@) ) (4.20)
[tz2, ) (D) —cot(ar) — [uz2, Yal(a)
is invertible and
2
(T —ap) ' = (Too — = 2 [Kap@ ']z ) apyte (421)
J.k=1

Proof. Let o, € (0,7). To prove that Tyo and Ty, g are relatively prime with
respect to Thiy , it suffices to prove

dom(Tp,0) Ndom(T, g) € dom(Tiin)- (4.22)
To this end, let y € dom(7p0) Ndom(7;, g). The condition y € dom(7p) implies
[y, @al(a) =0 and [y, 9](b) =0, (4.23)

and the condition y € dom(7;, ) implies

cos(a)[y, 9ul(a) +sin(e) [y, Yal(a) = 0, 4.24)
0. .

cos(B)[y, 9] (b) +sin(B)[y, wp] (b) =
The equations in (4.23) and (4.24) together imply

> Wal(@) =0 and [y, y](b) =0, (4.25)

since o, € (0,7) implies sin(c¢r) # 0 and sin(f) # 0. The inclusion y € dom(Tyin)
follows from (2.22) in light of (4.23) and (4.25). Thus, (4.22) is established. It remains
to prove the invertibility of the matrix (4.20) and to establish the resolvent identity
420).

Let z€ p(To,0)Np (T, p) be fixed. Suppose, by way of contradiction, that K, g(z)
is a singular matrix. Then K, g(z) has a non-trivial null space, so there exists ¢,d € C

with |c|* +|d|* # 0 and
Ko p(2) (2) = (8). (4.26)

{ cos(B) +sin(B)uz.1, yu) (b) }e —sin(B)[uz.1, ya] (a)d =0,

Therefore,

) ) (4.27)
sin(ot) [uz2, W) (b)c — { cos(ar) + sin(a)[uz2, Wal(a) }d = 0.
By (4.19), the set of equations in (4.27) can be recast as
{cos(B) +-sin(B) ues, W) 0) e - sin(B) ez W) (D)d =0,

sin(at)[uz,1, Wa) (a)c + { cos(a) + sin(e)[uz 2, W (a) }d = 0.
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By the first equation in (4.28), the function cu_  +du > satisfies the boundary condition
for functions in dom(7,, g) at the endpoint b. Indeed, using (4.2) one computes

cos(B)[cuz1 +dug 2, op](b) +sin(B)[cuz 1 +dug 2, (D)
= cos(B)[uz,1, 9p](b)c +cos(B)[uz2, $] (D)d
+sin(f)[uz,1, W) (b)c +sin(B)[uz,2, y) (b)d

= {cos(B) +sin(B)[uz.1, W) (b) e +sin(B)[uz2. w ) (b)d
—0, (4.29)

where the final equality follows from the first equation in (4.28). On the other hand,
employing (4.2) once more yields
cos(o)[cuz 1 +duz o, ¢4)(a) + sin(or)[cuy 1 + dug 2, Wa)(a)
= cos(ot)d +sin(or)[uz 1, Wl (a)c +sin(o) [uz 2, Wl (a)d
= {cos(a) +sin(a)[uz 2, Wa](a) }d + sin(ot) [uz,1, o] (a)c
=0, (4.30)
where the final equality follows from the second equation in (4.28). Therefore, the

function cu | + du satisfies the boundary condition for functions in dom(7; 5) at
the endpoint a. Since cu, | + du» belongs to dom(Tmax ), one concludes that

(cuz1 +dugp) € dom(Ty, g). (4.31)

Since u, and u;, are linearly independent and |c|*> +|d|? # 0, the linear combination
cuz 1 +duz is not the zero function. Finally, (4.5) actually implies that cu;; +du_
is an eigenfunction of 7, g with eigenvalue z, a contradiction to the assumption that
z€ p(T,p)- This concludes the proof that K, g(z) is invertible.

To prove (4.21), define the operator

2
Fop(z) = (Top— = 2 [Kap@ '], bz )y haks (4.32)
k:

dom(Fy, p(2)) = L*((a,b):r(x) dx).

It suffices to show that
(Toc B —ZI( ))Fa [3(2) = I( b)> (4.33)
that is, it suffices to show that for every f € L*((a,b);r(x)dx),
Fop(2)f € dom(Ty, g), (4.34)

and

(Top — 2ap)) (Fop(2)f) = 1. (4.35)
To this end, let f € L*((a,b);r(x)dx). Itis clear from the definition of Fy p(z) that

o.p(2)f € dom(Tinax), (4.36)
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so the proof of (4.34) reduces to showing that F,, g(z)f satisfies the boundary condi-
tions in (2.26); that is, it suffices to prove:

cos(0)[Fo g (2).f @al(a) +sin(a)[Fo.p(2)f, Wal(a) =
cos(B)[Fo.p(2).f> #](b) +sin(B)[Fop(2)f, wo] (b) =

To show (4.37), one uses [(To 0—2ap)” L (Pa] (a) =0 and (4.2) to compute

[Fo.p(2).f $al(a)

, (4.37)

0
0 (4.38)

2
= [(To.0 — 2(up) "' f,9a] (a) kz (K, ]J Uz ) () Uz ks Pal (@)
J.k=1
2
== 21 [Ka,ﬁ (Z)il]j72<uf,j7f>(u,h)
=
= —[det(Kq5(2))] " [t4z,1, Wal (@) (uz 1, f) 0
— [det(Kq, g(2))] " { cot(B) + [ue,1, W) (b) } (ttz2, f) () (4.39)

Moreover, using Lemma 4.2 and the explicit form of K g (z)~! obtained from (4.20),
one computes

[Fop(2)f, Wal(a)

[(TOO_ZIab) lf»‘I/a]( ) )

[Koup (2) "] (2o ) iy 4 W (@)

1

TM“

= —(uz2, f)(ap)
+ [det(Ko5(2))] " { cot(0r) + [z 2, Wal (@) } (1, ) () 2.1, Wa (@)
— [det(Ko 8 (2))] ™ [0, Wal (@) (2.1, f ) (a.) 2.2, Wl (@)
+ [det(Ky g (2))] " [14z.2, W) (B) (2.2, f) (0 (1.1, Wl (@)
— [det(Ky. ()] { cot(B) + [tz.1, Wp) (B) } (utz 2, f) (0 (122, Wl (@) (4.40)

Therefore, upon combining (4.39) and (4.40), one obtains

)f+9a(a) +sin(a)[Fo,p(2)f Wal(a) }
(2.1, Wa] (@) — cos(e) [uz 1, Wa] (@)

det(Ke p(z2)){ cos(a)[F,
—(uz,1, /) () { cos(a
— sin(o)[uz 2, Wal (@) [uz,1, Wal (@) + sin(0) [uz 1, Wa (@) [uz 2, W (@) }
—(uz2, f)(a.p) { cos(@) cot(B) + cos(e) [uz 1, W] (b) + sin(ex) det(Ky, 5 (2))
— sin(0) [uz 2, W () [uz1, Wal (a) + sin(ex) cot(B) [uz 2, Wa] (a)
+sin(o0)[uz1, Y] (b) |22, V) (a) }- (4.41)

By inspection, the expression in braces multiplying (uz , f>(a7b) on the right-hand side
of (4.41) vanishes. Fully expanding det(K, g(z)) using (4.20), one infers that the ex-

Bz
)
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pression in braces multiplying (uz2, f) () on the right-hand side of (4.41) equals

cos(ar) cot(B) + cos(e)[uz 1, Y (b) — cos(e) cot(B) — sin(x) cot(B)[uz 2, Wal (@)
—cos(a)[uz,1, W] (b) — sin() [uz,1, W) () [u42 2, Wl (@)
+sin(0)[uz2, W] (b) (12 1, Wal (@) — sin(0)[uz 2, W) (B) [z 1, Wa (a)
+sin(e) cot(B)[uz2, Yal(a) + sin(0) uz 1, W) (b) [z 2, Wal (@), (4.42)

which, by inspection, also vanishes. Consequently,

det(Ky, p(2)){ cos(a) [y p(2)f, ul(a) +sin(0t)[Fo.p (2) f, Wal (@) } =0, (4.43)

and since Ko p (z) is invertible, (4.37) follows. To prove (4.38), one proceeds in a
manner analogous to the proof of (4.37) and computes

[Fop(2).f> 8] (b) = [det(Ke, g (2))] " { cot(0r) + [uz2, Wal (@) } (uz1, f) (ap)
+ [det(Ky, ,3( ))} otz 2, W] (B) (22, ) (a) (4.44)
and

[Fo.p(2)f, W] (D)
= (uz,1,f) (a)

+ [det(Kq p(2))] " { cot(er) + [z, Wal (@) } uz 1, f) () [0 W) (B)

— [det(Ko ()] (11, Wal (@) (1 1, f) () 42 25 W) (B)

+ [det(Ko,p(2)] ™~ [1tz.2, W) () (422, f) (0, [2.1, W) (B)

— [det(Kgp(2))] " { cot(B) + [z, W) (B) }uz2, ) () (2, W) (B).  (4.45)

Upon combining (4.44) and (4.45), one infers

det(Kq, p(2)){ cos(B)[Fup () f, 9] (b) + sin(B)[Fu.p (2)f, W] (b) }
—(uz1,f) (ap){ — cos(B) cot(er) —cos(B )[uzz’ Val(a) —sin(B) det(Ky p(2))
—sin(B) cot(e)[uz,1, Yp] (b) — sin(B)[uz 2, Wal (@) [uz,1, ] (D)
+sin(B)uz,1, Wal (@)[uz2, W) (b) }
— (=2, f) (ap) { — cO8(B)[uz2, W) (b) — sin(B)[uz 2, Wp] (b)[uz,1, W) (b)
+ cos(B)[uz.2, Wo) (b) + sin(B) [uz,1, W) (b) 142, W] (b) }. (4.46)

) —si

By inspection, the expression in braces multiplying (uz , f>(a7b) on the right-hand side
of (4.46) vanishes. By fully expanding det(K, g(z)) using (4.20), one infers that the
expression in braces multiplying (uz 1, f) () on the right-hand side of (4.46) vanishes.
Consequently,

det(Ky p(2)){ cos(B)[Fo,p(2) £, 96)(b) +sin(B)[Fo,p(2) /- wp] (b)} =0 (447)
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and since Ky g (z) is invertible, (4.38) follows. This completes the proof of (4.34), and
it remains to prove (4.35). The proof of (4.35) is a simple calculation which combines
(4.5) and the fact that Thax is an extension of both T, g and Top:

(Top = (ap)) Fop(2)f = (Tmax — 2 (ap)) Fa,p(2) f (4.48)
= (Tmax - ZI(a,b))(TO.,O - Zl(a,b))ilf
2
- 2 [Ka,[} (Z)il] 'k<uf,jaf> (a.b) (Tmax - Zl(a,b))uz,k
Js
k=1

= (Too — ap)Too — iap) " f=lapyf=f O

If a,B €[0,m) and af =0, then T, g and Ty are no longer relatively prime
with respect to Ty . In this case, we obtain:

THEOREM 4.5. Assume Hypothesis 4.1. The following statements (i) and (ii)
hold.

(i) If B € (0,m), then the maximal common part of Too and Ty g is the restriction of
Tmax to the set

1 ={y € dom(Tmax) | [y, 9al(a) = [y, $](b) = [, W) (b) = O} (4.49)
Moreover, for each z € p(Too) Np(Typ) the scalar
Kop(2) = —cot(B) — [uz.1, ¥ |(b) (4.50)

is nonzero and

(Tog — iap) " = (Too—2ap) " +Kop@)  (z1, ) (ap)tz1- (4.51)

(ii) If o € (0,7), then the maximal common part of Ty and Ty is the restriction of
Tmax to the set

2 ={y € dom(Tmax) |y, 9u] (@) = [y, 95] (D) = [y, Wl (a) = 0} (4.52)
Moreover, for each z € p(To o) Np(To0) the scalar
Ko 0(2) = cot(a) + [uz 2, W] (a) (4.53)
is nonzero and

(Too — i)~ = (Too — ap) " +Ko0(2) " (22, ) (apytiz2- (4.54)

Proof. We provide the details of the proof of item (i) only. The proof of item (if)
is entirely analogous. Let 3 € (0, 1) be fixed. To prove that the maximal common part
of Ty and To g is the restriction of Tax to the set .77, it suffices to show

dom(To’o) N dom(TO,,;) =9. (4.55)
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To this end, let y € dom(7p0) Ndom(7 g). Then the fact that y € dom(Tp) implies
that y satisfies the conditions in (4.23), and the fact that y € dom(7; g) implies

cos(B)[y, 9](b) +sin(B)[y, w] (b) = 0. (4.56)

Taken together, the relations in (4.23) and (4.56) imply [y, y,](b) = 0 since sin(f) #0
for B € (0,m). Hence, y € .. Conversely, if y € ./}, then (4.23) and (4.56) hold,
so y € dom(Tpp) Ndom(7y ). To complete the proof of item (i), let z € p(Tp0) N
p(Tpp) be fixed and let Ky g(z) be the scalar defined in (4.50). To prove the claim that
Ky g(z) is nonzero, suppose on the contrary that Ky g(z) = 0. We claim that z is then
an eigenvalue of T g. Indeed, Ky g(z) = 0 implies

cos(B)[uz.1,9p)(b) +sin(B)[uz.1, W] (b) = 0. 4.57)

Since [u,1,¢a](a) =0 (cf. (4.2)) and u.; € dom(Tpnay), it follows that u, ; € dom(Tp g),
so that z is an eigenvalue of Ty g and u;; is a corresponding eigenfunction. This
contradicts the assumption that z € p(Tp g) and completes the proof that Ky g(z) # 0.
It remains to establish the resolvent identity in (4.51). Define

Fop(2) = (Too — 2iap) " +Kop(2) ™ Uz 1, - (a1

) (4.58)
dom(Fy g(z)) = L*((a,b); r(x) dx).
In order to prove (4.51), it suffices to show
(Top — 2(ap)) Fo.p(2) = Liap)s (4.59)
that is, it suffices to show that for every f € L*((a,b);r(x)dx),
Fyp(z)f € dom(Ty ), (4.60)
and
(To,p — (ap)) (Fop(2)f) = f. (4.61)

To this end, let f € L?((a,b);r(x)dx) be arbitrary. It is clear from the definition of
Fyp(z) that
Fop(2)f € dom(Tinax), (4.62)

so the proof of (4.60) reduces to showing that F, g(z)f satisfies the boundary conditions
for functions in dom(Toﬁ) ; that is, it suffices to prove

[Fop(2)f,®a)(a)
cos(B)[Fop(2)f, o)(b) +sin(B)[Fo s (2) f, W] (D)
To check the first boundary condition in (4.63), one uses (4.1) and (4.2) to compute

[Fo.p(2)f,9al(a) = [(Too — liap) " f.0a) ()
+ Ko p(2) (1, f) (0 [t42,1, $a] (@) = 0. (4.64)

=0 (4.63)
=0 )



EXPLICIT KREIN RESOLVENT IDENTITIES WITH APPLICATIONS 1067

To check the second boundary condition in (4.63), one computes

cos(B)[Fo,p(2).f, 5]() +sin(B)[Fo s (2) f, Wi (b)
=cos(B){ [(To.0 — iup) " f- 9] () + Ko g (2) ™ (uz1, f) (ap) [z1, 0] () }
+sin(B){[(To.o — el iap) ™ £, W] (b) + Kop(2) ™ (1, ) (apy l1z,1, W) (B) }
= cos(B)Ko g () (uz1, f)(ap) +sin(B)(uz 1, ) (ap)
+sin(B)Ko g (2) ™" (uz1, ) () 1.1, W] ()
= (11, f) (ap) Ko,p(2) "' { cos(B) — cos(B) — sin(B)[uz1, y] (b)

+sin(B) [zt v (b))
N (4.65)

Note that the second identity in (4.7) is used to obtain the second equality in (4.65).
This proves (4.60), and subsequently, the claim in (4.61) is a result of the following
calculation:
(To.p — 2ap))Fo.p(2).f = (Timax — (ap)) (Fo.p(2).f) (4.66)
= (Tmax - Zl(a,b))(TO.,O - Zl(a,b))_lf
+ Ko p(2) " (1, f) ap) (Tmnax — )iz
= (Too — ap)Too — iap) " f=lapyf=f O

Now, we derive results analogous to Theorems 4.4 and 4.5 for coupled boundary
conditions. Again, we separate the case in which Tz, and Ty are relatively prime
with respect to i, from the rest. The first is:

THEOREM 4.6. Assume Hypothesis 4.1. If Ry 2 # 0, then Ty o and Tgy are rela-
tively prime with respect to Tyin. Moreover, for each z € p(To o) Np(Tr,y) the matrix

R2 2 e M

=== —[uz1, W) (b) — + 1, Wal(a)
Ri2 Ri2
Kgn(z) = : ' (4.67)
w0 Ry
Ris 22 Wb Ri2 2,2 Ya
is invertible and
2
(Tran = 2l(ap) ™" = (Too—(ap) ™ + X, [Kra(@) 7], Uz gy Dapytzh.  (4.68)
jk=1

Proof. Suppose that Ry » # 0. In order to show Ty o and Tg  are relatively prime
with respect to Thyp, it suffices to show

dom(Tp ) Ndom(7z 5) € dom(Tyin)- (4.69)
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Note that any y € dom(7g ) satisfies the boundary conditions

[y7 (bh} (b) = eian,l [)’7 (bl/l} ((1) + eian,Z[y7 V/I/l] (a)? (470)
D, ) (b) = €M Ra 1 [, 9] (@) + €M Ra 2 [y, W] (a). (4.71)
Now, to prove (4.69), let y € dom(T o) Ndom(7g, ). Then (4.1) and (4.70) imply
—in

V. vl (a) = ;?{[y, 9] (b) — ¢ Ry 1 [y, 0] (@) } =0, (4.72)

and (4.1), (4.71), and (4.72) imply

v, W) (b) = €™ R 1 [y, @) (a) + € Ra o[y, W] (a) = 0. (4.73)
Therefore,
v, 0al(@) = [y, wa](a) = [y, 05 (D) = [y, W] (b) = 0, (4.74)

and it follows that y € dom(Tin). Thus, the containment in (4.69) holds. This con-
cludes the proof that Ty o and T are relatively prime with respect to Tiin -

Next, for z € p(Too) N p(Try), we prove that the matrix Kz, (z) defined by
(4.67) is invertible. Suppose, by way of contradiction, that K (z) is singular. Then
ei”RLgKRm () is a singular matrix, so its rows are linearly dependent: for some o € C,

e”’Rgg — e”’RLz[uz?h w(b) = a{ — P eir’RLz[uZQ, W) (b)}, (4.75)
-1 —|—emR172[u271, l[/a} (a) = (x{e"”RLl —|—emR1,2 [uz’z, l[/a} (a)} (4.76)

The equality in (4.76) may be recast as

—1=ae"Ry;+ {afu, 2, wa(a) — [uz,1, l//u](a)}eir’RLg. 4.77)
Define the function
8z = Uz — Uy, (4.78)
so that
[gmq)a}(a) = a[”z,%‘l’a}(a) - [I/LZJ,(PQ](CI) =0, 4.79)
82, 9] (D) = ez 2, 0] (D) — [uz1, 9] (D) = —1. (4.80)

Note that by applying (4.79) and (4.80), the identity in (4.77) may be recast in terms of

8z: ) )
(82, 9] (D) = "Ry .1(82, Pal (@) + "R 282, Wal (a). (4.81)

In addition, by the definition of g,
(82, W] (D) = tfuz 2, W] (B) — [uz,1, W] (). (4.82)
Therefore, by (4.75),

Roo — Riofuz 1, Wl (b) = —ae™ — aR 2[uz 2, W) (D), (4.83)
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which may be rewritten as

em R2.2
— OC[L{Z.Q, l[/b} (b) + [uz.’l, l//h](b) = + - (4.84)
Rip Rip
Thus,
ein R2 2
, b)=—-a
e yol(5) = —ocg— — 32
= ¢"Ry,1[gz, 9ul(a) + € Ro g2, Wal (a). (4.85)
To obtain (4.85), one uses (4.77), which implies
—1=0e"Ry 1 + (g2, Wal (a)eR) 2, (4.86)
so that
e~ ; —1 Ry
— _ l _ lr’R = —— _— 4.87
e vl@) = G (—1— @R = o (487)
Hence, g € dom(Tax) satisfies Thaxg; = zg; and
[gZa(bb}(b)) in ([g27¢u](a)>
= e R . 4.88
([gz, v (b) 82 il (@) (359

In light of (4.88), one infers that g, € dom(TR’n ), and it follows that z is an eigenvalue
of Ty, which is a contradiction to the assumption that z € p(TR’n). Therefore, the
matrix Kg p(z) must be invertible.

In order to complete the proof, it remains to establish the resolvent identity in
(4.68). To prove (4.68), let z € p(Tp0) Np(Tr.n), and define the operator

2
Fy, To,o0 — ) Kr Uz js ) (a,b) Uz ks
J”I( ) ( sztzl[ TJ ]/,k< Z,J >( b)%z (4.89)

dom(Fg 5 (z)) = L%((a,b);r(x)dx).

It suffices to show that
(Tr.n — 2 (ap)) PR (2) = L(ap)3 (4.90)

that is, it suffices to show that for every f € L2(( a,b);r(x)dx),
Fry(2)f € dom(Tgy), (4.91)

and
(T — 2d(ap)) PR (2)f = [- (4.92)

To this end, let f € L?((a,b);r(x)dx). Itis clear from the definition of Fg (z) that

Fro(z)f € dom(Tiax), (4.93)
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so the proof of (4.91) reduces to showing F (z)f satisfies the boundary conditions in
(2.22); that is,

Ri[Frin(2)f,9a)(a) + R 2[Fron (2)f> Wal (@) — e MFrin ()£, 85](b) =0,  (4.94)
Ryt [Fron (2)f+ 0a)(a) + Roa[Fron (2)f, Wal (@) — e MFr (2).f, W] (b) =0.  (4.95)

To begin, one computes the product of the left-hand side of (4.94) with the factor
R; 2 det(Kgry(2)) as follows:

[left-hand side of (4.94)] x Ry »det(Kg n(z))
= c1(2)(Uz1, ) (ap) T €2(2) (Uz2, ) ()

where we have defined

(4.96)

c1(z) =Rii{e™™ —Risluz1, Wal(a) } +Ria{Ri1 +Rifuz 0, Wal (@) }Huzt, wa) (@)
+Rio{e™™ = Riafuzy, Wal (@) Huz 2, wal(a)
i {RLI +R1,2[”z,27 %}(a)} 4.97)

and

c2(2) = Ri,1{Rap — Ry 2[uz1, W) (b) } — R} ydet(Kr  (2))
+Rip{ €™+ Rialz, W] (6) } iz 1, Yol (@) — e {e™ + Ry 2z, y) (6) }
+R12{Rap — Ri [z, ) (b) } -2, W] (a). (4.98)

One computes

c1(z) = e MRy — Ri1R1 2[uz 1, Wal (@) + R1 2R 1 [tz 1, Wal (a)
+ R%,2[”Z,27 Wa} (a) [”Z,lv th] (a) + eileﬁ [”ZQ? th] (a)
— R} 5z 1, Wa (@) [uz2, Wal (@) — e MRy 1 — e MRy [uzp, Wa(a),  (4.99)

which vanishes by inspection. Using the definition of Kz (z) in (4.67) to compute
det(Kg n(z)), one infers that

c2(z) = Ry, 1R22 — R11R1 2[uz 1, W] (b) — R2oR11 — R12R2 2 [uz 2, Wa(a)
+RioR 1 U1, wi) () +RT, e 1, Wl (0) 12, Wal (@) + 1 — Ry 26 [uz 1, W (a)
+R12e” Mz 2, Wil (b) = RY 5tz 2, W) (b) [z 1, Wal (@) + Ry 2™ [utz 1, W) (@)
+ R otz 2, W) (b)[ue2.1, Wal (@) + R 2R 2 (122, Wl (@)
— R} ez 1, W) (B)[uz2, Wal (@) — 1 — e Ry p[u 0, ) (B), (4.100)

which also vanishes by inspection. Therefore,

Ry 2 det(Kg 5 (2)){Ri.1[Frn (2)f; $al (@) + R1 2[Frn (2) £, Wal (@)
— e M[Frn(2)f,w)(b)} =0, (4.101)
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and since neither R;, nor det(Kgp(z)) is zero, the boundary condition in (4.94) is
satisfied.

Next, the product of the left-hand side of (4.95) with the factor R »det(Kg y(z))
may be computed as follows:

[left-hand side of (4.95)] x Ry »det(Kg n(z)) 4.102)
= C1(2)(Uz1, ) (ap) T €2(2) (Uz2, ) () '

where we have defined

c1(z) =e MRy — Ry, 1Ry 2[uz,1, Wal (@) + RyRa 2 [uz, 1, Wa (@)
+ RooR1 o[z 2, Wa (@) [uz.1, Wal (@) + ¢ MRy 2w 2, Wa (a)
— RoaR1 o[z 1, Wl (@) [tz 2, Wa] (@) — ¢ Ry p det(Kr 5 (2))
— e MRy i [uz 1, W) (b) — ¢ R 21z 2, Wl (@) [z 1, W) ()
— e Mug o, ) (b) + € MRy 2l 1, Wal (@) [z 0, W] () (4.103)

and

¢2(z) =Ro,1R22» — R, 1R  2[uz 1, W) (D) — RoaR1 2 det(Kg p(2))
+€MRo 2 (U1, Wal (@) + RaoR1 [t 2, W) (D) [z 1, Wa) (@)
+ R3 5[uz2, Wa(a) — RooRi 2 [tz 1, Wl (B) [z, Wal (@) — [uz1, W) (b)
— e "Ry afuz 2, W) () [uz,1, W) (b) — e "Ra 2 [uz 2, W) (b)
+e MRy 2wy 1, Wil (B) [z 2, Wi (B)- (4.104)

Then one computes

ci(z) = eimR;l —Ry 1R [”z,l» Val(a)
+Ri1R2 2 [z 1, Wal () + Ro Ry 2[uz 2, Wal (@) [z, 1, Wal (a)
+e MRy 222, Wa (@) — RooRi 21, Wa) (@) ez, ya) (a)
. R
e [Rz,z — Rl v (b)] [i + [, Yl (a>]
. . 7 ein
+e M {— e M+ Ry ofuz 1, Wa](a)] [_ R, [u422, ‘Vb](b)]

9

—e MRy 1 [uz,1, W) (b) — € MR 21z, Wal (@) [uz1, W) (b)
— e Mu o, y) (b) + e MRy 2[uz 1, Wal (@) 12, W) (b)
—0. (4.105)

Similarly, the coefficient ¢3(z) in (4.104) is shown to vanish. As a result, one infers
that Fg(z)f satisfies

Ry 2det(Kg .y (2)){Ro,1 [Fron (2) [+ 9al(a) + Ro2[Fron (2) f, Wal(a)
— e M[Frn(2)f,06](b)} =0, (4.106)
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and since neither R; » nor det(Kg (z)) is zero, the boundary condition in (4.95) holds.
Now (4.91) follows from (4.93), (4.94), and (4.95). It remains to show (4.92), but this
is a straightforward calculation using the fact that 7o and Ty 5 are both restrictions of
the maximal operator Tiax:

(TR,rI — Zl(u7h))FR,n (Z)f = (Tmax - Zl(u,h))FR,T] (Z)f (4'107)
= (Tmax - Zl(u,h))(TO,O - Zl(u,h))ilf

2
+ 2 [KRJ’I (Z)il] j’k<uf,jaf> (a.b) (Tmax - Zl(a,b))uz,k
Jik=1

= (Too = ap)(Too — dap) " f=lapyf=f O

If Ry » =0, then Tk 5, and Tj o are no longer relatively prime with respect to Ty .
In this case, we obtain:

THEOREM 4.7. Assume Hypothesis 4.1. If Ry, = 0, then the maximal common
part of Trn and Ty is the restriction of Tyax to the set

Frn = {y € dom(Tomax) | [, 9] (@) = [, 9] (6) =0, [y, W) (b) = " Ra2 [y, Wl (@) }.
(4.108)

Moreover, for each z € p(Trn) N p(Top), the scalar
kg (2) = Ra,iR22 + €M Ry [z ko, Wal (@) = [z ko, W) (B) (4.109)
is nonzero, and
(Trn =)~ = (To0 = 2ap) ™ + k(@) (ks ) (o ek, (4110)
where

Uz rn =€ "MRouzy ). (4.111)

Proof. Let R € SLy(R) with R;» = 0. To prove that the maximal common part
of Tpo and Ty is the restriction of Tax to 7%y, it suffices to show

dom(To70) ﬂdOIIl(TR.’n) = YRJ,. 4.112)

To this end, suppose y € dom(Tp) Ndom(7z ). Then the fact that y € dom(Tp)
implies y satisfies the conditions in (4.23), and the fact that y € dom(7g ;) implies

[y, W) (b) = € R [y, Wil (a). (4.113)

Hence, y € S . Conversely, if y € % 5, then (4.23) and (4.113) hold and, therefore,
y € dom(7p o) Ndom(7g ). To complete the proof, let z € p(Tp ) Np(Try) be fixed
and let kg p(z) be the scalar defined in (4.109). To prove the claim that kg (z) is
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nonzero, suppose on the contrary that kg » (z) = 0. We claim that z is then an eigenvalue
of Tpy and u; gy defined by (4.111) is a corresponding eigenfunction. To justify this
claim, it is enough to show that u; g , € dom(7g ). In turn, it suffices to show u; g
satisfies the boundary conditions in (2.27). To this end, one computes

"Ry 1[uz k., Gal (@) = [uzr 0, Po] ()
= ¢"Ry1e” MRy [0, 9a) (@) + € Ry 1 [uz1, 0a) (@) — e MRy 5[z 2, 0] (B)
— [uz1,90) (D)

—1-1=0, (4.114)
using the conditions (4.2) and 1 = det(R) = R; jR;». Moreover, the assumption that
kg (z) =0 implies

emR2,1 [tz Rns 9a] (@) + emR2,2 [tz R ns Wal (@) — [z,R,n, Wo] (D)
= RyRa 2z 2, 0a)(a) + €M Ry 1 [u 1, 9a) (@) + €M Ry 2[u k1, Wal (@)
— [uzrn, W) (D)
=Ry 1Ro2 + MRy r s Wal (@) — [z ko, Wo) (B) = kg (2) = 0. (4.115)

The identities (4.114) and (4.115) imply that u, g , € dom(7g 5 ), from which it follows
that z is an eigenvalue of Tz, with corresponding eigenfunction u, . This is a
contradiction to the choice of z € p(Tg ). This completes the proof that kg, (z) # 0.
It remains to establish the resolvent identity in (4.110). Define

Frn(2) = (Too = 2lap) ™ +krn(2) ™" (tzrm, ) (4 Uekin:
dom(Fg n(z)) = L*((a,b); r(x) dx).
In order to prove (4.110), it suffices to show
(Try — Zl(a,b))FR,n (z) = L) 4.117)
that is, it suffices to show that for every f € L*((a,b);r(x)dx),
Fr(2)f € dom(Tg p), (4.118)

(4.116)

and
(Trn — 2lap)) (Fr (2)f) = [ (4.119)

To this end, let f € L?((a,b);r(x)dx) be arbitrary. It is clear from the definition of
Frn(z) that

Frn(2)f € dom(Tax ), (4.120)

so the proof of (4.118) reduces to showing that Fg(z)f satisfies the boundary condi-
tions for functions in dom(7g y,); that is,

0=¢"Ry 1[Frn(2)f,0a)(@) — [Frn(2)f, 05) (D), (4.121)
0= eianl [FRJ] (Z)f7 (Pa} (a) + einR2,2[FR,n (Z)f7 Wa} (a)
— [Frn(2).f, W] (B). (4.122)
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To check (4.121), one uses (4.1) and (4.2) to compute
MRy 1 [Frn (), 9l (a ) — [Fra(2)f, 0](b)
=Ry 1 [(Too—z b)) £, 4] (a)
+eMRy 1krny (2 ) 1 <qu n’f> (@) {e" MRy a[uz 2, 0a)(a) + [uz1,0a(a) }
— [(Too = 2l(ap) " 1, 0] (b)
—kron(2) ! (tzrn f) gy 1€ MR 2 [0z, 80) (D) + [1z,1, 03 (B) }
= ke (2) " (zr, ) ) (det(R) = 1) = 0. (4.123)
To check (4.122), one uses (4.1), (4.2), and Lemma 4.2 to compute
MRy 1 [Fron (2).f 9l (@) + MR 2 [Fron (2).f, Wal (@) = [Fron (2) £, W) (b)
=e"Ry1[(Too —2(gp)” Lf,0a] (@)
+€mR2 tkrn(2)” <MZR n,f> {6 "Roaluz 2, 9a0)(a) + [uz,l,%](a)}
+enR22[(TOO_ZIuh )~ fﬂlfa]( )
+e"MRyokrin (2) ' (tzrn f) (2.0 Wal (@)
— [(To0— 2l(up) "' 1, llfb]( ) — kg (2) " (uzr, naf> o) UzR, W] (D)
= (uzr. f) (ap) R (2 “HRo 1Ry 2 + €M R o[z r i Wal (@) = [tz ko, W) (B) }
= (uzrn, f) (ab)
= (uzrn.f) (ab) (uzrn, f) (ap) = V- (4.124)

This proves (4.118), and subsequently, the claim in (4.119) is a result of the following
calculation:

(Tr.n — 2(ap)) Frn (2) f = (Tmax — () Frn (2).f (4.125)
= (Tmax — (a))(Too — dap) "' f
+kgp(z)”! <”Z,R.,n7f> (ap) (Tmax = 2 ) )tz R
= (Too — i) (Too — diap) [ =F =Iapf O

REMARK 4.8. Using linearity of the trace functional, the rank one trace formula
in (3.10), and (4.21), (4.51), (4.54), (4.68), (4.110), one may obtain explicit trace for-
mulas which are analogous to (3.15) for the resolvent differences

(Toc,ﬁ _Zl(u,h))_l - (TO,O _Zl(a,b))_lv z€ p(Ta,ﬁ) mp(TO,O)v Ol,ﬁ € [O,TE), (4126)
and

(Tron — 2iap) ™ — (Too—2wp) ™", 2€p(Trn)Np(Too),

4.127)
ReSLy(R), 1 € [0, 7).

o
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REMARK 4.9. Assume Hypothesis 2.1. Explicit Krein resolvent identities for
three-term Sturm-Liouville operators were derived in detail in [9] under the additional
assumption that 7 is regular on (a,b). Recall that 7 is said to be regular on (a,b) if a
and b are finite and

p ' q,rel((a,b);dx). (4.128)

Treating both separated and coupled boundary conditions, the authors of [9] derive
Krein resolvent identities that relate the resolvent of any self-adjoint extension of Ty,
with either separated or coupled boundary conditions, to the resolvent of the Dirich-
let extension (parametrized by vanishing boundary values) of Ty, in the regular case.
Here we briefly comment on how the resolvent identities from [9] can be recovered
as special cases of the Krein resolvent identities obtained in Section 4. For simplic-
ity, we consider only those self-adjoint extensions of Tp,;, corresponding to separated
boundary conditions which together with the Dirichlet extension are relatively prime
with respect to Thin. The other cases may be treated in a similar fashion. Henceforth,
we shall assume that 7 is regular on (a,b).

Recall that in the regular case, if f € dom(Tiax), then f and pf’ possess boundary
values. That is, the following limits exist

fa):= lim f(x), fM(a):= lim (pf')(x),

o 1 o / (4.129)
f(b):= lim f(x),  fU(b) = lim (pf')(x).

The self-adjoint extensions of Ti,i, corresponding to separated boundary conditions are
characterized in [9, Eq. (3.1)] as a two-parameter family {Hg, g, }q,.6,<(0,x) » Where for
each 6,,0, € [0,7),

Ho,.0,f = Tmax.f" (4.130)
cos(6u)g(a) + sin(8a)g" (a) = 07}

f € dom(H, 0,) = {g cdomTmas)| os(6,)5(b) — sin(8,)g(5) =0

Note that Hyg is the Dirichlet extension of Tpi,. We briefly explain how the Krein
resolvent identity obtained in [9, Eq. (3.13)] may be recovered as a special case of
Theorem 4.4. For simplicity, we treat only the case 0,,0;, # 0.

To recover the Krein resolvent identity from [9], one expresses Hyg, g, in terms of
the operators in (2.26) parametrized in terms of boundary condition bases. Fix a pair of
boundary condition bases {¢., .}, ¢ € {a,b}, by choosing ¢4, §p, Wa, W) € dom(Tnax)
such that

0u(a)=0, 9'@=1, o,(6)=0, ¢ (B)=1, Wiz,
val@) =1, wl@)=0, wk)=1, v b =0.
The relations in (4.131) imply [y, ¢:](c) =1, ¢ € {a,b}, and
— — ol
R0l =s@), wl@=-ga, o

(3, 96)(b) = g(b), [g.ws](b) = —g!" (b),
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With this choice of boundary condition bases, the self-adjoint extensions of T, given
by (2.26) are

Topf =Toaxf, o,B€[0,m), (4.133)

cos(@)g(a) — sin(t)g!! (a) = 0,
cos(B)g(b) —sin(B)g")(b) =0 }
A comparison of (4.130) with (4.133) yields
Hg, 0, = Tx—0,0,» Hoe, =Toe, 6.€(0,m), 6, €l0,m). (4.134)

fe dom(Taﬁ) = {g € dom(Tnax)

In particular, for the Dirichlet extension,
Hyo=Top. (4.135)

The Krein resolvent identities in [9, Theorem 3.1] relate the resolvents of Hg, g, and
Hp o and are expressed in terms of the basis {u;(z, -)} =12, z€ p(Ho,), of ker(Tax —
zl(a)) specified by the conditions

ui(z,a) =0, wui(z,b)=1,
u(z,a) =1, up(z,b) =0,

Comparing (4.2), (4.5), (4.6), (4.135), and (4.136), one infers that
ugj=uj(z,-), je{1,2},z€p(Hop)=p(Top)- (4.137)

If 64,6, € (0, ), then according to Theorem 4.4, T, ¢, and Tp o are relatively prime.
For each z € p(Tz_g,,6,) NP (To,0), the matrix K;_g, g, (z) given by (4.20) is invertible
and the identity in (4.21) holds. Using (4.132) and (4.137), one computes

[z j, wel(¢) = —uls(e) = —ul(z.0), je{1,2},cefab},zep(Tog). (4.138)
Therefore, by (4.20) and (4.138), for z € p(Tz—4q,,6,) NP (T0,0)

z € p(Hop). (4.136)

cot(8y) —ullz,b)  W(za)
)+ ub(z,a)
By (4.21), (4.134), (4.135), and (4.139), for z € p(Hg, 6,) N p(Hoo),

(H9a,9h _Zl(a,b))_1 = (Tﬂ—9a,9h _Zl(a,b))_1
= (Too — 2igp)

Kr_6,0,(2) = (4.139)

—ull(z,b)  cot(6,) +

- Z [Kr—g,.0,(z l]j’k<”2,j7'>(a,b)”z,k
Jk=1
= (Hoo—2l(ap) "
2

= 2 [Kr0,0,) 7], i@ ) Dapyua(z, ), (4.140)
k=1
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which agrees with [9, Eq. (3.13)] after interchanging the indices j and k.
The other Krein resolvent identities in [9, Egs. (3.16), (3.19), (3.50), (3.53)] may
be obtained in a similar manner as special cases of Theorems 4.5, 4.6, and 4.7. o

5. Applications to Bessel operators

The Bessel differential operator has a storied history and has been studied by many
authors; see [16] for an extensive list of references in this connection. In this section,
we consider the Bessel operator (in Liouville form) as an application of the results of
Section 3 to a problem with singular endpoints. Using Theorem 3.4, we determine
the explicit form of Krein’s resolvent identity and use it to calculate the trace of the
difference of the resolvents of the Friedrichs extension and any other self-adjoint exten-
sion. The trace formula obtained via (3.15) is then used to explicitly compute the Krein
spectral shift function for the pair of self-adjoint extensions.

For v € [0,) the Bessel differential expression 7, is defined by choosing, in the
notation of Hypothesis 2.1:

a=0, b=oco,
: s (5.1
r(x) =px) =1, glx)=(v"=(1/4))x™", x€(0,),
so that the differential expression (2.3) takes the form
vi-1
wf=—f"+ = Lf £ eD(0,00). (5.2)

Following (2.8), one defines the maximal operator Tn(l‘;,)( associated to 7, in the Hilbert
space L?((0,%0);dx) by

TS =T f,

(5.3)
fEdOIn( max) {gE’D |g77ngL ((O,w);dx)},
and, in accordance with (2.9), the associated minimal operator T n(lm) is defined by
T = ()" (54)

Recall that /(g ) and (-, ->(07w) denote the identity operator and the inner product in
L?((0,00):dx)., respectively, and tr(g ., denotes the trace in A (L*((0,%0);dx)) .

As reported, for example, in [13, Section 12], for v € [0,1), 7y is in the limit circle
case at x = 0 and in the limit point case at x = oo. On the other hand, for v € [1,0),
Ty 1s in the limit point case at both x = 0 and x = oo. It follows from Theorem 2.18
that for v € [1,e0), the minimal operator Tlm is self-adjoint and, therefore, possesses
no proper self-adjoint extensions. So, itisto v € [0,1) that we restrict our attention.

In this case, the self-adjoint extensions of Tn(nn) are parametrized as a one-parameter
: (v)
family {Te }ee[o,n) .
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Our first goal is to explicitly compute the right-hand sides in (3.12), (3.13), and
(3.15). This is carried out below in Propositions 5.1 and 5.8. The objects of interest
(do, Vo, kg(-), w;, etc.) will all depend on v. To clearly indicate this dependence,
we append the subscript “v” to relevant quantities (¢o.v, Wo,v, ko v(-), wzv, etc.).
Moreover, as will become apparent, there is a natural bifurcation between v € (0,1)
and v =0, so the two cases are treated in separate subsections.

The fact that x = 0 is a limit circle endpoint and x = o is a limit point endpoint

implies that the difference of the resolvents of Te(v) and TO(V) is rank one, so that

T ()~ alp) ] € 21 (L2((0,0): ),

zep(1y")np(1y").

(v)
Ty —zle
{( o — o) 5.5)

By [14, Egs. (7.15) & (8.16)],
o (T\") = 00 (TY)) = ess (T,)) = [0,0),  0p(\Y) =0, ve[0,1). (5.6)
In particular, TO(V)

Theorems 8.12 & 9.29]), the condition in (5.5) implies that Tév) and TO(V) have the
same essential (resp., absolutely continuous) spectra. In particular,

has no eigenvalues. Based on abstract principles (cf., e.g., [23,

Gac(T")) = 0ess (TSY)) = [0,00), 6 € (0,7), v €[0,1). (5.7)

Since the deficiency indices of T( ) are (L,1), T, ( ) has at most one negative eigenvalue
of multiplicity one (cf., e.g., [21 Chapter IV, Sectlon 14.11, Theorem 16]). Later, we

shall determine precisely when Te(v) possesses a negative eigenvalue and compute it
explicitly.
Foreach v €[0,1) and 6 € (0, 7), the resolvent comparability condition (5.5) and

the fact that Te(v) and TO(V) are bounded from below ensure the existence of a unique
real-valued spectral shift function (cf. Appendix A),

E(T 1) e LY (R: (1424271 dA), (5.8)

such that
¢y 1) =0, A <min|o(ry") s (")), (5.9)

and for which the following trace formula holds:
(v) -1 v) -1
tri0.) (73" =2l oo)) — (1" = lo) ')

(5.10)
/é (% T_Z )dx Z€C\R.

Our second goal is to compute the spectral shift function §(~;T9(V>,TO(V)) . By
Lemma A.3, the behavior of the spectral shift function on (—ee,0) yields information
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about the presence of negative eigenvalues of Te(v) . This analysis is carried out below
in Propositions 5.4 and 5.9.

Many of the formulas obtained in this section contain nonintegral powers of the
complex parameter z. For z € C\{0} and 3 € (0,1), we define the complex powers
7B by writing z in polar form

2= |z]e'™*@ with arg(z) € [0,27), (5.11)

and setting
B = |Z|ilieiil3 arg(z) (5.12)

In particular, the convention of choosing arg(z) € [0,27) ensures Im(z'/?) > 0. To be
consistent with (5.11), we fix a branch of the logarithm by

In(z) = In|z| +iarg(z), arg(z) € [0,27),z € C\{0}. (5.13)

5.1. The case v € (0,1)
Let v € (0,1) be fixed throughout this subsection. Following [14, Eq. (8.1)]
(cf. also [13, Section 12]), one fixes a boundary condition basis {¢o v, Yo v} at a=0

by choosing functions ¢ v, oy € dom (THEX,)() which vanish in a neighborhood of o
and satisfy

do.v(x) =x2"" and 1[107\,()6):5)6%_‘/7 x€(0,1). (5.14)

This is possible by the Naimark patching lemma [21, Chapter V, Section 17.3, Lemma

v)

2]. The self-adjoint extensions of T .. are parametrized according to Theorem 2.19 as

a one-parameter family {Tév) } 0co.r)’ where for 0 € [0,7),

1" f = TR, (5.15)
£ € dom (73")) = {g € dom (T | cos(6)[g, do.](0) +sin(6)[g, yo,v](0) = 0}

By [14, Eq. (8.16)] (cf. also [4, Proposition 5.3 (i) 1), the operator TO(V) is the Friedrichs
extension of T'") Moreover, by [4, Proposition 5.3 (ii)], the extension ) is the

min * /2
Krein—von Neumann extension of Tn(lrg . For details on the significance of the Friedrichs
and Krein—von Neumann extensions, we refer to [3], [6], [7], and [20].

For z € C\{0}, a basis of solutions {s;y,c.y} to the equation
Tyy=zy on (0,00) (5.16)
is fixed by setting

o) = ~2T (1L )2 2, (2 2),

r(1—v) (5.17)

cov(x) = STy 2220, (2%%),  x € (0,%).
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Here I'(-) denotes the gamma function and J+(-) denote the Bessel functions of the
first kind with indices +Vv (cf., e.g., [1, Section 9.1]):

1V e 22 \k
J:I:V(C):<%) ]g% ¢ eC\{0}. (5.18)

Using the asymptotics as x | 0 implied by (5.18), one verifies that the basis functions
szv and ¢, satisfy the generalized boundary conditions (cf. [4, Egs. (4.5) & (4.6)] and
[14, Section 8.2])

[SZ,Vaq)ON](O) =0, [Sz,v; WO,V](O) =1, (5.19)
[c2v,000](0) =1, [cov, Wou](0) =0, zeC\{0}, (5.20)

in analogy with the classical boundary values of sine, cosine, and their derivatives.
Ifzep (TO(V)) =C\[0,0), then s, is the unique solution to (5.16) which satisfies

the conditions in (5.19), and a nontrivial solution of (5.16) which lies in L*((0,);dx)
is given by

xl/ZH‘(/l) (Zl/2x) 521)
=icsc(vm) {e”"’”xl/zjv (21/2%) = x'727_y (Zl/2x)}

i, IVT V41
ie 2V —v)2

= sin(va)2T(1 ¢ v)zv/zs”(x) T sin(va)r(1—v)©

CZ,V(X)7 X e (0’00),

where H‘(,l)(-) =Jy(-) +iYy(-) is the Hankel function of the first kind, a combina-
tion of the Bessel and Neumann functions (cf. [1, Section 9.1]). That the function in
(5.21) actually lies in L*((0,0);dx) is a consequence of the fact that 7, is in the limit
circle case at x = 0 together with the asymptotic behavior of H‘(,l)( -) as its (generally
complex) argument tends to infinity (cf., e.g., [1, Eq. 9.2.3]):

1 () (‘g‘>ljzemg_%vn_%”> (5.22)
YO e \ E ' '

In order to explicitly compute (3.12), (3.13), and (3.15), the Weyl-Titchmarsh
solution w,, corresponding to “w;” in Hypothesis 3.1 (iv) must be determined. To
this end, one computes

[( Y2 D (272 ),¢o,v} 0)
ie—ivnzv/z 2v+1vi
- b o) 0) ~ R )

~ 2Vsin(va)D(1 +v) 0 [czv, ®0.v](0)

2V+l Vi

= (v)
= wemra—ver <Pl (5.23)
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For the sake of brevity, set

T(1—v)si v/2
B (o) = "z)vsj?i"”)z . zep(m™). (5.24)

Then, based on (5.23), one infers

Wz,v(x) _ wv(z)xl/ZH‘(/l)(Zlﬂx)

(1 —v)e VrzY (5.25)
= Ty e W ), xe @), zep(h).
As a result, Hypothesis 3.1 holds with the choices
a= 07 b= 2, (Pa = ¢’O,V7 Y= Yo,v,
(5.26)

(v)
TG = T9 9 uZ = sZ,Va wZ = WZ,V7

and Theorem 3.4 may be applied to relate the resolvents of Te(v) and TO(V) for any
0 € (0,7) and compute the trace of the corresponding resolvent difference.
To begin with, (5.19), (5.20), and (5.25) imply

(1 —v)e Vg

(v)
vy <€P(h7), (5.27)

Wev, Wov](0) =
which yields an explicit expression for the right-hand side of (3.12):

kg v(z) = cot(6) + [w.v, Wo,v](0)
(1 —v)e Vg

col(®) + )Ty

zep(tt)np (1)), 6€(0,7). (528

With w, given by (5.25) and kg ,(-) given by (5.28), the right-hand side in (3.13) is
completely determined.

To compute the right-hand side in (3.15), the inner product (wzy,wzv) ., must
be calculated for z € p (TO(V)) . Using the definition of the inner product and (3.3), one
computes for z € p (TO(V)) ,

(Wz,vs Wz,v>(o7o<,) (5.29)
— @2(2) /0 A [HY (220 dx

=3

1
= 03e) |32 (1) (2P -2 (ol ()|

The antiderivative after the final equality in (5.29) is due to a result of Lommel [25,
p. 135, (11)] for cylinder functions. To evaluate at the endpoints, one relies on the
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asymptotic forms [1, Egs. 9.1.9 & 9.2.3] and the order-reflection formula for Hankel
functions [ 1, Eq. 9.1.6]. For the upper limit in (5.29), one obtains

X—>00

= lim ll 2( 2 e2i(z'/2x7%vn7%n’)

. 1
lim |:§x2 ([H\(’l) (Zl/Zx)]2 _H\Eljl (Zl/zx)H521 (Zl/zx)>]

—X
27

_ 2 ei(Zl/z)C7%(V*l)ﬂ*%ﬂ)ei(zl/ZX7%(V+1)7’E7%7’E) — O, (530)
nz!/2x

since z € p(TO(V)) = C\[0,0) implies Im(z'/?) > 0 (cf. (5.12)). In like fashion, at the
lower limit:

hmllxz(_ 2(v) _(_il"(l—v)e"(l")”._ iT(1+v) ))]
x0]2 nz(%zuzx)z" n(%zl/zx)I*V n(%zl/zx)H"

2 2 (1 —v)I(1 i(1-v)m
[ () 20 ve
x[0 272 (%11/2) R2v-2 n’z
Ar(1—v)I(14v)e ™™  2ve 7 (5.31)
B n2z ~ mzsin(vm)’ '
Finally, substitution of (5.30) and (5.31) into (5.29) yields
2v6—iv7r
_ 2
(Wey s Wav) (0. = By (2) mzsin(vr)
I2(1—v)sin(vr)e VrzV~1
- 22vtlyg
F(l _ v)efivnzvfl
=Ty (5.32)

where the last equality is due to [1, Eq. 6.1.17]. Now (5.28) and (5.32) permit one to
explicitly compute the right-hand side in (3.15). The results are summarized in:

PROPOSITION 5.1. If v € (0,1), 8 € (0,7), and z € p(TO(")) mp(Te(V)), then

(13" —alig) ™ = (1" —2lg) ™

I(1—v)e v®

! (5.33)
v
T(1+v)22 y® } W2, ) 00y Wervs

= [cot(e) +
where wy is defined by (5.25). In particular,

(18" = ow)) ™" = (13" = 2hig)) ™' | € 1 (12((0,)sk)) (5.34)
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and the following trace formula holds:

0e) (13" = 2lo) ™" = (13" —2l(0)) ™) (5.35)

r(1—v)e s 17
= {cot(@) + Wzv] <Wz,v,Wz7v>(07o<>)

Zv—l

F—vje ™ Tr(1—v)e v
F(14—V)22V+1V r(v)22v+1v
(1 —v)ve VgVl
I(1+v)22vtlveot(8) +T(1 — v)e ivazy’

=— {cot(e)—f—

REMARK 5.2. In the special case v = %, the solutions (5.17) and (5.21) simplify

to
s.12(x) = b sin (zl/zx),
7 z1/2 (5.36)
CZ.,I/Z('X) = cos (Zl/zx)7 PAS (O7°°)a z€ C\{O}7
and
wop@) =, xe(0,0),z€p(T37). (5.37)

In this case, the trace formula (5.35) reduces to

0. (37 = hio.) ™' = (1 = 2l0.)) ™)

i 1/2 (1/2)
- T T ) 5.38
2272 (cot(0) — iz1/2)’ zep(Ty ") Np(Ty ') (5.38)

&

Next, as an application of the trace formula (5.35), we explicitly compute the

spectral shift function §(~;Te(v>, TO(V)) . To simplify the statement of our results, we
begin with a hypothesis that fixes some useful notation.

HYPOTHESIS 5.3. (i) Define the quantities

T4 v)22 7y feot(0)] 1"
697\/——[ T=v) , 06€(0,m),ve(0,1), (5.39)
and

T(1+v)22*ly|cot(0)|
I'(1—v)|cos(vm)|

1/v
/leﬂv:[ } , 0€(0,m),ve(0,1)\{3}. (5.40)
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(ii) For each (6,v) € [(0,7) x (0,1)\{(%,3)}. let the function Eq, : R — R be
defined for each A € R by
Zov(A) = (5.41)
0, ifT(1+v)2¥ yvcot(0) +T(1—v)cos(vm)|A]Y =0,

I'(1—v)sin(vr)[A|Y

——arct therwise.
z e an(l"(l+v)22V+IVC0t(9)+F(1—v)cos(vn)7L|">’ otterivise

The following theorem provides the explicit form of the spectral shift function
é(-;Tgv)7TO(V)), 6 € (0,m), v €(0,1), in terms of the quantities (5.39) and (5.40),
and the function in (5.41).

PROPOSITION 5.4. Assume Hypothesis 5.3. The following statements (i)—(v)
hold.

() If0€(0,%], ve (0,5], and (0,v) # (%,3). then
EATY) ) = 20 (M) Eav(A) forae. d €R. (5.42)

In particular, Te(v) has no negative eigenvalues.

(ii) If 0 € (0,%] and v € (%,1), then
EMTS" 1Y) = ~Xg ) (A) + X0 (A)Z0.0(A) forae. A ER.  (5.43)

In particular, Te(v) has no negative eigenvalues.

(iii) If 0 € (%,7) and v € (0,%), then
EMT T3") = ~Hiep wio o)) + X0 (M)Z0.0(A) forae A €R.  (5.44)

In particular, Tév) has a single negative eigenvalue eg ,, of multiplicity one.

(iv) If 0 € (£,m) and v € [},1), then
EMTY L TY) = ~eg o) (A) + X0y (M) Z0 v (A) forae A R, (5.45)

In particular, Te(v) has a single negative eigenvalue eg , of multiplicity one.
WIf0=Zand v=>1,then
2 2

ll(o,w)(l) forae A eR. (5.46)

L(1/2) R (1/2) _
EMT 1) = =3

/2 0

In particular, Té%z) has no negative eigenvalues.
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Proof. Let 6 € (0,7) and v € (0,1). Temporarily taking the explicit representa-
tions (5.42)—(5.46) for granted, the claims about negative eigenvalues of Te(v) in each
of the cases (i)—(v) are immediate consequences of (5.6), (5.7), and Lemma A.3 in
conjunction with (5.42)—(5.46). It remains to justify (5.42)—(5.46).

We begin with some general considerations before specializing to the individual

cases (i)—(v). The trace formula (5.10) implies

tro.) (73" =210, )) 1—(To(v)—zf&o,oo))*l)

/ E( 7L T )d)L
_Z
1 A
/SQLT ) [l—z 1+7Lz] dh
v v 1 A
—d—z/Rs(x;Tg ) T b_z 1+12] di, zeC\R. (5.47)

The interchange of the integral and derivative in (5.47) is justified based on (5.8). By
(5.35),

. . d
trom) (75" = 2li0) ™ = (T = 2lo)) ") = = Lm0, ().
z€ C\R,

(5.48)

where
mg.y(z) == T(1+v)2* lveot(8) +T(1 — v)e V¥, z€ C\R. (5.49)

Note that the condition z € C\R in (5.48) implies that mg ,(z) € C\[0,00), so the
branch cut of the logarithm along [0, ) (cf. (5.13)) is avoided. A comparison of (5.47)
and (5.48) implies

1 A
/Ré(k;TéV%Tév)) {7&—2 1+A2} dL =1n(mg(2)) +Coy, z€C\R, (550)

for some constant Cy , € C. The spectral shift function may be recovered pointwise
a.e. from (5.50) by employing the Stieltjes inversion-based technique used in the proofs
of [9, Theorem 5.5] and [15, Lemma 7.4]. Specifically, by the Stieltjes inversion for-
mula [18, Theorem 2.2 (v)], applied separately to the positive and negative parts of

£ (-;Te(v), TO(V)) , one obtains
E(s TG(V),TO(V)) — lifg %Im [In(mg v (A +i€))] +Co.y
&

1 ~
= lifg - arg (mg’v(l + ie)) +Cy,y forae A R, (5.51)
€
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for some constant 697‘, € R (in fact, 697‘, = n_llm(Ceﬁv)). Note that
Re(mg.y (A +i€)) (5.52)
=T(1+v)2* veot(8) + T(1 — v)[A +ie|" cos (v[r — arg(A + i€)]),
A eR, g€ (0,00),
and
Im(mg,v (A +i€)) = —T(1 — v)|A + ig|"sin (v[r — arg(A + ig)]) <O,
’ (5.53)
AEeR, g€ (0,00).

To compute the limit in (5.51), one treats separately the cases A € (—e0,0) and
A € (0,00). The case A =0 may be dismissed as negligible since the spectral shift
function is only determined almost everywhere.

Note that

liﬁ} arg(A+ig)=m, A€ (—o0,0). (5.54)
€

Define
Ag,(A) = lginge(meﬂv(/l +i¢€))
=T(1+v)22* lycot(0) +T(1 —V)[A]Y, A € (—o,0), (5.55)
and let
Doy = {4 € (—,0) \Aav(k) >0},
Noy = {A € (—,0) \Aav(?t) <0}, (5.56)
Zgy ={A €(==,0)[Ag, (1) =0}.
The sets in (5.56) allow one to decompose (—e,0) into a disjoint union:
(—e0,0) = Py UM, UZy (5.57)
Note that ffe_,v contains at most one element, so it has Lebesgue measure zero:
| %5, =0. (5.58)

If L € &, then
Re(mg (A +ig)) >0, 0<e< 1. (5.59)

Therefore, for 0 <& < 1, mg (A +i€) has a positive real part and a negative imaginary
part. Thus, by (5.53), (5.54), and (5.59),

1 N [Im(me,v (A +i€))|
18%1 —arg (mov(A+ig)) = p 181% l27t arctan ( Ro(mo.y (A 1 7€)

1

= _[21-0]=2, A€ P, (5.60)
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If 2 € 4y ,,then
Re(mg,y(A+ig)) <0, 0<e< 1. (5.61)

Therefore, for 0 < € < 1, mg (A +i€) has a negative real part and a negative imagi-
nary part. Thus, by (5.53), (5.54), and (5.61),

T+ arctan (

|Im(m97v(7t —|—i8))|>]

18%1% arg (mg v (A +i€)) = %1‘91?8 Re(mo s 5i0)]
= lm+0=1, Aet, (5.62)

By (5.51), (5.58), (5.60), and (5.62),
ETY) TY) = Wy (W), () +Coy forae. A € (—,0).  (5.63)

The explicit form for Ay, in (5.55) implies limy_, ., A, (A1) = o, so one infers
(—oo,—ng,y) C Py, for some ng, € N. Thus, taking A sufficiently small in (5.63),
and applying (5.9), one obtains

Coy=—2. (5.64)
Thus, (5.63) reduces to
EMTy T) =22, () + 24, (2) 2
=2, ()4 () =2|20, W)+ 2y, (1)
= _X%TV(M fora.e. A € (—e,0). (5.65)
To obtain the second equality in (5.65), one uses (5.58), which implies
X, (A) +7%TV(M =1 forae. A € (—,0). (5.66)
Next, consider A € (0,0). In this case,

liﬁ)l arg(A+ie) =0, A € (0,). (5.67)
€

Define
Agy(A) = lgiﬁ}l%(m@,mL +ie))
=T(1+v)22"* vcot(8) +T(1 —v)AYcos(vm), A€ (0,00), (5.68)
and let
Py =12 €(0,)|Af,(2) >0},
Nt ={A € (0,%) |A§ ,(2) <0}, (5.69)
2y, ={A €(0,2)[A§ (1) =0}



1088 S. BLAKE ALLAN, J. HANBIN KIM, G. MICHAJLYSZYN, R. NICHOLS AND D. RUNG

The sets in (5.69) allow one to express (0,o0) as a disjoint union:
(0,00) = Py, UAGh, UZG,. (5.70)

If (6,v)# (%7 %) , then Qfe*_v contains at most one element, so it has Lebesgue measure
Zero,

|2, |=0, (6,v)€[(0,7)x (0, )\{(5,3)}, (5.71)
while for (6,v) = (%,4) one infers that
Linap=(000) and Py =Ml =0 (5.72)
IfAe 325“7\,, then
Re(my (A +ig)) >0, 0<e< 1. (5.73)

Therefore, for 0 <& < 1, mg (A +i€) has a positive real part and a negative imaginary
part. Thus, by (5.52), (5.53), (5.67), and (5.73),

Re(mo.y (A +i€))
=2+Z4,(A), Ae Ty,

18%1 % arg (me,v(l + ie)) - %18%1 lzﬂ? — arctan ( }Im(meﬁv(?t * is)) } ) 1 (5.74)

IfAe JVQTV , then
Re(mgy(A+ig)) <0, 0<e< 1. (5.75)

Therefore, for 0 < € < 1, mg (A +i€) has a negative real part and a negative imagi-
nary part. Thus, by (5.52), (5.53), (5.67), and (5.75),

lim 1 arg (MQ’V()L + ie)) = llim 7 + arctan ( |Im(m97"(l + ie)) ’ ) ] (5.76)

0T T el0

|RG(I’I19’V()L + i&‘))}
S 1420,(2), A,

By (5.51), (5.64), (5.71), (5.74), and (5.76),
gty 1) (5.77)

— [2+59,v(?t)]xgzgv(k)+ 1 —l—Ee,v(l)]Xi%fv(?L) -2 [WJV(M“%TVW
= _xz/VeTv(M +Zgv(A) forae. A € (0,%),(6,v) € [(0,7) x (0, N]\{(Z,3)}.

The extreme case (0,v) = (%,1) will be addressed below in the proof of item (v).
With these general considerations out of the way, we analyze the individual cases

(H)-().
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(i): If 0 € (0,%], ve(0,4],and (6,v) # (Z,1), then

(cot(6),cos(vrr)) € ([0,e0) x [0,22))\{(0,0)}. (5.78)

In particular, the explicit forms for A9 v In(5.55) and (5.68) imply

Ag,(A) >0, A€ (=,0), (5.79)
Ag,(A)>0, A€(0,), (5.80)

so that
,/Vej—; =0. (5.81)

Therefore, (5.65), (5.77), and (5.81) imply (5.42).

(ii): If 6 € (0,%] and v € (3,1), then cot(6) > 0 and cos(vr) < 0. In particu-
lar, the explicit forms for A , in(5.55) and (5.68) imply

Agy(A)>0, A€ (~=,0), (5.82)
Ag’v(l) <Oifandonlyif A € (g y,0), (5.83)

so that
</V9v—® and ’/V(-)v (Agv,0). (5.84)

Therefore, (5.65), (5.77), and (5.84) imply (5.43).

(iii): If 6 € (2,7) and v € (0,4), then cot(8) < 0 and cos(vx) > 0. In partic-
ular, the explicit forms for Aiv in (5.55) and (5.68) imply

Ag.’v(l) <Oifandonlyif A € (eq,,0), (5.85)
Ag,(A) <Oifandonlyif A € (0,20.), (5.86)

so that
’/Vev (69 v»O) and ’/Vev (O 2’9 V) (5.87)

Therefore, (5.65), (5.77), and (5.87) imply (5.44).

(iv): If 6 € (%,7) and v € [, 1), then cot(0) < 0 and cos(vr) < 0. In partic-
ular, the explicit forms for Ae  in (5.55) and (5.68) imply

Ag,(4) <Oifandonlyif A € (eq,y,0), (5.88)
Ag (L) <Oifandonly if A € (0,), (5.89)
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so that
Ny = (e0.v,0), A, = (0,00). (5.90)
Therefore, (5.65), (5.77), and (5.90) imply (5.45).

(v): If (6,v) = (£,3). then cot(6) = 0 and cos(vr) = 0. The explicit form for
Ay, in (5.55) implies

A;/Z,I/Z()L) >0, YAS (_°°70)' (591)
Therefore,
’/Vzr72,1/2 =0, (5.92)
and (5.65) implies
EAT 1) =0 forae. A € (—,0). (5.93)

In addition, (5.51) and (5.64) imply

Cn(1/2) (12N e L .
é(?L,T;/z »To(/))—lglﬁ};arg(mn/z,l/z(l"‘lf))—2 fora.e. A € (0,00). (5.94)

By (5.52) and (5.53) with 6 = 7 and v = %, one infers that my /51 /(A +i€) has a
positive real part and a negative imaginary part for every € > 0 since arg(A +i€) €

(0,%) when A € (0,0). Thus,

1
é()L;T(l/z) T(l/z)) = lim —arg (my /2,1 2(A + i€)) —2

/2 >°0 el0 7T
. l _ A’ .
:liml 21 — arctan 51n(21[77: arg( —H_S)D -2
el0 T cos (5[ —arg(A +ie)])

— lim + [Zn —Slr—arg(A+ is)}] )

e|l0 T
1 1
=—|2n—Z[x—0]| -2
n[n 2[7t 0]}
1
=-3 fora.e. A € (0,00). (5.95)

Therefore, (5.93) and (5.95) imply (5.46). O
Proposition 5.4 implies that for each fixed v € (0, 1), G(Te(v)) C [0,0) if and only
if 0 € [O, %] . Therefore, Proposition 5.4 recovers the following characterization of the

nonnegative self-adjoint extensions of Tn(uvr? obtained in [4, Corollary 5.1]:

COROLLARY 5.5. If v € (0,1), then Tév) is a nonnegative self-adjoint extension
of v ifand only if 6 € [0,%].

min
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(1/2) and TTEI/ 2 are simply the

In the special case (6,v) = (%, 1), the operators T, yA
Dirichlet and Neumann Laplacians, respectively, on (0,),

—Ap:=T"" and —Ay:= T;}éz). (5.96)

The trace identity (A.6) and the simple structure of the spectral shift function (5.46) in
this case permit one to easily calculate the trace of f(—Ay)— f(—Ap) forany f € F(R)
(cf. Definition A.1 and Remark A.2) in terms of the values f(0) and f(co) (i.e., the
limiting value of f at co):

COROLLARY 5.6. If f € F(R) and f(e) :=1limy _,, f(A), then

[f(=Ay) = f(=Ap)] € 21 (L7 ((0,%);dx)) (5.97)

and

tr(0.) (f(=AN) = f(=Ap)) = 5 [f(0) — f(e)]. (5.98)

Proof. Let f € F(R). The containment (5.97) follows from (A.5). By (A.6) and
(5.46),

0. () = (~80) = =5 [ FR)ah = 3O =) (59
]

REMARK 5.7. When v = % in (5.2), the resulting differential expression 7y /5 is
regular at the endpoint x = 0. In this case, the spectral shift function for Te(l/ 2 and

To(l/ 2 may be recovered as a special case of [17, Lemma 2.3], which actually applies
to more general Schrodinger operators of the form —d?/dx* +V(x) on (0,50) with
V € L'((0,€);dx) forall £ € (0,). o

5.2. The case v=0

The case v = 0 is more nuanced, as it may not be analyzed by merely taking
v | 0 in the formulas from Section 5.1. Notice that, in fact, some of the formulas
from Section 5.1 become highly singular in the limit v | 0. Instead, one must adopt
a different boundary condition basis and solutions 5,0, ¢;o. Following [14, Section
7], one fixes a boundary condition basis {¢o 0, W00} at a =0 by choosing functions

00,0, Wo,0 € dom (T,g() which vanish in a neighborhood of o and satisfy

doo(x) =x? and  woo(x) = —x%n(x), xe(0,1). (5.100)

This is possible by the Naimark patching lemma [21, Chapter V, Section 17.3, Lemma
2]. The self-adjoint extensions of Tn(l?r)1 are parametrized according to Theorem 2.19 as
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_ : (0)
a one-parameter family {7, } ocio)’ where for 6 € [0, 7),

70 = T8, (5.101)
f € dom (T3")) = {g € dom (Tix) | cos(6)[g, 90,0](0) + sin(6) g, Yo.0](0) = 0}.

By [14, Eq. (7.9)], TO(O) is the Friedrichs extension of Trfl?g. In addition, by [4, Propo-
sition 5.3 (ii)], TO(O) is also the Krein—von Neumann extension. Thus, the Friedrichs
and Krein—von Neumann extensions coincide in this case, and it follows that TO(O) is
the only nonnegative self-adjoint extension of Tn(l(i)l)l (cf. [4, Corollary 5.2]).
For z € C\{0}, a basis of solutions {s;0,c;0} to the equation
Ty=zy on (0,00) (5.102)
is fixed by setting

s20(x) = —x'/2Jo (212%x), (5.103)
1
co(x) = —gxl/zYo (zl/zx) + {ln (EZI/z) + )/] xl/zlo (zl/zx), x € (0,00),

where y=0.577215664 ... is the Euler—Mascheroni constant. Analogous to (5.19) and
(5.20), the functions s, and ¢, satisfy the generalized boundary conditions (cf. [4,
Egs. (4.9) & (4.10)] and [14, Section 7.2])

[52.0,90,0](0) =0, [s20,Y0,0l(0) =1,
[c20,000](0) =1, [cz0,W00](0) =0, z€C\{0}.

The Weyl-Titchmarsh solution is based on the Hankel function of the first kind, as for
all zep (TO(O)) ,

(5.104)

(.)I/ZH(EI)(ZI/Z . ) c Lz((07oo);dx), (5.105)

The function in (5.105) admits an expansion in terms of the basis {s,0,c.0}:

xl/zHél) (zl/zx) = —%cao(x) - (1 + % {ln (%z1/2> + J/]) sz0(x),

(5.106)
xe(0,00),z€p(Ty"),
from which one deduces
2i
{(-)1/2Hél)(11/2 : ),¢070} 0=-=, ze p (7). (5.107)
As a consequence, one obtains
woo(x) = iz x!2H{" (%) (5.108)

1 .
= Cz7o(x) + |:1n (EZI/2> +y— %:| sz70(x)7 X e (0,00)7 ZE [)(TO(O))7
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and a calculation, omitted here, reveals

1 7T
[W-.0, W0.0](0) = In (511/2> - ’7 zep(r). (5.109)

In particular, by (3.12),

1 in
ke 0(z) = cot(0) +1In (—z1/2> +y7——=,
0(2) (6) 5 > (5.110)

Z€ p(TO(O)) ﬂp(Te(O)), 0 € (0,7).

With w. o given by (5.108) and kg o(-) given by (5.110), the right-hand side in (3.13)
is determined. To compute the right-hand side in (3.15), it is necessary to calculate

the inner product (wz g, w270>(07m) forzep (TO(O)) . Applying the definition of the inner
product, (3.3), and the order reflection formula [1, Eq. 9.1.6], one computes for z €

p(1y").

[\S]

<WZ,07Wz,O>(0’N) = _%/Nx[Hél)(Zl/Zx)]de
= 7 l—x <[H(()1)(Zl/2x)]2+ [Hl(l)(zl/Zx)]2>‘| . 5.111)

0

=

[\S]

A calculation similar to the one in (5.30) reveals that the upper limit at oo is zero.

However, the low-argument asymptotics for H(gl) differ from those of nonzero order,
so one applies [1, Eq. 9.1.8] to calculate

lxif{} Bx2 ([Hél) (Zl/2x)] 2, [Hl(l) (Zl/zx)] 2)}

1 4 1
—tim | 22 [ = Z1n2 (212 —
i3 () )|
. 2 1
=lim [_E (len2 (zl/zx) + E)}
2
= en(R”). (5.112)

Substitution of (5.112) into (5.111) yields

[ 2 1
(W20,W20) (0.00) = =7 Lr_zz] =—5 i€ p (1. (5.113)

Finally, (5.110) and (5.113) permit one to explicitly compute the right-hand side in
(3.15). The results are summarized in:
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PROPOSITION 5.8. If 6 € (0,7) and z € p(T.") N p(TS"), then
(0) -1 (0) —1
(Ty —doe) —(T) — o))

{ i1 (5.114)
= [cot(e) +1In <§z1/2) +v-— 7] (W20, ) (0,00) W20

where w, is defined by (5.108). In particular,
(130 = 2lg) ™" = (T = 2lig)) "] € 21 (12((0,00):)), (5.115)
and the following trace formula holds:

0 —1 0 -1
tr0.) (1" =20 ™' = (1" =) ™)
i (5.116)

— _zz(cot(e) +1n(%11/2) - %) .

Using the trace formula (5.116), we explicitly compute the spectral shift function
0) (0

PROPOSITION 5.9. If 8 € (0,7) and eg o= —4e 20O then for a.e. 2 €R,

gty 1) (5.117)

X(0.0+)(A) arctan " )
' 2cot(0) —21In(2) 4+ 27+ In|A|

1
= _x(ee,o’—ee,o)(l) I

(0)

In particular, Te0 has a single negative eigenvalue eg o of multiplicity one.

Proof. Let 6 € (0,). Combining (5.10), (5.116), and rewriting the logarithm on
the right-hand side in (5.116), one obtains

£Gn ), |
/R (A—2)? ~ z(2cot(0) —2In(2) +In(z) +2y—ir)’ (5.118)
z€ C\R.

The identity in (5.118) may be recast as

d 1 A d
d—Z/R(g(A;TgO%TO(O))[}L_Z—m] dA = ZIn(mgo(z)), z€C\R, (5.119)

dz
where

mgo(z) :=2cot(0) —2In(2) +1In(z) +2y—in, ze C\R. (5.120)
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Therefore,

1 A
/Rg ()L;Te(o),TO(O)) [x — m] dA =In(mg(z)) +Cop, z€C\R, (5.121)

for some constant Cy o € C. By the Stieltjes inversion formula [18, Theorem 2.2 (v)],

applied separately to the positive and negative parts of & ( . ;Te(m, TO(O)) , one obtains
O oy _ 1, N
E(MTy )\ T)) = Ehglarg (moo(A+i€)) +Coo forae. A €R, (5.122)
£

for some constant 6970 € R (in fact, 6970 =nIm(Cg)).
The representation in (5.120) implies
Re(mg (A +ig)) =2cot(0) —21In(2) +2y+In|A +ig|,

. . (5.123)
Im(mg (A +ig)) = — [ —arg(A +ie)], A€R, €€ (0,0).

By (5.123), mgo(A +i€) has a negative imaginary part for every A € R, € € (0,00).
Define
Aoo(A) = liﬁ)lRe(meﬂo(l +i€)) =2cot(0) —2In(2) +2y+In|A|, A €R\{0}.
€
(5.124)

One then infers

{Aeﬁo(l) <0, A€ (eq0,—¢00)\{0}, (5.125)

Ago(A) >0, A cR\(egp,—€0p0)-

If A € (eq0,—€6,0)\{0}, then (5.124) and (5.125) imply Re(mgp(?t —|—i8)) < 0 for
0 < € < 1. Therefore,
—arg(A +i€) ). 5.126)
2cot(0) —21In(2) +2y+In|A + ig|
0<ekl,

arg (mg,o(A +ig)) =  — arctan <

and as a consequence,

1. .
- g1&)1.%1rg (moo(A +i€)) (5.127)

1, A € (eg,0),

1 T
b g e (200t(9) ~2In(2) +2y+1n|7L>’ A& 0~eq0).

If A € R\(eg0,—eq,0). then (5.124) and (5.125) imply Re(nmg (A +i€)) >0 for 0 <
€ < 1. Therefore,
—arg(A +i€) ). (5.28)
2cot(0) —21In(2) +2y+1In|A + ig|
O<exl,

arg (mgo(A +ig)) = 27 — arctan (
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and as a consequence,

1. .
- ;F(}arg (meo(A +ig)) (5.129)
2, A€ (—‘X’»ee,o)»
“2- larctan " Ae(—e )
T 2cot(0) —21n(2) +2y+1n[A| )’ 8,0,/
By (5.122) and (5.129),
ET, TY) =24 Co forae. A € (—,eq). (5.130)

Since the spectral shift function vanishes a.e. in a neighborhood of —eo, the relation in
(5.130) implies R
Coo=—2. (5.131)

Upon combining (5.122), (5.127), (5.129), and (5.131), the identity in (5.117) holds for
ae A €R.

Finally, the claim regarding the negative eigenvalue of TG(O) is a consequences of
(5.6), (5.7), and Lemma A.3 in conjunction with (5.117). [

Proposition 5.9 implies that G(Te(o)) C [0,00) if and only if & = 0. Therefore,
Proposition 5.9 recovers the following characterization of the nonnegative self-adjoint
extensions of TnEl(i)r)1 obtained in [4, Corollary 5.2]:

COROLLARY 5.10. The operator TO(O) is the unique nonnegative self-adjoint ex-
7

tension of T /.

A. The spectral shift function

In this appendix, we recall a few basic facts on the spectral shift function for a
pair of resolvent comparable self-adjoint operators which are bounded from below in a
Hilbert space .7#. These facts are used extensively in Section 5.1 in connection with
Proposition 5.4.

Suppose that S and Sy are self-adjoint operators which are bounded from below
in % and resolvent comparable in the sense that for some (hence, for all) z € C\R,

[(S—z2Ly) ™" = (So—z2lw) "] € B1(2). (A1)

DEFINITION A.1. Theclass §(R) is defined to be the set of all functions f: R —
C which possess two locally bounded derivatives and satisfy

|(A2F' ()| <CA™'78 A e (0,%), (A.2)

for some C = C(f) € (0,o0) and € = &(f) € (0,0).
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REMARK A.2. Note that if f € F(R), then f(eo) :=1limy .. f(A) exists. o

The condition (A.1) guarantees the existence of a unique real-valued function (cf.,
e.g., [23, Theorem 9.28] and [27, Sections 8.7 & 8.8])

E(+35,8) € L' (R;(1+2%)"1ada), (A.3)
called the spectral shift function for S and Sp, such that
&(X:8,5) =0, A <min[c(S)Ua(S)], (A4)
and for which the following trace formula holds: if f € §(R), then
[f(8) = f(So)l € #1(H), (A.5)

and

o (£(5) = £(50)) = [ S'A)E(R:5.50) . (A6)

One infers that (- —z)~! € F(R), z € C\R, so that

/ £(4:5.50) SO ZEC\R. (A7)

trp ((S — zl;f) —(So—zlw)

Moreover, the spectral shift function may also be used to detect the presence of
isolated eigenvalues of S or Sy (cf., e.g., the discussion following [27, Theorem 8.7.2]).

LEMMA A.3. On component intervals of p(S)Np(So) in R, the spectral shift
function assumes constant values. If A is an isolated eigenvalue of multiplicity ko of
the operator Sy and k of the operator S, then

é(?u+0;S,S0)—é(ll—O;S,So):ko—k, (A.8)
where
E(A1 £0;8,80) := )thil E(A;S,80)- (A.9)
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