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LIE SUPERALGEBRAS BASED ON sl(2,F)

YUQIU SHENG, WENDE LIU AND XINGXUE MIAO*

(Communicated by E. Poon)

Abstract. In this paper, we study a class of Lie superalgebras based on the Lie algebra sl(2,F)
over a field of characteristic not equal to 2. Applying matrix techniques and methods, we deter-
mine their automorphisms group and local automorphisms, and characterize their superderiva-
tions and local superderivations.

1. Introduction and basics

The even part of a Lie superalgebra is a Lie algebra and the odd part is a module
of the Lie algebra by means of the adjoint representation. Thus, one can construct Lie
superalgebras from a Lie algebra and its modules. This point of view of constructing
Lie superalgebras is quite useful for studying Lie superalgebras [1].

Let g5 be a Lie algebra with multiplication (,), g7 an g5-module with module
action “-”, and P: g; X g — g a symmetric bilinear mapping. We construct a
super vector space g = g; @ gy, where g is even part and g; is odd part. Define a
multiplication [, ] on g by

oy = x,y), [xul=—[ux] =x-u, [u,v]=Pu,v), x,y€go, u,ve gy
Then g is a Lie superalgebra if and only if the mapping P satisfies that
P(u-v,w)+P(v,u-w)=[u,P(v,w)], u€gy, vwegp (1.1)

P(u,v) - w+Pv,w)-u+Pw,u)-v=0, uvweg;. (1.2)

A Lie superalgebra g constructed in such way is called a Lie superalgebra based on the
Lie algebra g; and g;-module g;.
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Throughout the paper, F is a field of characteristic not 2, any additional assump-
tion will be mentioned explicitly. F* refers the multiplicative group of F. Let V be
a 2-dimensional linear space over F and y a non-degenerate skew-symmetric bilinear
form on V. Then there exists a basis {®;,®_;} of V such that y(w;,0_;)=1. Let
g5 be the symplectic Lie algebra sp(y) and g7 = V. Suppose that the bilinear mapping

p:VxV —sp(y)

satisfies
pu,v)o =y(v,0)u—y(o,u)v, uv,0cV. (1.3)

Obviously, p is symmetric and satisfies (1.1) and (1.2). Then g = sp(y) @V is a Lie
superalgebra. Since sp(y) is isomorphic to s[(2,IF), we call g a Lie superalgebra
based on Lie algebra s[(2,F) and its module V.

From [1, Page 17], g = sp(y) @V is a Lie superalgebra if and only if there exists
d € T such that [u,v] =dp(u,v), u,v € V. Denote g =I'(d). Write I1 = {I'(d)|d € F}
for all Lie superalgebras based on Lie algebra s[(2,F) and its module V.

In this paper, we will give the isomorphic classification of IT, determine their
automorphisms, local automorphisms, superderivations and local superderivations.

For a Lie superalgebra g, denote by Aut(g) and LAut(g) the automorphism group
and the local automorphism group of the Lie superalgebra g, respectively. Denote by
Der(g) and ad(g) the superderivation algebra and inner superderivation algebra, and
LDer(g) the set of all local superderivations, respectively. We denote by A @ B the

. (AO — . (OA .
block matrix ( 0 B) , and by A®B the block matrix ( B 0) , respectively.

The concepts of local automorphism and local derivation first appeared in refer-
ences [2] and [3]. Here the notion of local superderivation are from [4]. In view of
the difference of algebra structure of Lie superalgebra and Lie algebra, it is slightly
different from local derivation in [2] and [3]. Next, we introduce the definitions of local
automorphism and local superderivation of a Lie superalgebra.

DEFINITION 1.1. Let ¢ be a linear transformation of a Lie superalgebra g. We
call ¢ alocal automorphism of g, if for any x € g there exists an automorphism ¢, of

g such that @(x) = ¢x(x).

DEFINITION 1.2. Suppose that g is a Lie superalgebra, ¢ : g — g is a linear
homogeneous mapping of degree o, o € {0,1}. If for any x € g there exists a su-
perderivation ¢y of g such that ¢(x) = ¢.(x), then we call ¢ a local homogeneous
superderivation of degree . Let LDery(g) be the set of all local homogeneous su-
perderivations of degree ¢, LDer(g) = LDerg(g) & LDer;(g). The element of LDer(g)
is called a local superderivation of g.

REMARK 1.3. It is easy to see that, by Definition 1.2, if ¢ is a local automor-
phism, then ¢ is invertible, and ¢! is also a local automorphism.
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2. Isomorphism classification of I1
The matrix of p(u,v) with respect to the basis {®;, 1} is

plo,01)=—h, plo,o)=2, plo_,0)==-2f,

= (00) = (58) 7= (%9)

For any x € sp(y), we also denote by x its matrix with respect to the basis {w;,®_;}.
In the following, if we refer to the matrix of a linear transformation of I'(d), then
it means the matrix with respect to the fixed basis {h,e, f,®;,®_;}.
Similar to [5, Lemma 2.5], we have the following lemma.

where

LEMMA 2.1. Suppose that ¢ is an invertible linear mapping on sl(2,F) whose
matrix with respect to the basis {h,e,f} is A. Then @ is an automorphism of Lie
algebras if and only

P'ATP =A%, 2.1)

where P=E|| + %Ezg + %Esz, AT and A* are the transpose and adjugate matrix of
A, respectively.

For any d;,d, € F,let ¢ :T'(d;) — I'(d») be a linear mapping such that

(p(h7€7f7601,(01):(h7€7f7601,(1)1)<gg>7 (22)

where A € M3(F). Denote A = (a;;),B = (b;;). Then,

ad((P(h))((Dl,CO_l) = (w17w—l)Ah7 (23)
ad((P(e))(wl7w—l) = (w17w—1)A67 (24)
ad((P(f))((Dl,(D_l) = (wlaw—l)Afa (25)
where
_ (ann axn _ (a2 ax _ (a3 ax
An= <a31 —6111)’ Ae= <a32 —6112)’ Ar= (6133 —ala)' (26)

Using these symbols, we characterize the conditions under which ¢ becomes an
isomorphic mapping.

THEOREM 2.2. Suppose that ¢ is described as above. If ¢ is invertible, then
o is a Lie superalgebra isomorphism of T'(dy) to T'(dy) if and only if AyB = Bx, for
x=h,e and f, and one of the following conditions holds.

(1)dy=dr,=0;

d
(2) dydy # 0 and det(B) = =

=%
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Proof. By definition of isomorphism we have

o([x,y]) = [@(x),0()], x,y € T(dy). (2.7)

Since [h, @] = @) and [h,0_;] = —w_1, we have ¢ () =[¢(h),¢(w;)] and —¢(w_1)
= [¢(h),¢(®_1)]. By (2.2) and (2.6), we have

bywy +byw_ =

ajth+aze+az f,by o) + by o]
apby1 +aziby) y + (—aiiba +azbi) o1,
apth+aze+as f,broo) +byno_]

—_— o~

—(b1p0) +bpow_1) =

= (a11b12 + az1bx) @ + (—ai1bxn +azbi2) 0_;.
Then
bi1 = a11b11 +anby1, bia = —aybip —az b,
b1 = az1b1y —anbay, by =aibyn —azibia,
ie.,

ay; azy biy b2\ _ (bn —b12> :B<1 0 )
az; —ayy ) \ ba1 by by1 —bx 0-1)/"
Thus, A,B = Bh. Similarly, we have A,B = Be and AyB = Bf. Thatis
AB=Bx, xe€{he,f}. (2.8)
Replacing x and y by @ in (2.7) yields
dyayy = —dyb11byy,
diaxn = b3, (2.9)
d1a32 = —dzb%l.

Then, both d; and d, are O or neither is 0.
If d\dy # 0, by (2.8) and (2.9) we have

det(B)aiy = —b11b2y,
det(B)ay = b%l?
det(B)a32 = —b%l.

Comparing the above equations with (2.9), it can be concluded that

d
(det(B) - d—1> ap =0, k=1,2,3.
2

d
Thus, det(B) = =L
d>
d
Conversely, if did, # 0, det(B) = d—l and A,B = Bx, for x =h, e and f, from
2

the proof of the necessity part we know (2.7) holds for any x € ['(d})g,y € T'(d1);. By
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direct verification we have (2.7) holds for any x,y € F(dl)l—. Moreover, (2.1) can be
deduced by (2.8). By Lemma 2.1, (2.7) holds for any x,y € I'(d1). Therefore, ¢ is a
Lie superalgebra isomorphism of I'(d; ) into I'(d;). Else if dj =d, =0 and A,B = Bx,
for x=h,e and f, we can prove that ¢ is an automorphism of I'(0) similarly. [J

By Theorem 2.2 and its proof, we have the following conclusions.

COROLLARY 2.3. Linear transformation of T'(d) is a Lie superalgebra automor-
phism if and only if its matrix is of the form

b11bay +b12bay —b11b21 b12by
_ by b
1 _ 2 2 11 D12
b 2b1b1> bll b12 D <b21 b22> R
2b51b2» b3, b3,

where b = det(b;;) #0, and if d #0 then b=1.

COROLLARY 2.4. Aut(T'(0)) is isomorphic to GL(2,FF) (the general linear group),
and Aut(T'(d)) is isomorphic to SL(2,T) (the special linear group), where d # 0.

THEOREM 2.5. Up to the Lie superalgebraisomorphism, there are only two classes
in I1: T(0) and T'(1).

Proof. By Theorem 2.2, the only one that can be isomorphic to T'(0) is T°(0). If
0+#d €T, we can choose a 2 x 2 matrix B over F such that det(B) = d, then the
matrix A is determined by (2.8). Thus, the proof of Theorem 2.2 shows that I'(d) is
isomorphicto I'(1). O

3. Local automorphisms of I'(1) and T"(0)

LEMMA 3.1. Suppose that g=T(0) or T'(1). If ¢ € LAut(g), then the matrix of
¢ is of the form A @ B, where

b11b22 +b12b21 —pabi11bar p3bi2ba

b b
_ -1 _ 2 ) _ 11 P1b12
A=b 2b11b12 P2b11 P3b12 , B <b21 P1b22) ’
2by1b2) —pab3;  p3b3,
det(b;j) =b#0 and p; € F*, i=1,2,3.
Proof. By definition of local automorphism, we have
O (x) = ¢de(x),Vx € g. (3.1)

where ¢, is an automorphism of g. Using Corollary 2.3, we can write A* & B* for
the matrix of ¢, where A* = (A{,A},A3),B* = (B],B}). Therefore, by (3.1) we can
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obtain easily that the matrix of ¢ is of the form A @ B, where A = (A;,A2,A3) and

B=(By,B).

In a similar way to (2.3)—(2.5), we denote the matrix of ad(¢(y))|v and ad(¢x(y))|v
with respect to the fixed basis {®;,w_;} by A, and A}, respectively, where x € g,y €

(3.2)

(3.3)

{h.e.f}.
Forany i € {1,—1} and y € {h,e, f}, substituting x = y+ @; into (3.1), then we
have
B" =B, B"'=8B,
AT A AT = A, ALT = A,
Thus,

AZ‘HUi :Aha
By Theorem 2.2 we have
AJ(B1,By) = (B, B3)y, y=he,f.

Then using (3.4) we conclude that

(B} By = (B1T 1 BYT ) (é N 1) ’

htw_| phto_ htw_; phto_ 10
Ah(B1+0) 1’B2+0) 1) _ (Bl+a) 1’B2+w 1)< )’

0-1

01
Ae(Bi-i_wl 7B;+CO1) _ (Bi+a)1 ,B;+a)1) (O O) ’

Ac(By BT ) = (BB (8 5) ’

00
Ap(B]T BT = (BT BT ( 1 0) ’

fro_ pf+o- fro_ pfto_y (00
Ay(By ¢ l7Bz ¢ l):(Bl ¢ lsz ¢ 1)<10>.

It is easy to see that there exist p; € F*, i = 1,2,3 such that

h+w_1

h +o_ +o_
32 = p132+w1, BT ®-1 = szT+w1, Bg ®-1 = p3Bf+wl.

2

ASTO =4, A=Ay =11

(3.4)

(3.5)

(3.6)

(3.7)

(3.8)

(3.9)

(3.10)
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Then,

(3-5)

Ah (Bh+0)1 Bh+a)1 ) ( h+0)1 ,Bg+wl )h

(3.2)

2 e
(3 IO)A( e+wl,p1 1Bh+w 1)(3 )A( €+w17p1 1B+w 1)

Ae (B}il*’rwl ,Bngwl )

= (4B T A ) ) (0,97 B

3.10) . 32 -
P20 0,07 paBs ) ) (0,0 paBE )

=pi ' pa(B" gt Bh-&-wl)e’
Af(B}ﬁwl,Bngw') ((3%2(;) Af(B{erl,Plengw*l) 3.2) Af(B{erle 1Bf+w )

=4 Bf+w17pl IA Bf+w N 3. z; (Bf+w1 0) (3.10) (P;lBg-HLI,O)

(3 (p3 1Bh+w,l 0) (31 (p3 plBh“"l 0

=p; 'pi (BT BT

Therefore, Ay =A™, Ao =p; 'paAd™ ™, Ay =p; ' p1A}f" . Thus, using (3.3). (3.2)

and (3.10) we have A = (A" o=l o)A@ o1, ABTO) and B= (BIT py BT ).
Denote B = (b;;)2x> and det(Bh+“’1) b, then by Corollary 2.3 we know

bi1byy + bisby1 —py ' pabiibar p3 ' prbiaba
A=b""! —2b11b12 pr'pabty  —ps'pibl, | O
2b21by —pi'pab3,  pslpib3,

THEOREM 3.2. LAut(I'(0)) = Aut(I'(0)).

Proof. Suppose that ¢ € LAut(I'(0)). By Lemma 3.1 we can assume the matrix
of ¢ is A® B, where

b11b2s +b12ba1 —pab11ba1 p3bi12ban
- b11 p1b12
A=b"! —2bi1b b3, —p3b? B=[ !
11912 P2671; P3b71, ’ b21 Plb22
2by1b2 —pab3,  p3b3,
p1,p2,p3 € F* and b = det(b;;) # 0. Then
bi1ba +bi12ba1 batbyy  —biobyy
ATt =p71 ) 2py b py b3, —py b |
—2py bbby —py b3, py 'Y



30 Y. SHENG, W. LIU AND X. MIAO

Bl < b_lbzz —b_lblz )
—p; b7 by py o by

But, ¢! is also a local automorphism of T'(0). By Lemma 3.1, we can assume
that the matrix of ¢! is G@® C, where

C11622 +C12€21 —€2C11C21 €3C12€2
- 11 €1€12
G=c"! —2ci1c &c?, —&c? C= 3.11
11C12 207 3¢, |, o1 £1020 ) (3.11)
2 2
2021022 — &5 3¢5,

¢ =det(cij)ax2 #0, 16,63 #0. Then G=A"! and C = B~!. Therefore,
cii=b""by, eicn=—b""bio, ca1 =—p; b ' by1, E1en=p; b by (3.12)

Case 1. If by # 0, then using (3.12) and by the (3,3)-entry of Al and G, we
have plefbc = pse;.

Subcase 1.1. Suppose that bjp # 0. Then using (3.12) and by the (1,3)-entry and
(2,3)-entry of A~! and G, we have pz_l = p3 = p;. Thus, by Corollary 2.3 we know
¢ € Aut(T°(0)).

Subcase 1.2. Suppose that b = 0 and by; # 0. Then using (3.12) and by the
(3,1)-entry and (3,2)-entry of A~! and G, we have 8{1 = & = €. Thus, by Corollary
2.3 we know ¢! € Aut(T"(0)) and therefore ¢ € Aut(I'(0)).

Subcase 1.3. Suppose that by = by; = 0. Then by # 0 and

biiby 0 0
1 b;p O
A= 0 p», 0 |, B= .
b11bx P22 ( 0 Plb22>
0 0 psb3,

Since ¢(h+e+ f+ ®1) = Qpietfro(h+e+ f+ o), pops =1. Denote by = 6y,
p1ban = & and pzbllbgzl = 03, then

10 0
A=[08 0 7B:<%g>. (3.13)
008"

Finally, let us prove 63 = 6,0, ! and therefore, by Corollary 2.3, we will obtain
¢ € Aut(I°(0)).
By definition of local automorphism, there exists an automorphism e r1 ¢, +0_,
such that
Ple+f+o+0-1)= ey fro+o,(e+f+o1+01). (3.14)

By Corollary 2.3, we assume that the matrix of @pqoq 4w+, 18
dy1da +dyaday —dy1day diady
_ di d
a7t —2dd 42 —d? ® 11 d12 ,
11412 11 12 d21 d22
2dy1d>) ~-d3,  d,
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where d = det(d;;) # 0. Then, by (3.14) we have

—d1dy +diadyn =0, (3.15)
i) —di, = ds, (3.16)
d5, —d5y = d&; ", (3.17)

diy+dip = 01, (3.18)
dy1 +doy = 0. (3.19)

Subcase 1.3.1. Suppose that dy; = 0. Then dy; # 0. By (3.15) we have d; =0.
Using (3.16),(3.18) and (3.19) we obtain &3 = 0; 5{1 )

Subcase 1.3.2. Suppose that dp; # 0. Then by (3.16) and (3.18) we have 2d; =
81 +d&;8; " and 2d> = & —d&;8, " . Similarly, by (3.17) and (3.19) we have 2dy =
52+d5§15{1 and 2dr; = & —d53*152*1. Then, by (3.15) we can obtain

83 = 8768, (3.20)
and
4d = ddy1do +diada = (81 +d &8, 1) (8 +d8 18,1 — (81 —d 836, ") (5, —d ;' 8,7,

Thus,
818,18, + 8,86, =2. (3.21)

Hence, by (3.20) and (3.21) we obtain & = §; 5{1.
Case 2. If by =0 and by, # 0, then by; # 0. By the (1,2)-entry and (2,2)-entry of
A~! and G, we have pz_1 = p3 = p1. Thus, by Corollary 2.3 we know ¢ € Aut(I'(0)).
Case 3. If by1 = by =0, then we can deduce that

-1 0 O 01
A= 0 0 »], B=<T Ol), T,T, T3 € FX.
0150 :

In a similar way to Case 1, we obtain ¢ € Aut(T'(0)). O

THEOREM 3.3. LAut(I'(1)) = Aut(I'(1)).

Proof. Suppose that ¢ € LAut(I'(1)). Then by Lemma 3.1 and the proof of The-
orem 3.2, we can assume the matrix of ¢ is

bi11bay +b12bay —b11b21 b1oby
_ b1 b
_ -1 _ 2 2 11 b1z
A=b 2b11b1n bll b12 &) <b21 b22>
2b51b2» b3, b3,

where b = det(b;;) # 0.
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By definition of local automorphism, there exists an automorphism ¢, , such
that

O(f+o-1)=dpi0,(f+0-1). (3.22)

By Corollary 2.3, we assume that the matrix of @71, is

C11€22 +C12€21 —C11€21 €12€22

2 2 C11 €12
—2cricn ¢ | @ ;
) ) €21 €22
2021022 —C5 Cy

where det(c;;) = 1. Then, by (3.22) we have
bilb%z = C%z, bilbgz = 6‘%27 b1y =c12, by =c2n.

Thus, b = 1. By Corollary 2.3, ¢ € Aut(I'(1)). O

4. Superderivations of I'(0) and I'(1)

In this section, IF is a field of characteristic different from 2 and 3.

THEOREM 4.1. A linear transformation of T'(0) is a superderivation if and only
if its matrix is of the form

0O —-bcO O
—2c—a00 O
2b 0 a0 O , 4.1
06 d 06 ¢
—d 0 6bd+a

where a,b,c,d, 5,0 € F.

Proof. Regard g as a g-module, by [6, Lemma 2.1], any superderivation of g is
the sum of a zero weight-derivation and an inner superderivation. It is easy to see that
go = (h) is the Cartan subalgebra of gg. Suppose that € is the dual basis of {A}. Then

g-2e = (f), 9—e = (0_1), ge = (1), g2e = (e),

and the weight space decomposition of g is g =g_2: B g—e D g0 P ge D g2¢ - By direct
calculation, the matrix of any zero weight-derivation is of the form diag(0,k, —k,1,l —
k), and the matrix of any inner superderivation is of the form

0 —X3 X2 0 0
—2x2x; 0 0 O

2)63 0 —2)61 0 0 5
—X4 —X5 0 X1 X2

xs 0 —x4 x3 —Xx1
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where k,l,x; € F, i=1,2,---,5. Thus, we deduce that the matrix of any superderivation
of g is of the form (4.1), where a = —2x; —k, b=x3, c=x3, d = —Xx5, 0 = —xy4,
o=x+1

Conversely, if the matrix of linear transformation ¢ of T'(0) is of the form (4.1),
then it is easy to verify that ¢ € Der(I'(0)) by direct calculation. [

THEOREM 4.2. LDer(I'(0)) = Der(T'(0)).

Proof. Suppose that ¢ € LDery(I'(0)). Then for any x € T'(0), there exists ¢, €
Der(I"(0)) such that

¢(x) = ul(x). (4.2)

Suppose that the matrix of ¢ and ¢, are AP B and (gx gx> respectively, where
A = (aij)3x3, B=(bij)ax2 and

0 —bycy 00
Ac=| —2¢x—a, 0 |, cc= |00 ,Dx:<6" dxo),BF(a" Cx )
26y 0 ay 00

Substituting x in (4.2) with &, we have

A e
B/~ \bp,B, )"

where e is the unit vector with 1 in the 1-th entry and O elsewhere. Then
ap ap a3 1 0 —bycp 1
azy axp ax; 0= —2¢c,—a, 0 0
as] dszp ass 0 th 0 ap 0

Thus, a;; = 0. Similarly, substituting x in (4.2) with f and e respectively, we have
arz = azp = 0. To make it easier to see the goal, we denote

0 —bl C1 e ¢
A®PB=| —2¢c; —a; O @(b k})
2b2 0 a 3
By Theorem 4.1, to prove ¢ € Der(I'(0)), we only need to show that
aj=ay, by=by=b3, cr=c2=c3, k=e+a.
Substituting x in (4.2) with e + f, then
0 —b1 C1 0 0 —be+f Cetf 0

—202 —daj 0 1 = —Zce+f —letf 0
2b2 0 an 1 2be+f 0 et f 1

—_
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Thus, —a; = —aeyr, ar = aey . Therefore, a; = ay . Similarly, substituting x in (4.2)
with the following vectors

h+e h+f, f+o_1, e+,
respectively, we have
bi=by, cir=c2, c1=c3, bi=0;3.

Finally, substituting x in (4.2) with 1 — e+ f+ ®; + @w_|, we obtain k =e+a;.
Suppose that y € LDer(I'(0)). Then forany x € I'(0), there exists ¢, € Der(I'(0))
such that

y(x) = dx(x). (4.3)
In a similar way as above, by Theorem 4.1 and (4.3), we can assume that the matrix of
W is
00
00 |8 ( _9‘11 ‘f)l g ) :
00 2 7)

Substituting x in (4.3) with 7 —e+ f and h+ e — f respectively, we conclude that
dy =d; and 6; = 6,. By Theorem 4.1, y € Der;(T'(0)). O

Next, we consider the case of d # 0.

PROPOSITION 4.3. ad(T'(d)) is isomorphic to T(d) as a Lie superalgebra.

Proof. It is obvious because of the injectivity of ad : T'(d) — DerI'(d). O
By direct calculation we have the following conclusion.
LEMMA 4.4. Suppose that ¢ is a linear transformation of T'(1). Then ¢ €

ad(T°(1)) if and only if its matrix is of the form

0O —-bc d 6
—2¢ —2a 0 =206 0
2b 0 2a 0 24|,
6 d 0 —a c
—-d 0 6 b a

where a,b,c,d,0 € F.

PROPOSITION 4.5. Der(I'(1)) =ad(T'(1)).

Proof. By Lemma 4.4, it is easy to prove that the Killing form of I'(1) is non-
degenerate, and therefore every superderivation of T'(1) is inner. [J
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THEOREM 4.6. LDer(I'(1)) = Der(I'(1)).

Proof. Suppose that ¢ € LDerg(I'(1)). Then for any x € I'(1), there exists ¢y €
Der(T'(1)) such that

¢ (x) = @u(x). 4.4)

By Proposition 4.5, Lemma 4.4 and (4.4), we can assume that the matrix of ¢ is
0 —bl C1 -
~2¢; —2a; 0 @(iiﬁ.
26, 0 2a 3
Substituting x in (4.4) with the following vectors
etf,hte h+f,

respectively, we have a; = a>, by = by and ¢ = ¢, . Similarly, substituting x in (4.4)
with the following vectors

frow, h+w, h+0_1, e+ 0_q,
respectively, we have
ay =az, by =b3, c1 =c3, a; = a.

By Proposition 4.5 and Lemma 4.4, ¢ € Derg(T'(1)).
Suppose that y € LDer;(I'(1)). Then forany x € T'(1), there exists ¢, € Der(I'(1))
such that

Y (x) = @u(x). 4.5)
By Proposition 4.5, Lemma 4.4 and (4.5), we can assume that the matrix of y is

6,0 |5 (%40,
0 2d, s
Substituting x in (4.3) with the following vectors
h+w, h+o_1, 0+0_1, O +20_1, e+ f+o0+w0_1, de+ f+40+20_1,
respectively, we obtain the following equations,
di=ds, 61=03, di+0,=dr+ 6y, di+20,=d,+206,
di+64=01+d3, 2d, — 0; =2d3— 04.
Thus, dy =dy, =d3 = dy, 6y = 6, = 63 = 64. By Proposition 4.5 and Lemma 4.4,
v € Der;(T'(1)). O

REMARK 4.7. In this section, the condition that the characteristic of field [ is not
3 is only used to prove the non-degeneracy of killing type of I'(1). So the conclusions
about I'(0) in this section also hold when the characteristic of F is not 2.
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