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Abstract. In this paper we obtain the existence of pseudo-almost automorphic solutions to some classes of nonautonomous partial evolution equations. To illustrate our main result, we study the existence of a pseudo-almost automorphic solution to a nonautonomous heat equation.

1. Introduction

The impetus of this paper comes from one main source, that is, a recent paper by Xiao, Zhu, and Liang [44], in which the existence of pseudo-almost automorphic solutions to the non-autonomous differential equations given by

\[ u'(t) = A(t)u(t) + h(t, u(t)), \]

where \( A(t) : D(A(t)) \subset X \mapsto X \) is a family of densely-defined linear operators on a Banach space \( X \), and the function \( h : \mathbb{R} \times X \mapsto X \) is pseudo-almost automorphic, was established. For that, Xiao et al. [44] introduced a new concept called bi-almost automorphy and also assumed that the family of linear operators \( A(t) \) satisfy the well-known Acquistapace-Terreni conditions [3], which in fact do guarantee the existence of an evolution family \( \mathcal{F} = \{V(t,s)\}_{t \geq s} \) associated with the family of linear operators \( A(t) \). The main result in [44] was then subsequently utilized to study the existence of pseudo-almost automorphic solutions to some functional differential equations with delay.

In this paper, we consider a more general setting, that is, we make extensive use of intermediate space techniques to study the existence of pseudo-almost automorphic solutions to the the class of abstract nonautonomous evolution equations

\[ \frac{d}{dt} \left[ u(t) + f(t, Bu(t)) \right] = A(t)u(t) + g(t, Cu(t)), \quad t \in \mathbb{R}, \]

where \( A(t) \) for \( t \in \mathbb{R} \) is a family of closed linear operators with domains \( D(A(t)) \) satisfying Acquistapace-Terreni conditions, and \( f : \mathbb{R} \times X \mapsto X'_{\beta} \) \((0 < \alpha < \beta < 1)\) and
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g : \mathbb{R} \times X \mapsto X are pseudo-almost automorphic in \( t \in \mathbb{R} \) uniformly in the second variable. It is well-known that in that case there exists an evolution family \( \mathcal{U} = \{ U(t, s) \}_{t \geq s} \) defined on \( X \) and associated with the family of closed linear operators \( A(t) \). Assuming that the evolution family \( \mathcal{U} = \{ U(t, s) \}_{t \geq s} \) is exponentially dichotomic (hyperbolic) and under some additional assumptions, it will be shown that Eq. (1.2) has a unique pseudo-almost automorphic solution. It is worth mentioning that the main result of this paper (Theorem 3.1) generalizes, to some extent, most of known results on (pseudo) almost automorphic solutions to autonomous and nonautonomous differential equations, especially those in [8], [19], and [44].

Let \( \Omega \subset \mathbb{R}^N \) \((N \geq 1)\) be a open bounded subset with \( C^2 \) boundary \( \Gamma := \partial \Omega \) and let \( X = L^2(\Omega) \) be the space square integrable functions equipped with its natural topology. As an application to our abstract result, we consider and study the existence of pseudo-almost automorphic solutions to the \( N \)-dimensional heat equation given by

\[
\begin{cases}
\frac{\partial}{\partial t} \left[ \phi + F(t, \hat{\text{div}} \phi) \right] = a(t, x) \Delta \phi + G(t, \hat{\text{div}} \phi), & \text{in } \mathbb{R} \times \Omega, \\
\phi = 0, & \text{on } \mathbb{R} \times \Gamma,
\end{cases}
\]

(1.3)

where \( a : \mathbb{R} \times \Omega \mapsto \mathbb{R} \) is a function satisfying some additional conditions, the symbols \( \hat{\text{div}} \) and \( \Delta \) stand respectively for the first and second-order differential operators defined by

\[
\hat{\text{div}} := \sum_{j=1}^{N} \frac{\partial}{\partial x_j} \quad \text{and} \quad \Delta = \sum_{j=1}^{N} \frac{\partial^2}{\partial x_j^2},
\]

and the coefficients \( F, G : \mathbb{R} \times H^1_0(\Omega) \mapsto L^2(\Omega) \) are pseudo-almost automorphic functions and satisfy some additional conditions.

The existence of almost periodic, almost automorphic, pseudo-almost periodic, and pseudo-almost automorphic constitutes one of the most attractive topics in qualitative theory of differential equations due essentially to their applications. Some contributions on pseudo-almost automorphic solutions to abstract differential and partial differential equations have recently been made, among them are [12], [14], [22], [23], [31], [32], [43], and [44]. However, the existence of pseudo-almost automorphic solutions to evolution equations of the form Eq. (1.2) in the non-autonomous case is an untreated original question, which in fact is the main motivation of the present paper.

The paper is organized as follows: Section 2 is devoted to preliminaries facts related to the existence of an evolution family. Some preliminary results on intermediate spaces are also stated there. In addition, basic definitions and results on the concept of pseudo-almost automorphic functions are given. In Section 3, we first state and prove a key technical lemma (Lemma 3.1) and next make use of it to prove the main result. In Section 4, we give an example to illustrate our main result.

2. Preliminaries

This section is devoted to some preliminary results needed in the sequel. We basically use the same setting as in [7] with slight adjustments. Throughout the rest of
this paper, \((\mathbb{X}, \| \cdot \|)\) stands for a Banach space, \(A(t)\) for \(t \in \mathbb{R}\) is a family of closed linear operators on \(D(A(t))\) satisfying the so-called Acquistapace-Terreni conditions (Hypothesis (H.1)). Moreover, the operators \(A(t)\) are not necessarily densely defined. The linear operators \(B, C\) are (possibly unbounded) defined on \(\mathbb{X}\) such that \(A(t) + B + C\) is not trivial for each \(t \in \mathbb{R}\). The functions, \(f : \mathbb{R} \times \mathbb{X} \rightarrow \mathbb{X}_\beta\) \((0 < \alpha < \beta < 1)\), \(g : \mathbb{R} \times \mathbb{X} \rightarrow \mathbb{X}\) are respectively jointly continuous satisfying some additional assumptions.

If \(L\) is a linear operator on the Banach space \(\mathbb{X}\), then:

\(\circ \quad D(L)\) stands for its domain;
\(\circ \quad \rho(L)\) stands for its resolvent;
\(\circ \quad \sigma(L)\) stands for its spectrum;
\(\circ \quad N(L)\) stands for its null-space or kernel; and
\(\circ \quad R(L)\) stands for its range.

Moreover, one sets \(R(\lambda, L) := (\lambda I - L)^{-1}\) for all \(\lambda \in \rho(L)\). Furthermore, we set \(Q = I - P\) for a projection \(P\). The space \(B(\mathbb{Y}, \mathbb{Z})\) denotes the collection of all bounded linear operators from \(\mathbb{Y}\) into \(\mathbb{Z}\) equipped with its natural topology. When \(\mathbb{Y} = \mathbb{Z}\), then this is simply denoted by \(B(\mathbb{Y})\).

**Hypothesis (H.1).** The family of closed linear operators \(A(t)\) for \(t \in \mathbb{R}\) on \(\mathbb{X}\) with domain \(D(A(t))\) (possibly not densely defined) satisfy the so-called Acquistapace-Terreni conditions, that is, there exist constants \(\omega \in \mathbb{R}\), \(\theta \in (\pi/2, \pi)\), \(L > 0\) and \(\mu, \nu \in (0, 1]\) with \(\mu + \nu > 1\) such that

\[
\lambda \in \rho(A(t) - \omega), \quad \|R(\lambda, A(t) - \omega)\| \leq \frac{K}{1 + |\lambda|}, \tag{2.1}
\]

and

\[
\| (A(t) - \omega)R(\lambda, A(t) - \omega) [R(\omega, A(t)) - R(\omega, A(s))] \| \leq L|t - s|^\mu |\lambda|^{-\nu} \tag{2.2}
\]

for \(t, s \in \mathbb{R}\), \(\lambda \in \Sigma_\theta := \{ \lambda \in \mathbb{C} \setminus \{0\} : \arg \lambda \leq \theta \} \).

Note that in the particular case when \(A(t)\) has a constant domain \(\mathbb{D} = D(A(t))\), it is well-known [4, 38] that Eq. (2.2) can be replaced with the following: There exist constants \(L\) and \(0 < \mu \leq 1\) such that

\[
\| (A(t) - A(s))R(\omega, A(r)) \| \leq L|t - s|^\mu, \quad \forall s, t, r \in \mathbb{R}.
\]

It should mentioned that (H.1) was introduced in the literature by Acquistapace and Terreni in [2, 3] for \(\omega = 0\). Among other things, it ensures that there exists a unique evolution family \(\mathcal{U} = U(t, s)\) on \(\mathbb{X}\) associated with \(A(t)\) satisfying:

(a) \(U(t, s)U(s, r) = U(t, r)\);

(b) \(U(t, t) = I\) for \(t \geq s \geq r\) in \(\mathbb{R}\);

(c) \((t, s) \mapsto U(t, s) \in B(\mathbb{X})\) is continuous for \(t > s\);
(d) \( U(\cdot, s) \in C^1((s, \infty), B(X)) \), \( \frac{\partial U}{\partial t}(t, s) = A(t)U(t, s) \) and

\[
\|A(t)^kU(t, s)\| \leq K(t-s)^{-k}
\]

for \( 0 < t-s \leq 1 \), \( k = 0, 1 \), \( 0 \leq \alpha < \mu \), \( x \in D((\omega - A(s))\alpha) \), and a constant \( C \) depending only on the constants appearing in (H.1); and

(e) \( \partial_s^+U(t, s)x = -U(t, s)A(s)x \) for \( t > s \) and \( x \in D(A(s)) \) with \( A(s)x \in \overline{D(A(s))} \).

It should also be mentioned that the above-mentioned propertries were mainly established in [1, Theorem 2.3] and [46, Theorem 2.1], see also [3, 45]. In this case we say that \( A(\cdot) \) generates the evolution family \( U(\cdot, \cdot) \).

One says that an evolution family \( U \) has an exponential dichotomy (or is hyperbolic) if there are projections \( P(t) \) \( (t \in \mathbb{R}) \) that are uniformly bounded and strongly continuous in \( t \) and constants \( \delta > 0 \) and \( N \geq 1 \) such that

(f) \( U(t, s)P(s) = P(t)U(t, s) \),

(g) the restriction \( UQ(t, s) : Q(s)X \rightarrow Q(t)X \) of \( U(t, s) \) is invertible (we then set \( \widetilde{U}(s, t) := U(t, s)^{-1} \)), and

(h) \( \|U(t, s)P(s)\| \leq Ne^{-\delta(t-s)} \) and \( \|\widetilde{U}(s, t)Q(t)\| \leq Ne^{-\delta(t-s)} \), \( t \geq s \) and \( t, s \in \mathbb{R} \).

According to [40], the following sufficient conditions are required for \( A(t) \) to have exponential dichotomy.

(i) Let \( (A(t), D(t))_{t \in \mathbb{R}} \) be generators of analytic semigroups on \( X \) of the same type. Suppose that \( D(A(t)) \equiv D(A(0)) \), \( A(t) \) is invertible,

\[
\sup_{t, s \in \mathbb{R}} \|A(t)A(s)^{-1}\|
\]

is finite, and

\[
\|A(t)A(s)^{-1} - I\| \leq L_0|t-s|^\mu
\]

for \( t, s \in \mathbb{R} \) and constants \( L_0 \geq 0 \) and \( 0 < \mu \leq 1 \).

(j) The semigroups \( (e^{tA(t)})_{t \geq 0} \), \( t \in \mathbb{R} \), are hyperbolic with projection \( P_t \) and constants \( N, \delta > 0 \). Moreover, let

\[
\|A(t)e^{tA(t)}P_t\| \leq \psi(\tau)
\]

and

\[
\|A(t)e^{tA(t)}Q_t\| \leq \psi(-\tau)
\]

for \( \tau > 0 \) and a function \( \psi \) such that \( \mathbb{R} \ni s \mapsto \varphi(s) := |s|^\mu \psi(s) \) is integrable with \( L_0\|\varphi\|_{L^1(\mathbb{R})} < 1 \).

This setting requires some estimates related to \( U(t, s) \). For that, we introduce the interpolation spaces for \( A(t) \). We refer the reader to the following excellent books [4], [21], and [30] for proofs and further information on theses interpolation spaces.
Let $A$ be a sectorial operator on $X$ (in assumption (H.1), replace $A(t)$ with $A$) and let $\alpha \in (0, 1)$. Define the real interpolation space

$$X^\alpha_A := \left\{ x \in X : \|x\|^\alpha_A := \sup_{\omega > 0} \|r^{\alpha}(A - \omega)R(r; A - \omega)x\| < \infty \right\},$$

which, by the way, is a Banach space when endowed with the norm $\| \cdot \|_A^\alpha$. For convenience we further write

$$X^0_A := X, \quad \|x\|^0_A := \|x\|, \quad X^1_A := D(A),$$

and

$$\|x\|_1^A := \| (\omega - A)x \|.$$

Moreover, let $\hat{X}^A := \overline{D(A)}$ of $X$. In particular, we have the following continuous embedding

$$D(A) \hookrightarrow X^\alpha_A \hookrightarrow D((\omega - A)^\alpha) \hookrightarrow X^\beta_A \hookrightarrow \hat{X}^A \hookrightarrow X,$$  \hspace{1cm} (2.3)

for all $0 < \alpha < \beta < 1$, where the fractional powers are defined in the usual way.

In general, $D(A)$ is not dense in the spaces $X^\alpha_A$ and $\hat{X}^A$. However, we have the following continuous injection

$$X^\alpha_A \hookrightarrow \overline{D(A)}_{\| \cdot \|^\alpha_A}$$  \hspace{1cm} (2.4)

for $0 < \alpha < \beta < 1$.

Given the family of linear operators $A(t)$ for $t \in \mathbb{R}$, satisfying (H.1), we set

$$X^\alpha_A(t) := X^\alpha_A, \quad \hat{X}^A(t) := \hat{X}^A,$$

for $0 \leq \alpha \leq 1$ and $t \in \mathbb{R}$, with the corresponding norms. Then the embedding in Eq. (2.3) holds with constants independent of $t \in \mathbb{R}$. These interpolation spaces are of class $\mathcal{J}_\alpha$ ([30, Definition 1.1.1]) and hence there is a constant $c(\alpha)$ such that

$$\|y\|^\alpha_t \leq c(\alpha)\|y\|^{1-\alpha}\|A(t)y\|^\alpha, \quad y \in D(A(t)).$$  \hspace{1cm} (2.5)

We have the following fundamental estimates for the evolution family $\mathcal{U}$. Its proof was given in [7] though for the sake of clarity, we reproduce it here.

**Proposition 2.1.** For $x \in X$, $0 \leq \alpha \leq 1$ and $t > s$, the following hold.

(i) There is a constant $c(\alpha)$, such that

$$\|U(t,s)P(s)x\|^\alpha_t \leq c(\alpha)e^{-\delta(t-s)}(t-s)^{-\alpha}\|x\|.$$

(ii) There is a constant $m(\alpha)$, such that

$$\|\tilde{U}_Q(s,t)Q(t)x\|^\alpha_s \leq m(\alpha)e^{-\delta(t-s)}\|x\|.$$
Proof. (i) Using (2.5) we obtain
\[
\|U(t,s)P(s)x\|_\alpha^t \leq c(\alpha)\|U(t,s)P(s)x\|^{1-\alpha}\|A(t)U(t,s)P(s)x\|\alpha
\]
\[
\leq c(\alpha)\|U(t,s)P(s)x\|^{1-\alpha}\|A(t)U(t,t-1)U(t-1,s)P(s)x\|\alpha
\]
\[
\leq c(\alpha)\|U(t,s)P(s)x\|^{1-\alpha}\|A(t)U(t,t-1)\|\alpha\|U(t-1,s)P(s)x\|\alpha
\]
\[
\leq c(\alpha)N' e^{-\delta(t-s)(1-\alpha)}e^{-\delta(t-s-1)\alpha}||x||
\]
\[
\leq c(\alpha)(t-s)^{-\alpha}e^{-\frac{\delta}{2}(t-s)}(t-s)^{\alpha}e^{-\frac{\delta}{2}(t-s)||x||}
\]
for \(t - s \geq 1\) and \(x \in \mathbb{X}\).

Since \((t-s)^{\alpha}e^{-\frac{\delta}{2}(t-s)} \to 0\) as \(t \to \infty\) it easily follows that
\[
\|U(t,s)P(s)x\|_\alpha^t \leq c(\alpha)(t-s)^{-\alpha}e^{-\frac{\delta}{2}(t-s)||x||}.
\]
If \(0 < t-s \leq 1\), we have
\[
\|U(t,s)P(s)x\|_\alpha^t \leq c(\alpha)\|U(t,s)P(s)x\|^{1-\alpha}\|A(t)U(t,s)P(s)x\|\alpha
\]
\[
\leq c(\alpha)\|U(t,s)P(s)x\|^{1-\alpha}\|A(t)U(t,t+s/2)U(t+s/2,s)P(s)x\|\alpha
\]
\[
\leq c(\alpha)\|U(t,s)P(s)x\|^{1-\alpha}\|A(t)U(t, t+s/2)\|\alpha\|U(t+s/2, s)P(s)x\|\alpha
\]
\[
\leq c(\alpha)Ne^{-\delta(t-s)(1-\alpha)}2^\alpha(t-s)^{-\alpha}e^{-\frac{\delta}{2}(t-s)||x||}
\]
\[
\leq c(\alpha)Ne^{-\frac{\delta}{2}(t-s)(1-\alpha)}2^\alpha(t-s)^{-\alpha}e^{-\frac{\delta}{2}(t-s)||x||}
\]
\[
\leq c(\alpha)e^{-\frac{\delta}{2}(t-s)(t-s)^{-\alpha}||x||}
\]
and hence
\[
\|U(t,s)P(s)x\|_\alpha^t \leq c(\alpha)(t-s)^{-\alpha}e^{-\frac{\delta}{2}(t-s)||x||} \text{ for } t > s.
\]

(ii)
\[
\|\tilde{U}_Q(s,t)Q(t)\|_\alpha^s \leq c(\alpha)\|\tilde{U}_Q(s,t)Q(t)\|^{1-\alpha}\|A(s)\tilde{U}_Q(s,t)Q(t)\|\alpha
\]
\[
\leq c(\alpha)\|\tilde{U}_Q(s,t)Q(t)\|^{1-\alpha}\|A(s)\tilde{U}_Q(s,t)Q(t)\|\alpha
\]
\[
\leq c(\alpha)\|\tilde{U}_Q(s,t)Q(t)\|^{1-\alpha}\|A(s)\tilde{U}_Q(s,t)Q(t)\|\alpha
\]
\[
\leq c(\alpha)Ne^{-\delta(t-s)(1-\alpha)}\|A(s)\tilde{U}_Q(s,t)Q(t)\|\alpha e^{-\delta(t-s)||x||}
\]
\[
\leq m(\alpha)e^{-\delta(t-s)||x||}.
\]
In the last inequality we have used that \(\|A(s)Q(s)\| \leq c\) for some constant \(c \geq 0\), see e.g. [42, Proposition 3.18].

In addition to above, we also need the following assumptions:

**Hypothesis** (H.2). The evolution family \(\mathcal{U}\) generated by \(A(\cdot)\) has an exponential dichotomy with constants \(N, \delta > 0\) and dichotomy projections \(P(t)\) for \(t \in \mathbb{R}\). Moreover, \(0 \in \rho(A(t))\) for each \(t \in \mathbb{R}\) and the following holds
\[
\sup_{t, s \in \mathbb{R}} \|A(s)A^{-1}(t)\|_{B(\mathcal{X}, \mathcal{X})} < c_0.
\]
Remark 2.1. Note that Eq. (2.8) is satisfied in many cases in the literature. In particular, it holds when \( A(t) = d(t)A \) where \( A : D(A) \subset X \mapsto X \) is any closed linear operator such that \( 0 \in \rho(A) \) and \( d : \mathbb{R} \mapsto \mathbb{R} \) with \( \inf_{t \in \mathbb{R}} |d(t)| > 0 \) and \( \sup_{t \in \mathbb{R}} |d(t)| < \infty \).

Hypothesis (H.3). There exists \( 0 \leq \alpha < \beta < 1 \) such that
\[
X^\alpha_t = X^\alpha \quad \text{and} \quad X^\beta_t = X^\beta
\]
for all \( t \in \mathbb{R} \), with uniform equivalent norms.

If \( 0 \leq \alpha < \beta < 1 \), then we let \( k(\alpha) \) and \( c' \) denote respectively the bounds of the embedding \( X^\beta \hookrightarrow X^\alpha \) and \( X^\alpha \hookrightarrow X \), that is,
\[
\|u\| \leq k(\alpha)\|u\|_\beta
\]
for each \( u \in X^\beta \) and
\[
\|u\| \leq c'\|u\|_\alpha
\]
for each \( u \in X^\alpha \).

2.1. Pseudo-Almost Automorphic Functions

Let \( BC(\mathbb{R}, X) \) (respectively, \( BC(\mathbb{R} \times Y, X) \)) denote the collection of all \( X \)-valued bounded continuous functions (respectively, the class of jointly bounded continuous functions \( F : \mathbb{R} \times Y \mapsto X \)). The space \( BC(\mathbb{R}, X) \) equipped with its natural norm, that is, the sup norm defined by
\[
\|u\|_\infty = \sup_{t \in \mathbb{R}} \|u(t)\|
\]
is a Banach space. Furthermore, \( C(\mathbb{R}, Y) \) (respectively, \( C(\mathbb{R} \times Y, X) \)) denotes the class of continuous functions from \( \mathbb{R} \) into \( Y \) (respectively, the class of jointly continuous functions \( F : \mathbb{R} \times Y \mapsto X \)).

Definition 2.1. A function \( f \in C(\mathbb{R}, X) \) is said to be almost automorphic if for every sequence of real numbers \( (s'_{n})_{n \in \mathbb{N}} \), there exists a subsequence \( (s_{n})_{n \in \mathbb{N}} \) such that
\[
g(t) := \lim_{n \to \infty} f(t + s_{n})
\]
is well defined for each \( t \in \mathbb{R} \), and
\[
\lim_{n \to \infty} g(t - s_{n}) = f(t)
\]
for each \( t \in \mathbb{R} \).

If the convergence above is uniform in \( t \in \mathbb{R} \), then \( f \) is almost periodic in the classical Bochner’s sense. Denote by \( AA(X) \) the collection of all almost automorphic functions \( \mathbb{R} \mapsto X \). Note that \( AA(X) \) equipped with the sup-norm \( \|\cdot\|_\infty \) turns out to be a Banach space.

Among other things, almost automorphic functions satisfy the following properties.
THEOREM 2.1. [35, 36] If \( f, f_1, f_2 \in AA(X) \), then:

(i) \( f_1 + f_2 \in AA(X) \),
(ii) \( \lambda f \in AA(X) \) for any scalar \( \lambda \),
(iii) \( f_\alpha \in AA(X) \) where \( f_\alpha : \mathbb{R} \to X \) is defined by \( f_\alpha(\cdot) = f(\cdot + \alpha) \),
(iv) the range \( \mathcal{R}_f := \{ f(t) : t \in \mathbb{R} \} \) is relatively compact in \( X \), thus \( f \) is bounded in norm,
(v) if \( f_n \to f \) uniformly on \( \mathbb{R} \) where each \( f_n \in AA(X) \), then \( f \in AA(X) \) too.

In addition to the above-mentioned properties, we have the following property due to Bugajewski and Diagana [10]:

(vi) if \( g \in L^1(\mathbb{R}) \), then \( f * g \in AA(\mathbb{R}) \), where \( f * g \) is the convolution of \( f \) with \( g \) on \( \mathbb{R} \).

Let \((Y, \| \cdot \|_Y)\) be another Banach space.

DEFINITION 2.2. A jointly continuous function \( F : \mathbb{R} \times Y \to X \) is said to be almost automorphic in \( t \in \mathbb{R} \) if \( t \mapsto F(t, x) \) is almost automorphic for all \( x \in K \) (\( K \subset Y \) being any bounded subset). Equivalently, for every sequence of real numbers \((s'_n)_{n \in \mathbb{N}}\), there exists a subsequence \((s_n)_{n \in \mathbb{N}}\) such that
\[
G(t, x) := \lim_{n \to \infty} F(t + s_n, x)
\]
is well defined in \( t \in \mathbb{R} \) and for each \( x \in K \), and
\[
\lim_{n \to \infty} G(t - s_n, x) = F(t, x)
\]
for all \( t \in \mathbb{R} \) and \( x \in K \).

The collection of such functions will be denoted by \( AA(Y, X) \).

For more on almost automorphic functions and related issues, we refer the reader to the excellent book by N’Guérékata [35].

Define
\[
PAP_0(\mathbb{R}, X) := \left\{ f \in BC(\mathbb{R}, X) : \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} \| f(s) \| ds = 0 \right\}.
\]

Similarly, \( PAP_0(Y, X) \) will denote the collection of all bounded continuous functions \( F : \mathbb{R} \times Y \to X \) such that
\[
\lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} \| F(s, x) \| ds = 0
\]
uniformly in \( x \in K \), where \( K \subset Y \) is any bounded subset.
DEFINITION 2.3. (Liang et al. [31, 43]) A function \( f \in BC(\mathbb{R}, X) \) is called pseudo almost automorphic if it can be expressed as \( f = g + \phi \), where \( g \in AA(X) \) and \( \phi \in PAP_0(X) \). The collection of such functions will be denoted by \( PAA(X) \).

The functions \( g \) and \( \phi \) appearing in Definition 2.3 are respectively called the almost automorphic and the ergodic perturbation components of \( f \).

DEFINITION 2.4. A bounded continuous function \( F : \mathbb{R} \times Y \mapsto X \) belongs to \( AA(Y, X) \) whenever it can be expressed as \( F = G + \Phi \), where \( G \in AA(Y, X) \) and \( \Phi \in PAP_0(Y, X) \). The collection of such functions will be denoted by \( PAA(Y, X) \).

We now collect a few useful properties of pseudo almost automorphic functions.

PROPOSITION 2.2. If \( g \in L^1(\mathbb{R}) \), \( f \in PAA(\mathbb{R}) \), then \( f * g \in PAA(\mathbb{R}) \), where \( f * g \) is the convolution of \( f \) with \( g \) on \( \mathbb{R} \).

The proof of Proposition 2.2 is based upon Bugajewski and Diagana [10] and Bugajewski, Diagana, and [11].

A substantial result is the next theorem, which is due to Liang et al. [43].

THEOREM 2.2. [43] The space \( PAA(X) \) equipped with the sup norm \( \| \cdot \|_\infty \) is a Banach space.

The next composition result, that is Theorem 2.3, is a consequence of [32, Theorem 2.4] and is crucial for the proof of the main result of the paper.

THEOREM 2.3. Suppose \( f : \mathbb{R} \times Y \mapsto X \) belongs to \( PAA(Y, X) \); \( f = g + h \), with \( x \mapsto g(t, x) \) being uniformly continuous on any bounded subset \( K \) of \( Y \) uniformly in \( t \in \mathbb{R} \). Furthermore, we suppose that there exists \( L > 0 \) such that

\[
\|f(t, x) - f(t, y)\| \leq L\|x - y\|_Y
\]

for all \( x, y \in Y \) and \( t \in \mathbb{R} \).

Then the function defined by \( h(t) = f(t, \varphi(t)) \) belongs to \( PAA(X) \) provided \( \varphi \in PAA(Y) \).

We also have:

THEOREM 2.4. [43] If \( f : \mathbb{R} \times Y \mapsto X \) belongs to \( PAA(Y, X) \) and if \( x \mapsto f(t, x) \) is uniformly continuous on any bounded subset \( K \) of \( Y \) for each \( t \in \mathbb{R} \), then the function defined by \( h(t) = f(t, \varphi(t)) \) belongs to \( PAA(X) \) provided \( \varphi \in PAA(Y) \).
3. Main results

To study the existence and uniqueness of pseudo-almost automorphic solutions to Eq. (1.2) we first introduce the notion of bounded solution to it.

DEFINITION 3.1. A function $u : \mathbb{R} \mapsto \mathcal{X}_{\alpha}$ is said to be a bounded solution to Eq. (1.2) provided that the function $s \rightarrow A(s)U(t,s)P(s)f(s,Bu(s))$ is integrable on $(-\infty,t)$, $s \rightarrow A(s)U(t,s)Q(s)f(s,Bu(s))$ is integrable on $(t,\infty)$ for each $t \in \mathbb{R}$, and

$$u(t) = -f(t,Bu(t)) - \int_{-\infty}^{t} A(s)U(t,s)P(s)f(s,Bu(s))ds$$

$$+ \int_{t}^{\infty} A(s)U(t,s)Q(s)f(s,Bu(s))ds + \int_{-\infty}^{t} U(t,s)P(s)g(s,Cu(s))ds$$

$$- \int_{t}^{\infty} U(t,s)Q(s)g(s,Cu(s))ds$$

for each $t \in \mathbb{R}$.

Throughout the rest of the paper we denote by $\Gamma_1, \Gamma_2, \Gamma_3$, and $\Gamma_4$, the nonlinear integral operators defined by:

$$\Gamma_1 u(t) := \int_{-\infty}^{t} A(s)U(t,s)P(s)f(s,Bu(s))ds,$$

$$\Gamma_2 u(t) := \int_{t}^{\infty} A(s)U(t,s)Q(s)f(s,Bu(s))ds,$$

$$\Gamma_3 u(t) := \int_{-\infty}^{t} U(t,s)P(s)g(s,Cu(s))ds,$$

$$\Gamma_4 u(t) := \int_{t}^{\infty} U(t,s)Q(s)g(s,Cu(s))ds.$$

Moreover, we suppose that the linear operators $B,C : \mathcal{X}_{\alpha} \mapsto \mathcal{X}$ are bounded and hence set

$$\sigma := \max\left(\|B\|_{B(\mathcal{X}_\alpha,\mathcal{X})},\|C\|_{B(\mathcal{X}_\alpha,\mathcal{X})}\right).$$

To study Eq. (1.2), in addition to the previous assumptions, we require the following additional assumptions.

(H.4) $R(\omega,A(\cdot))u \in AA(\mathcal{X}_{\alpha})$ for all $u \in \mathcal{X}$. For any sequence of real numbers $(\tau_n)_{n \in \mathbb{N}}$ there exist a subsequence $(\tau'_n)_{n \in \mathbb{N}}$ and a well-defined function $G$ such that for each $\varepsilon > 0$, one can find $N_0,N_1 \in \mathbb{N}$ such that

$$\|G(t,s)P(s)u - A(s+\tau_n)U(t+\tau_n,s+\tau_n)P(s+\tau_n)u\|_{\alpha} \leq \varepsilon H_0(t-s)$$

whenever $n > N_0$ for $t,s \in \mathbb{R}$, $t > s$, and

$$\|A(s)U(t,s)P(s)u - G(t-\tau_n,s-\tau_n)P(s-\tau_n)u\|_{\alpha} \leq \varepsilon H_1(t-s).$$
whenever \( n > N_1 \) for all \( t, s \in \mathbb{R}, t > s \), for all \( u \in X_\alpha \), where \( H_0, H_1 : [0, \infty) \mapsto [0, \infty) \) with \( H_0, H_1 \in L^1_{\text{loc}}[0, \infty) \).

(H.5) Let \( 0 < \alpha \leq \beta < 1 \), and \( f : \mathbb{R} \times X \mapsto X_\beta \) belongs to \( \text{PAA}(X, X_\beta) \) while \( g : \mathbb{R} \times X \mapsto X \) belongs to \( \text{PAA}(X, X) \). If \( f = f_1 + f_2 \) and \( g = g_1 + g_2 \) where \( f_1 \in \text{AA}(X, X_\beta), g_1 \in \text{AA}(X, X) \), \( f_2 \in \text{PAP}_0(X, X_\beta) \), and \( g_2 \in \text{PAP}_0(X, X) \), we suppose that \( x \mapsto f_1(t, x), g_1(t, x) \) are uniformly continuous on bounded subsets uniformly in \( t \in \mathbb{R} \). Moreover, the functions \( f, g \) are uniformly Lipschitz with respect to the second argument in the following sense: there exists \( K > 0 \) such that

\[
\| f(t, u) - f(t, v) \|_\beta \leq K \| u - v \|
\]

and

\[
\| g(t, u) - g(t, v) \| \leq K \| u - v \|
\]

for all \( u, v \in X \) and \( t \in \mathbb{R} \).

The proof of our main result requires the following technical Lemma.

**Lemma 3.1.** Under (H.1)-(H.3), then there exist constant \( m(\alpha, \beta), n(\alpha) > 0 \) such that

\[
\| A(s) \tilde{U}_Q(t, s) Q(s) x \|_\alpha \leq m(\alpha, \beta) e^{\delta(s-t)} \| x \|_\beta \quad \text{for } t \leq s, \quad (3.1)
\]

\[
\| A(s) U(t, s) P(s) x \|_\alpha \leq n(\alpha) (t-s)^{-\alpha} e^{-\frac{\delta}{\alpha}(t-s)} \| x \|_\beta, \quad \text{for } t > s. \quad (3.2)
\]

**Proof.** Let \( x \in X_\beta \). Since the restriction of \( A(s) \) to \( R(Q(s)) \) is a bounded linear operator it follows that

\[
\| A(s) \tilde{U}_Q(t, s) Q(s) x \|_\alpha \leq ck(\alpha) \| \tilde{U}_Q(t, s) Q(s) x \|_\beta
\]

\[
\leq ck(\alpha) m(\beta) e^{\delta(s-t)} \| x \|_\beta
\]

\[
\leq m(\alpha, \beta) e^{\delta(s-t)} \| x \|_\beta
\]

for \( t \leq s \) by using Eq. (2.7).

Similarly, for each \( x \in X_\beta \), using Eq. (2.8), we obtain

\[
\| A(s) U(t, s) P(s) x \|_\alpha = \| A(s) A(t)^{-1} A(t) U(t, s) P(s) x \|_\alpha
\]

\[
\leq \| A(s) A(t)^{-1} \|_{B(X_\alpha, X)} \| A(t) U(t, s) P(s) x \|_\alpha
\]

\[
\leq c_0 \| A(t) U(t, s) P(s) x \|_\alpha
\]

for \( t \geq s \).

Note that \( \| A(t) U(t, s) \|_\alpha \leq K(t-s)^{-1} \) for all \( t, s \) such that \( 0 < t - s \leq 1 \).

Now, let \( t - s \geq 1 \). Then, using Eq. (2.6), we obtain
\[
\|A(t)U(t, s)P(s)x\|_\alpha = \|A(t)U(t, t-1)U(t-1, s)P(s)x\|_\alpha \\
\leq \|A(t)U(t, t-1)\|_{B(\mathbb{X}_\alpha, \mathbb{X}_\alpha)}\|U(t-1, s)P(s)x\|_\alpha \\
\leq Kc(\alpha)e^{-\frac{\delta}{2}(t-s)}(t-s)^{-\alpha}\|x\| \\
\leq KK'c(\alpha)e^{-\frac{\delta}{2}(t-s)}(t-s)^{-\alpha}\|x\|_\alpha \\
\leq KK'k(\alpha)c(\alpha)e^{-\frac{\delta}{2}(t-s)}(t-s)^{-\alpha}\|x\|_\beta \\
\leq n'(\alpha)e^{-\frac{\delta}{2}(t-s)}(t-s)^{-\alpha}\|x\|_\beta.
\]

Now, let \(0 < t - s \leq 1\). Again, using Eq. (2.6), we obtain

\[
\|A(t)U(t, s)P(s)x\|_\alpha = \|A(t)U(t, \frac{t+s}{2})U(\frac{t+s}{2}, s)P(s)x\|_\alpha \\
\leq \|A(t)U(t, \frac{t+s}{2})\|_{B(\mathbb{X}_\alpha, \mathbb{X}_\alpha)}\|U(\frac{t+s}{2}, s)P(s)x\|_\alpha \\
\leq Kc(\alpha)e^{-\frac{\delta}{2}(t-s)}2^\alpha(t-s)^{-\alpha}\|x\| \\
\leq KK'c(\alpha)e^{-\frac{\delta}{2}(t-s)}2^\alpha(t-s)^{-\alpha}\|x\|_\alpha \\
\leq KK'k(\alpha)c(\alpha)e^{-\frac{\delta}{2}(t-s)}2^\alpha(t-s)^{-\alpha}\|x\|_\beta \\
\leq n''(\alpha)e^{-\frac{\delta}{2}(t-s)}(t-s)^{-\alpha}\|x\|_\beta.
\]

Therefore,
\[
\|A(t)U(t, s)P(s)x\|_\alpha \leq n(\alpha)e^{-\frac{\delta}{2}(t-s)}(t-s)^{-\alpha}\|x\|_\beta
\]
for all \(t, s \in \mathbb{R}\) with \(t \geq s\).

**Lemma 3.2.** Under assumptions (H.1)-(H.5), the integral operators \(\Gamma_3\) and \(\Gamma_4\) defined above map \(\text{PAA}(\mathbb{X}_\alpha)\) into itself.

**Proof.** Let \(u \in \text{PAA}(\mathbb{X}_\alpha)\). Now since \(C \in B(\mathbb{X}_\alpha, \mathbb{X})\) it follows that \(Cu \in \text{PAA}(\mathbb{X})\). Setting \(h(t) = g(t, Cu(t))\) and using the theorem of composition of pseudo almost automorphic functions (Theorem 2.3) it follows that \(h \in \text{PAA}(\mathbb{X})\). Now write \(h = \phi + \zeta\) where \(\phi \in \text{AA}(\mathbb{X})\) and \(\zeta \in \text{PAP}_0(\mathbb{X})\). Thus \(\Gamma_3u\) can be rewritten as

\[
(\Gamma_3u)(t) = \int_{-\infty}^t U(t, s)P(s)\phi(s)ds + \int_{-\infty}^t U(t, s)P(s)\zeta(s)ds.
\]

Set
\[
\Phi(t) = \int_{-\infty}^t U(t, s)P(s)\phi(s)ds, \quad \text{and} \quad \Psi(t) = \int_{-\infty}^t U(t, s)P(s)\zeta(s)ds
\]
for each \(t \in \mathbb{R}\).
The next step consists of showing that \( \Phi \in AA(\mathbb{X}_\alpha) \) and \( \Psi \in PAP_0(\mathbb{X}_\alpha) \). Obviously, \( \Phi \in AA(\mathbb{X}_\alpha) \). Indeed, since \( \phi \in AA(\mathbb{X}) \), for every sequence of real numbers \( (\tau_n)_{n \in \mathbb{N}} \) there exists a subsequence \( (\tau_n)_{n \in \mathbb{N}} \) such that

\[
\psi(t) := \lim_{n \to \infty} \phi(t + \tau_n)
\]

is well defined for each \( t \in \mathbb{R} \), and

\[
\lim_{n \to \infty} \psi(t - \tau_n) = \phi(t)
\]

for each \( t \in \mathbb{R} \).

Set \( \Phi_1(t) = \int_{-\infty}^{t} U(t, s)P(s)\psi(s)ds \) for all \( t \in \mathbb{R} \).

Now

\[
\Phi(t + \tau_n) - \Phi_1(t) = \int_{-\infty}^{t+\tau_n} U(t + \tau_n, s)P(s)\phi(s)ds - \int_{-\infty}^{t} U(t, s)P(s)\psi(s)ds
\]

\[
= \int_{-\infty}^{t} U(t + \tau, s + \tau_n)P(s + \tau_n)\phi(s + \tau_n)ds
\]

\[
- \int_{-\infty}^{t} U(t, \tau_n)P(s + \tau_n)\phi(s + \tau_n)ds
\]

\[
= \int_{-\infty}^{t} U(t + \tau_n, s + \tau_n)P(s + \tau_n)\phi(s + \tau_n)ds
\]

\[
- \int_{-\infty}^{t} U(t + \tau_n, s + \tau_n)P(s + \tau_n)\psi(s)ds
\]

\[
+ \int_{-\infty}^{t} U(t, s + \tau_n)P(s + \tau_n)\psi(s)ds
\]

\[
- \int_{-\infty}^{t} U(t, s)P(s)\psi(s)ds
\]

\[
= \int_{-\infty}^{t} U(t + \tau_n, s + \tau_n)P(s + \tau_n)(\phi(s + \tau_n) - \psi(s))ds
\]

\[
+ \int_{-\infty}^{t} (U(t + \tau_n, s + \tau_n)P(s + \tau_n) - U(t, s)P(s))\psi(s)ds.
\]

Using Lebesgue Dominated Convergence Theorem, one can easily see that

\[
\| \int_{-\infty}^{t} U(t + \tau_n, s + \tau_n)P(s + \tau_n)(\phi(s + \tau_n) - \psi(s))ds \|_{\alpha} \to 0 \text{ as } n \to \infty, \ t \in \mathbb{R}.
\]

Similarly, using [8, Proposition 3.3] it follows that

\[
\| \int_{-\infty}^{t} (U(t + \tau_n, s + \tau_n)P(s + \tau_n) - U(t, s)P(s))\psi(s)ds \|_{\alpha} \to 0 \text{ as } n \to \infty, \ t \in \mathbb{R}.
\]

Thus

\[
\Phi_1(t) = \lim_{n \to \infty} \Phi(t + \tau_n), \ t \in \mathbb{R}.
\]
Similarly, one can easily see that
\[ \Phi(t) = \lim_{n \to \infty} \Phi_1(t - \tau_n), \quad t \in \mathbb{R}. \]

Therefore, \( \Phi \in AA(\mathbb{X}_\alpha) \).

To complete the proof for \( \Gamma_3 \), we have to show that \( \Psi \in PAP_0(\mathbb{X}_\alpha) \). First, note that \( s \mapsto \Psi(s) \) is a bounded continuous function. It remains to show that
\[ \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} \|\Psi'(t)\|_\alpha dt = 0. \]

Again using Eq. (2.6) it follows that
\[ \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} \|\Psi(t)\|_\alpha dt \leq \lim_{T \to \infty} \frac{c(\alpha)}{2T} \int_{-T}^{T} \int_{0}^{\infty} s^{-\alpha} e^{-\frac{\delta}{\alpha} s} \|\zeta(t-s)\|_\alpha ds dt \]
\[ \leq \lim_{T \to \infty} c(\alpha) \int_{0}^{\infty} s^{-\alpha} e^{-\frac{\delta}{\alpha} s} \frac{1}{2T} \int_{-T}^{T} \|\zeta(t-s)\|_\alpha dt ds. \]

Let \( \Gamma_3(T) = \frac{1}{2T} \int_{-T}^{T} \|\zeta(t-s)\|_\alpha dt \). Since \( PAP_0(\mathbb{X}_\alpha) \) is translation invariant it follows that \( t \mapsto \zeta(t-s) \) belongs to \( PAP_0(\mathbb{X}_\alpha) \) for each \( s \in \mathbb{R} \), and hence
\[ \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} \|\zeta(t-s)\|_\alpha dt = 0 \]
for each \( s \in \mathbb{R} \).

One completes the proof by using the well-known Lebesgue Dominated Convergence Theorem and the fact \( \Gamma_3(T) \to 0 \) as \( T \to \infty \) for each \( s \in \mathbb{R} \).

The proof for \( \Gamma_4 u(\cdot) \) is similar to that of \( \Gamma_3 u(\cdot) \). However one makes use of Eq. (2.7) rather than Eq. (2.6).

**Lemma 3.3.** Under assumptions (H.1)-(H.5), the integral operators \( \Gamma_1 \) and \( \Gamma_2 \) defined above map \( PAA(\mathbb{X}_\alpha) \) into itself.

**Proof.** Let \( u \in PAA(\mathbb{X}_\alpha) \). Since \( B \in B(\mathbb{X}_\alpha, \mathbb{X}) \) it follows that the function \( t \mapsto Bu(t) \) belongs to \( PAA(\mathbb{X}) \). Again, using the composition of pseudo almost automorphic functions (Theorem 2.3) it follows that \( \psi(\cdot) = f(\cdot, Bu(\cdot)) \) is in \( PAA(\mathbb{X}_\beta) \) whenever \( u \in PAA(\mathbb{X}_\alpha) \). In particular,
\[ \|\psi\|_{\infty, \beta} = \sup_{t \in \mathbb{R}} \|f(t,Bu(t))\|_\beta < \infty. \]

Now write \( \psi = w + z \), where \( w \in AA(\mathbb{X}_\beta) \) and \( z \in PAP_0(\mathbb{X}_\beta) \), that is, \( \Gamma_1 \phi = \Xi(w) + \Xi(z) \) where
\[ \Xi w(t) := \int_{-\infty}^{t} A(s)U(t,s)P(s)w(s) ds, \quad \text{and} \quad \Xi z(t) := \int_{-\infty}^{t} A(s)U(t,s)P(s)z(s) ds. \]
Using Eq. (3.2) and the Lebesgue Dominated Convergence Theorem it follows that
\[ v(t) := \lim_{n \to \infty} w(t + \tau_n) \]
is well defined for each \( t \in \mathbb{R} \), and
\[ \lim_{n \to \infty} v(t - \tau_n) = w(t) \]
for each \( t \in \mathbb{R} \). And there exists a well-defined function \( G \) such that for each \( \varepsilon > 0 \), one can find \( N_0, N_1 \in \mathbb{N} \) such that
\[ \|G(t,s)u - A(s + \tau_n)U(t + \tau_n, s + \tau_n)u\|_\alpha \leq \varepsilon H_0(t - s) \]
whenever \( n > N_0 \) for \( t, s \in \mathbb{R}, t > s \), and
\[ \|A(s)U(t,s)u - G(t - \tau_n, s - \tau_n)u\|_\alpha \leq \varepsilon H_1(t - s) \]
whenever \( n > N_1 \) for all \( t, s \in \mathbb{R}, t > s \), for all \( u \in \mathbb{X}_\alpha \), where \( H_0, H_1 : [0,\infty) \mapsto [0,\infty) \) with \( H_0, H_1 \in L^1[0,\infty) \).

Set \( \Xi_1(t) = \int_{-\infty}^{t} G(t,s)P(s)v(s)ds \) for all \( t \in \mathbb{R} \).

Now
\[
\Xi w(t + \tau_n) - \Xi_1(t) = \int_{-\infty}^{t + \tau_n} A(s)U(t + \tau_n, s + \tau_n)P(s + \tau_n)w(s + \tau_n)ds - \int_{-\infty}^{t} G(t,s)P(s)v(s)ds
\]
\[ = \int_{-\infty}^{t} A(s + \tau_n)U(t + \tau_n, s + \tau_n)P(s + \tau_n)w(s + \tau_n)ds - \int_{-\infty}^{t} G(t,s)P(s)v(s)ds \]
\[ = \int_{-\infty}^{t} A(s + \tau_n)U(t + \tau_n, s + \tau_n)P(s + \tau_n)w(s + \tau_n)ds
\]
\[ - \int_{-\infty}^{t} A(s + \tau_n)U(t + \tau_n, s + \tau_n)P(s + \tau_n)v(s)ds + \int_{-\infty}^{t} A(s + \tau_n)U(t + \tau_n, s + \tau_n)P(s + \tau_n)v(s)ds \]
\[ - \int_{-\infty}^{t} G(t,s)P(s)v(s)ds \]
\[ = \int_{-\infty}^{t} A(s + \tau_n)U(t + \tau_n, s + \tau_n)(w(s + \tau_n) - v(s))ds + \int_{-\infty}^{t} (A(s + \tau_n)U(t + \tau_n, s + \tau_n)P(s + \tau_n) - G(t,s)P(s))v(s)ds. \]

Using Eq. (3.2) and the Lebesgue Dominated Convergence Theorem it follows that
\[ \left\| \int_{-\infty}^{t} A(s + \tau_n)U(t + \tau_n, s + \tau_n)P(s + \tau_n)(w(s + \tau_n) - v(s))ds \right\|_\alpha \to 0 \] as \( n \to \infty, t \in \mathbb{R} \).
Similarly, in view of the above (assumption (H. 4)), we can prove that

\[ \| \int_{-\infty}^{t} (A(s + \tau_n)U(t + \tau_n, s + \tau_n)P(s + \tau_n) - G(t, s)P(s)) v(s) ds \|_\alpha \to 0 \text{ as } n \to \infty \]

for \( t \in \mathbb{R} \).

Therefore,

\[ \Xi_1(t) = \lim_{n \to \infty} \Xi(w)(t + \tau_n) \]

is well-defined for all \( t \in \mathbb{R} \).

Similarly, one can easily see that

\[ \Xi(w)(t) = \lim_{n \to \infty} \Xi_1(t - \tau_n) \]

for all \( t \in \mathbb{R} \), and hence \( \Xi(w) \in AA(X_\alpha) \).

Now, let \( T > 0 \). Again from Eq. (3.2), we have

\[
\frac{1}{2T} \int_{-T}^{T} \| (\Xi z)(t) \|_\alpha dt \leq \frac{1}{2T} \int_{-T}^{T} \int_{0}^{\infty} \| A(s)U(t, s)P(s)z(t - s) \|_\alpha ds dt \\
\leq \frac{n(\alpha)}{2T} \int_{-T}^{T} \int_{0}^{\infty} s^{-\alpha} e^{-\frac{\delta}{2} s} \| z(t - s) \|_\beta ds dt \\
\leq n(\alpha) \int_{0}^{\infty} s^{-\alpha} e^{-\frac{\delta}{2} s} \left( \frac{1}{2T} \int_{-T}^{T} \| z(t - s) \|_\beta ds \right) ds.
\]

Now

\[
\lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} \| z(t - s) \|_\beta ds dt = 0,
\]

as \( t \mapsto z(t - s) \in PAP_0(X_\beta) \) for every \( s \in \mathbb{R} \). One completes the proof by using Lebesgue Dominated Convergence Theorem.

The proof for \( \Gamma_2 u(\cdot) \) is similar to that of \( \Gamma_1 u(\cdot) \) except that one makes use of Eq. (3.1) instead of Eq. (3.2).

**Theorem 3.1.** Under assumptions (H.1)-(H.5), the evolution equation (1.2) has a unique pseudo-almost automorphic mild solution whenever \( K \) is small enough, that is, \( K\Theta < 1 \) where

\[
\Theta = \sigma \left[ k(\alpha) + \frac{(m(\alpha, \beta) + m(\alpha))}{\delta} + (n(\alpha) + c(\alpha)) \frac{2^{1-\alpha} \Gamma(1-\alpha)}{\delta^{1-\alpha}} \right].
\]

**Proof.** Consider the nonlinear operator \( \mathbb{M} \) defined on \( PAP(X_\alpha) \) by

\[
\mathbb{M} u(t) = -f(t, Bu(t)) - \int_{-\infty}^{t} A(s)U(t, s)P(s)f(s, Bu(s)) ds \\
+ \int_{-\infty}^{\infty} A(s)U(t, s)Q(s)f(s, Bu(s)) ds + \int_{-\infty}^{t} U(t, s)P(s)g(s, Cu(s)) ds \\
- \int_{t}^{\infty} U(t, s)Q(s)g(s, Cu(s)) ds
\]
for each \( t \in \mathbb{R} \).

As we have previously seen, for every \( u \in \text{PAA}(\mathcal{X}_\alpha) \), \( f(\cdot, Bu(\cdot)) \in \text{PAA}(\mathcal{X}_\beta) \subset \text{PAA}(\mathcal{X}_\alpha) \). In view of Lemma 3.2 and Lemma 3.3, it follows that \( \mathcal{M} \) maps \( \text{PAA}(\mathcal{X}_\alpha) \) into itself. To complete the proof one has to show that \( \mathcal{M} \) has a unique fixed-point.

Let \( v, w \in \text{PAA}(\mathcal{X}_\alpha) \)

\[
\left\| \Gamma_1(v)(t) - \Gamma_1(w)(t) \right\|_\alpha \leq \int_{-\infty}^{t} \left\| A(s) U(t, s) P(s) [f(s, Bv(s)) - f(s, Bw(s))] \right\|_\alpha ds
\]

\[
\leq n(\alpha) \int_{-\infty}^{t} (t - s)^{-\alpha} e^{-\frac{a}{2} (t - s)} \left\| f(s, Bv(s)) - f(s, Bw(s)) \right\|_\beta ds
\]

\[
\leq n(\alpha) \delta \int_{-\infty}^{t} (t - s)^{-\alpha} e^{-\frac{a}{2} (t - s)} \left\| Bv(s) - Bw(s) \right\| ds
\]

\[
\leq n(\alpha) \delta \int_{-\infty}^{t} (t - s)^{-\alpha} e^{-\frac{a}{2} (t - s)} \left\| v(s) - w(s) \right\|_\alpha ds
\]

\[
\leq n(\alpha) \delta \int_{-\infty}^{t} (t - s)^{-\alpha} e^{-\frac{a}{2} (t - s)} ds
\]

\[
= n(\alpha) 2^{1-\alpha} \frac{\Gamma(1-\alpha)}{\delta^{1-\alpha}} K \| v - w \|_{\infty, \alpha}.
\]

Now

\[
\left\| \Gamma_2(v)(t) - \Gamma_2(w)(t) \right\|_\alpha \leq \int_{t}^{\infty} \left\| A(s) U(t, s) Q(s) [f(s, Bv(s)) - f(s, Bw(s))] \right\|_\alpha ds
\]

\[
\leq m(\alpha, \beta) K \int_{t}^{\infty} \left\| f(s, Bv(s)) - f(s, Bw(s)) \right\|_\beta ds
\]

\[
\leq m(\alpha, \beta) K \int_{t}^{\infty} \left\| Bv(s) - Bw(s) \right\| ds
\]

\[
\leq m(\alpha, \beta) K \delta \int_{t}^{\infty} e^{\delta(t-s)} \left\| v(s) - w(s) \right\|_\alpha ds
\]

\[
\leq m(\alpha, \beta) K \delta \int_{t}^{\infty} e^{\delta(t-s)} ds
\]

\[
= m(\alpha, \beta) K \delta \int_{t}^{\infty} \left\| v - w \right\|_{\infty, \alpha}.
\]

Now for \( \Gamma_3 \) and \( \Gamma_4 \), we have the following approximations

\[
\left\| \Gamma_3(v)(t) - \Gamma_3(w)(t) \right\|_\alpha \leq \int_{-\infty}^{t} \left\| U(t, s) P(s) [g(s, Cv(s)) - g(s, Cw(s))] \right\|_\alpha ds
\]

\[
\leq \int_{-\infty}^{t} c(\alpha) (t - s)^{-\alpha} e^{-\frac{a}{2} (t - s)} \left\| g(s, Cv(s)) - g(s, Cw(s)) \right\| ds
\]

\[
\leq K c(\alpha) \int_{-\infty}^{t} (t - s)^{-\alpha} e^{-\frac{a}{2} (t - s)} \left\| C(s) - Cw(s) \right\| ds
\]

\[
\leq \delta \int_{-\infty}^{t} (t - s)^{-\alpha} e^{-\frac{a}{2} (t - s)} \left\| v(s) - w(s) \right\|_\alpha ds
\]

\[
\leq K \delta \int_{-\infty}^{t} \left\| v - w \right\|_{\infty, \alpha}.
\]

\[
\leq K \delta \alpha \frac{\Gamma(1-\alpha)}{\delta^{1-\alpha}} \left\| v - w \right\|_{\infty, \alpha}.
\]
\[ \left\| \Gamma_4(v)(t) - \Gamma_4(w)(t) \right\|_\alpha \leq \int_t^\infty \left\| U(t,s)Q(s) [g(s,Cv(s)) - g(s,Cw(s))] \right\|_\alpha ds \]
\[ \leq \int_t^\infty m(\alpha)e^{\delta(t-s)} \left\| g(s,Cv(s)) - g(s,Cw(s)) \right\| ds \]
\[ \leq \int_t^\infty m(\alpha)Ke^{\delta(t-s)} \left\| Cv(s) - Cw(s) \right\| ds \]
\[ \leq \sigma m(\alpha)K \int_t^\infty e^{\delta(t-s)} \left\| v(s) - w(s) \right\|_\alpha ds \]
\[ \leq Km(\alpha)\sigma \left\| v - w \right\|_{\infty,\alpha} \int_t^\infty e^{\delta(t-s)} ds \]
\[ = \frac{K \sigma m(\alpha)}{\delta} \left\| v - w \right\|_{\infty,\alpha}. \]

Combining previous approximations it follows that
\[ \left\| Mv - Mw \right\|_{\infty,\alpha} \leq \Theta \left\| v - w \right\|_{\infty,\alpha}, \]
and hence if \( K \) is small enough, that is, \( K\Theta < 1 \), then Eq. (1.2) has a unique solution, which obviously is its only pseudo-almost automorphic solution.

**EXAMPLE 3.1.** Let \( \Omega \subset \mathbb{R}^N (N \geq 1) \) be a open bounded subset with \( C^2 \) boundary \( \Gamma = \partial \Omega \) and let \( X = L^2(\Omega) \) equipped with its natural topology \( \| \cdot \|_{L^2(\Omega)} \).

Define the linear operator appearing in Eq. (1.3) as follows:
\[ A(t)u = a(t,x)\Delta u \text{ for all } u \in D(A(t)) = H^1_0(\Omega) \cap H^2(\Omega), \]
where \( a : \mathbb{R} \times \Omega \mapsto \mathbb{R} \) is a jointly continuous, almost automorphic and satisfying the following assumptions:

(H.6) \( \inf_{t \in \mathbb{R}, x \in \Omega} a(t,x) = m_0 > 0 \), and

(H.7) there exists \( L > 0 \) and \( 0 < \mu \leq 1 \) such that
\[ |a(t,x) - a(s,x)| \leq L|s - t|^\mu \]
for all \( t, s \in \mathbb{R} \) uniformly in \( x \in \Omega \).

First of all, note that in view of the above, \( \sup_{t \in \mathbb{R}, x \in \Omega} a(t,x) < \infty \). Also, a classical example of a function \( a \) satisfying the above-mentioned assumptions is for instance
\[ a_\gamma(t,x) = 3 + \sin|x|t + \sin\gamma|x|t, \]
where \( |x| = (x_1^2 + ... + x_N^2)^{1/2} \) for each \( x = (x_1, x_2, ..., x_N) \in \Omega \) and \( \gamma \in \mathbb{R} \setminus \mathbb{Q} \).
Under previous assumptions, it is clear that the operators $A(t)$ defined above are invertible and satisfy Acquistapace-Terreni conditions. Moreover, it can be easily shown that

$$R(\omega, a(\cdot, x) \Delta) \varphi = \frac{1}{a(\cdot, x)} R\left(\frac{\omega}{a(\cdot, x)} \Delta\right) \varphi \in AA(\mathbb{H}^1_0(\Omega))$$

for each $\varphi \in L^2(\Omega)$ with

$$\|R(\omega, a\Delta)\|_{B(L^2(\Omega))} \leq \frac{\text{const.}}{|\omega|}.$$ 

Furthermore, assumptions (H.1)-(H.4) are fulfilled.

For each $\mu \in (0, 1)$, we take $X_\mu = D((-\Delta)^{\mu})$ equipped with its $\mu$-norm $\|\cdot\|_\mu$. Moreover, we let $\alpha = \frac{1}{2}$ and suppose that $\frac{1}{2} < \beta < 1$. Letting $Bu = Cu = \text{div} u$ for all $u \in X_\frac{1}{2} = D((-\Delta)^{\frac{1}{2}}) = \mathbb{H}^1_0(\Omega)$, one easily see that both operators are bounded from $\mathbb{H}^1_0(\Omega)$ in $L^2(\Omega)$ with $\|u\|_\Omega = 1$.

We require the following assumption:

(H.8) Let $\frac{1}{2} < \beta < 1$, and $F \in \text{PAA}(\mathbb{H}^1_0(\Omega), X_\beta)$ and $G \in \text{PAA}(\mathbb{H}^1_0(\Omega), L^2(\Omega))$. If $F = F_1 + F_2$ and $G = G_1 + G_2$ where $F_1 \in \text{AA}(L^2(\Omega), X_\beta)$, $G_1 \in \text{AA}(L^2(\Omega), L^2(\Omega))$, $F_2 \in \text{PAP}(L^2(\Omega), X_\beta)$, and $G_2 \in \text{PAP}(L^2(\Omega), L^2(\Omega))$, we suppose that $u \mapsto F_1(t, u), G_1(t, u)$ are uniformly continuous on bounded subsets uniformly in $t \in \mathbb{R}$. Moreover, the functions $F, G$ are uniformly Lipschitz with respect to the second argument in the following sense: there exists $K' > 0$ such that

$$\|F(t, u) - F(t, v)\|_\beta \leq K'\|u - v\|_{L^2(\Omega)},$$

and

$$\|G(t, u) - G(t, v)\|_{L^2(\Omega)} \leq K'\|u - v\|_{L^2(\Omega)}$$

for all $u, v \in L^2(\Omega)$ and $t \in \mathbb{R}$.

We have

**Theorem 3.2.** Under assumption (H.6)-(H.8), then the $N$-dimensional heat equation Eq. (1.3) has a unique pseudo-almost automorphic solution $\varphi \in \mathbb{H}^1_0(\Omega) \cap \mathbb{H}^2(\Omega)$ whenever $K'$ is small enough.

Classical examples of the above-mentioned functions $F, G : \mathbb{R} \times \mathbb{H}^1_0(\Omega) \mapsto L^2(\Omega)$ are given as follows:

$$F(t, \text{div} u) = \frac{Ke(t)}{1 + |\text{div} u|} \quad \text{and} \quad G(t, \text{div} u) = \frac{Km(t)}{1 + |\text{div} u|}$$

where the functions $e, m : \mathbb{R} \mapsto \mathbb{R}$ are pseudo-almost automorphic.
In this particular case, the corresponding heat equation, that is,

\[
\begin{align*}
\frac{\partial}{\partial t} \left[ \phi + \frac{Ke(t)}{1 + |\text{div} \phi|} \right] &= a\gamma(t, x)\Delta \phi + \frac{Km(t)}{1 + |\text{div} \phi|}, \quad t \in \mathbb{R}, \quad x \in \Omega, \\
\phi &= 0, \quad \text{on } \Gamma,
\end{align*}
\]

has a unique pseudo-almost automorphic solution \( \phi \in H^1_0(\Omega) \cap H^2(\Omega) \) whenever \( K \) is small enough.
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