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EXISTENCE AND MULTIPLICITY OF SOLUTIONS FOR THE
NONLINEAR KLEIN-GORDON EQUATION COUPLED
WITH BORN-INFELD THEORY ON BOUNDED DOMAIN

KAIMIN TENG

(Communicated by Pavel I. Naumkin)

Abstract. In this paper, we prove some existence and multiple results for the following nonlinear
Klein-Gordon equation coupled with Born-Infeld theory

Au= (m* — (@ +9)?)u— flxu), inQ,
A+ BA1Y = dm(w+ )u?, in Q,
u=¢ =0, on 9Q,

where Q C RV (N > 3) is a bounded domain with smooth boundary, and f € C (Q,R) satisfies
some assumptions.

1. Introduction

In this paper, we are concerned with the existence and multiplicity of solutions
of the following Klein-Gordon equation coupled with Born-Infeld theory on bounded
domain:

Au= (m*—(0+¢)*)u— f(x,u), ingQ,

AQ + BAL = 4m(w + ¢)u?, inQ, (1.1
u=¢ =0, on dQ.
Such class of equations deduced by coupling the Klein-Gordon equation
Y — Ay +mPy — |y Py =0, (1.2)
with the Born-Infeld theory [5],

b? [ 5
SBIZE 1— 1—ﬁ(\E\ —[BJ?) (1.3)

where ¥ = y(x,t) € C, x € RV, t € R, m is a real constant, p € [2,2%), E is the
electric field and B is the magnetic induction field. As usual, the electromagnetic field
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is described by the gauge potential (¢,A), ¢ : RV xR — R, A:RY xR — R From
(¢,A), we obtain the electric field

E=-Vo—A

and the magnetic induction field
B=VxA.

Assume that y is a charged field and let e denote the electric charge. By gauge in-
variance arguments, the interaction between y and the electromagnetic field is usually
described substituting the usual derivatives % , V with the gauge covariant derivatives

d Ja . .
E'—}E—Heq)’ Vi—V—ieA

into the Lagrangian density relative (1.2) given by

L[y, 2 20,12 L,
20— |15 F = TPl + vl (14

we obtain the following Lagrangian density

1[0y . . 1
Lo = 3 [|a—z/+ze¢y/2— |Vy/—zeAu/2—m2|u/2] +I—)\y/|p. (1.5)

As done in [3] and [8], let § = ﬁ and consider the second order expansion of £p; for
B — 0T . Then the Lagrangian density takes the form

_Ll 2 _p2 l 2 p2\2
San1 = | 38~ B+ (R~ 5.

The nonlinear Born-Infeld-Klein-Gordon equations are the Euler-Lagrange equations
of the total action

y2/23171+£0. (1.6)
Under the electrostatic solitary wave ansatz
w(xt) = u(x)e'™, ¢=¢(x), A=0

and taking e = 1, where u and ¢ are real valued functions defined on Q and ® is a
positive frequency parameter, the total action in (1.6) takes the form

_ [ Lvaup— Livop— B ivop
olug) = || 319~ o voP — £ ve

N =

+ (mz—(a)+¢)2)u2—ll)|u\p dx (1.7)

whose Euler-Lagrange equation is precisely (1.1) when f(x,t) = |¢|P~%¢.
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In recent years, the Born-Infeld nonlinear electromagnetism has regained its im-
portance due to its relevance in the theory of superstrings and membranes [11]. Math-
ematically, many people considered the system coupled Klein-Gordon equation with
Born-Infeld theory through using variational methods. Particularly, in Fortunato et al.
[9], Mugnai [10] and D’ Avenia et al. [8], they obtained the existence of infinite many
radial solutions for the equation (1.1) on R3. Yu [17] studied the Klein-Gordon equa-
tion coupled with the original Born-Infeld theory, and obtained infinitely many solitary
waves solution on bounded domain and R? (radial solution), respectively. The authors
in [15] studied the same problem as Yu [17] and Mugnai [10] at critical case, and ob-
tained some existence results. Via variational methods, the existence of solitary waves
solution has been studied in different systems, such as [1], [3], [2], [6], [7], [13], [16],
and so on. In this paper, we are interested in the existence and multiplicity of solutions
for problem (1.1) on bounded domain.

The action functional & : H} (Q) x 2 — R is defined by

_ oo 1 » B 4
§(00) = |31V - g V0P - 2wl
+%(m2—(a)+¢)2)u2—F(x,u) dx,

where F(x,t) = [§ f(x,s)ds. From the structure of &, we see that & is strongly indef-

inite, namely it is unbounded both from below and from above on infinite dimensional

subspaces. To avoid this indefiniteness, we will use the reduction method, by which

we are led to study an one variable functional that does not present such a strongly

indefinite nature. Thus, we can use the critical point theorems to problem (1.1).
Assume that f: Q x R — R satisfies the following conditions:

(o) f €CQxR,R), and f(x,0) =0;

(f1) there are constants aj,a, > 0 such that

[f(n0)] < ar+agltl,
where1<s<% (n=3);
(f2) lim £ = 0;

(f3) there exist 4 > 2 and R > 0 such that ¢f(x,7) > uF(x,r) > 0 for |¢| > R and
xeQ;
(fa) fx,—u)=—f(x,u), forall u € R and x € Q.

The main results we provide in this paper are the following theorems.

THEOREM 1. Assume that

m? > ﬁw — A and f satisfies (fo)-(f3).

Here My is the first eigenvalue of eigenvalue problem (—A,H} (S2)). Then problem (1.1)
has at least one nontrivial solution.
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REMARK 1. By the assumption (fp), we can obtain that («,¢) = (0,0) is a solu-
tion of problem (1.1).

In addition, if f also satisfies the symmetric assumption , we may apply the symmetric
Mountain-pass theorem to obtain infinite many solutions for problem (1.1).

THEOREM 2. Assume that

m? > ﬁwz—ll and f satisfies (fo)-(fa).

Here My is the first eigenvalue of eigenvalue problem (—A,H} (S2)). Then problem (1.1)
has infinitely many solutions.

2. Preliminaries Lemmas

In this section, we present the variational framework for problem (1.1) and also
give some preliminaries which are useful later.

Throughout this paper, we denote || - ||, the L space for 1 < s < +eo. Let Hj(Q)
denote the usual Sobolev space with the norm

%
= (] 1vuPax)"
Q

and 2(Q) denotes the completion of Cy’ () with respect to the norm

1 1

2 7

Jullr = ( / de) +( Ji Vu4dx> |
Q Q

It is obvious that Z(Q) is a reflexive and separable Banach space, continuously
embedded in H}(Q). Moreover, from Sobolev’s imbedding theorem (see [16]), 2(Q)
is continuously embedded in L= (€2).

A fundamental tool in our analysis will be the following Proposition.

PROPOSITION 1. For every u € H}(Q), there exists a unique ¢, € Z(Q) such
that ¢, satisfies the second equation in problem (1.1) and

—0< ¢, <0. 2.1

Moreover; the map @ : H} (Q) — 2(Q), u— ¢, is a continuous map.

Proof. We consider the minimizing argument on the functional defined as

_ 1 2 ﬁ 4 1 2
Eu(0)= [ |55 V0P + 152IV01 + (0t 300 ax.
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Obviously, the functional E, is well defined on Z(Q) and is convex, coercive, and
weakly lower semi-continuous. Indeed, The coercivity of E, on Z(Q) is the following
fact that

_ 1 >, B 4 1 20 1 59
£0) = [, [quIVor+ Vol + S+ 0 - Lot ax

1 B 0]
> L wvel 4 P ver __/ 20k
/Q|:87l' 9| +l67l'| ¢|}dx > /o dx

The convexity and weakly lower semi-continuity of E, on Z({) is obviously true.
Hence, there is a minimizer ¢, of the functional E, on () and it is correspond to
the weak solution of the second equation in (1.1). The uniqueness is follows form the
fact the operator .7 : 2(Q) — (2(Q))’ defined by

(Au,v) = ((—Au— BAgu+ 4mu®,v) z/ [Vu-Vv+[3|Vu|2Vu-Vv+47tu2v dx
Q

is strictly monotone (see appendix B, Theorem 5 in [4]).

Multiplying the second equation of problem (1.1) by ®* = max{®(u),0} and
(@ + ®(u))~, respectively, through simple calculation, we could get the conclusion
@2.1).

Finally, we assume that u, — u in H} (), our purpose is to prove that ®(u,) —
®(u) in 2(Q). Since D(u,) and P(u) satisfy the second equation of (1.1), that is,

/ [Vd)(un) -V(p+ﬁ\Vd)(un)|2Vd)(un)~V(p} dx = / (w—i—%d)(un))d)(un)u,%(pdx
Q Q
and

/Q [vm(u)-V<p+qu>(u)|2vq>(u)-V<p]dx= /Q (w+%<1)(u))d)(u)u2(pdx

for any @ € 2(Q), let us take the difference between them, take ¢ = ®(u,) — ® and
apply the inequality

[(]P =22 = P 2y) (e = )] = eplx =P, forx,y € RN, p>2, (2.2)
we get
C(IV (@) = @) 13+ [V (@(atr) — D (w)) )
< [ [0l =12 [D(utn) = O]+ D) [ B(1) — ©(a)
]| (1) — () ] dx.

By the Holder’s inequality and (2.1), we have

19(®(1r) = @) |3 + [V (@ () — @)1

< €l =3+ N 0t2) = a0+ el | (1) = Do)

5
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< C1 (it =+ [PV (@(11) = D00 2+ 2V (@(11) — D10) )
From the assumption u, — u in Hé (Q), we complete the conclusion.

REMARK 2. By the expression of the functional E,, we see that ®(u) = ®(—u),
for every u € H}(Q).

REMARK 3. From the proof of Proposition (1), we see that if u € LP(Q) with
2 < p < 2%, the uniqueness of @ is true, too. Indeed, we get he following conclu-
sion: for every u € LP(Q), there exists a unique ®(u) € Z(Q) such that E,(d(u) =

inf E,(0).
ol (9)

REMARK 4. The proof of Proposition 1 implies that Vs,z € R, Vu € L*(Q), we
have

D(su) — D(ru)

/ ‘V(D sus_tVCD tu)|? ou*(t +5) p—
#r 2R (2R ) <o

Indeed, Vs,t € R, Vu € L*(Q), ®(su) and ®(tu) satisfy
/Q (1+ BV (510) 2) VD (s1)) - (VD (st1) — (1))l
_an /Q 2P (0 + ©(su) ) (O (su) — D(tu))dx
and
/Q(l + BIVD(tu) ) VD(tu)) - (VD(1u) — D(su))dx
- /Q 20 (0 + (1) ) (D(tu) — O (su) )dx.
Let us add them together, apply (2.2), we get
/ ‘Vd)(su) V(1) ‘2
Q
<4n /Q [uza)(s2 — ) (®(su) — D(1u))
+ 1P (D (su) — D(tu))? + 1 (s> — 12)D(tu) (O (su) — D(tu)) | dx.

Hence, the above inequality is divided by (s —#)?, we obtain the conclusion.
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LEMMA 1. If {¢} C Z(Q) is bounded and ¢, — ¢ in D(Q), then ¢, uniformly
converges to ¢ in Q.

Proof. Let {¢,x} be an any subsequence of {¢,}, then {V¢, } is uniformly
bounded in L?(Q) and L*(Q). By Morrey’s inequality, we get

H(Z)nk”CO - < C”(P"kH_@(Q)

1
Q)
which implies that {¢y, } is equicontinuous on Q. By the fact that Z(Q) is contin-
uously embedded in L(Q), we see that {¢, } is uniformly bounded in Q. Apply
the Arzeld-Ascoli theorem, we can extract a subsequence, which is denoted by {q)"kz .
such that (P"kz — ¢ uniformly in Q. Because the subsequence {¢, } is arbitrary, we

have ¢, — ¢ uniformly in Q.

REMARK 5. By Lemma 1, we can also prove that E, on 2(Q) is weakly sequen-
tially lower semi-continuous. Indeed, assume that {¢,} C Z2(Q) and ¢, — ¢ weakly

in 2(Q). By Lemma 1, we know that ¢, — ¢ uniformly in Q. Hence, ¢, — ¢ in
L'(Q). Since ¢, — ¢ weakly in 2(Q), then ¢, — ¢ weakly in 2'(Q). Hence,
V¢, — V¢ weakly in L?(Q) and then we get V¢, — V¢ weakly in L'(Q). Apply
Theorem 1.6 in [14], we get E,(¢) < liminf, e E,(¢y).

By the Lemma 1, we can improve the result of Proposition 1.

PROPOSITION 2. @ : [2(Q) — P(Q) is continuous. Moreover, if u, — u in
H}(Q), then ®(u,) — ®(u) in 2(Q).

Proof. Assume that u, — u strongly in L?(Q). By Proposition 1, we know that
{®(un,)} is uniformly bounded in Z(L2). Hence, it is also uniformly bounded in
L=(Q). Then there exists a subsequence {unk]} and g € 2(Q), such that q)(“nk,) —g

in 2(Q). By Lemma 1, we have q)(”nk,) — g uniformly in Q. For the rest of the

proof, we only need to show that g = ®(u).
Since (I)(u,,kl) is the minimizer of E,, —on () and U, — U in L*(Q), we
1

have
By, (®(n) < B, (@) = E,(@(w)).

Therefore, by {(D(”nk, )} is uniformly bounded in L*(2), converges to g uniformly in

Q, Uy, — U in LZ(Q), and dominated convergence theorem, we get

/Q [d)(unkl)uﬁkl —g,ﬂ} dx

/(q)(”nk,)_g)u2dx+/ (I)(u,,kl)(uﬁk —u?)dx| — 0.
Q Q 1
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Hence,

/ @ (uy, JuZ dx — / guldx.

Q (A Q
Similarly, we can prove that
/@(unk Yu?, dx — / gudx.

Q 1 Q

Hence, by the weak lower semicontinuity of E,, ,we get
1

E,(g) <liminfE,, (®(u,)) < lim E,, (®(u)) = E,(®()).

[— [—o0

By the uniqueness result in Proposition 1, g = ®(u).
The second conclusion is obviously.

REMARK 6. From the proof of Proposition 2, we see that ® : LP(Q) — 2(Q) is
continuous if 2 < p < 2*.

Define J : H}(Q) — R as
J(u) =& (u, ®(u))
:/ [lvzﬂ L~ (o) — L v
al2 2 87

- lg—n Vo[* — F()@u)} dx.

Fixed u € Hé (Q), since ®(u) is the solution of the second equation in (1.1), we have

<$ACD(M) n %MD(M) - CI)(u)uz,(D(u)> = (0, D (u)),
ie.
- /Q [%V@(uﬂz + :in|vq>(u)|4 _ @2(14)142] dx= o /Q LOwdx.  (2.3)

Using (2.3), we get the other form of the functional J,

Y B B AT S O S N SO DG VRN SR SNt vonye )
J(u)—/g[2|Vu| 3 (0 = @) 4 S (Wi + [V
3B 4
+16—E|VCD\ —F(x,u)]dx.

PROPOSITION 3. J € C'(H}(Q),R) in the sense of Fréchet and

W)= |

i [vu Vv (1 — (@ + () )uv) — f(x,u)v} dx

forall u,v € H}(Q).
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Proof. 1t is suffice to prove that

lim J(u+v)—J(u)—DJ(u)v
Ivli—0 vl

:0’
where
DJ(u)VZ/[V-Vv+(m2—(a)—I—CI)(u))Z)uv—f(x,u)v}dx.

Q
We split J(u+v) —J(u) — DJ(u)v into three parts, that is J(u +v) —J(u) — DJ(u)v =
I, + I, + Iz, where:

1 2 oo
11:/ —|V(u+v)|"—=|Vul|* —Vu-Vv|dx
Q|2 2

h=— /Q [F(xm—l—v)—F(x,u)— f(xm)v]dx,
and

Iy = Ey(®() — Eyi(@(u +v))

+/ [ (m? — ) + 20+ D(u ))‘D(u)uv]dx.

By the assumptions (fp), (f1), combing with the proof of Proposition B.10 in
[12] and Proposition 3.1 in [17], we can complete the proof.

For problem (1.1), similarly as Fortunato et al. in [3](see Proposition 3.5), we can
prove a relationship between the critical points of the functional & and J:

LEMMA 2. The following statements are equivalent:

() (u,9) € H Q) x 2(Q) is a critical point of & (i.e., (u,9) is a solution of (1.1));
(ii) u is a critical point of J and ¢ = ®(u).

Proof. (ii) = (i) Obviously.
(i) = (i) Let &,(u,¢) and & (u,¢) denote the partial derivatives of & at (u,¢) €
H}(Q) x (). Then for every v € H} (Q) and y € 2(Q), we have

ENu,¢)[v] = /Q [Vu.Vv—i— [m*— (0 + q))ﬂuv—f(x,u)v} dx, (2.4)

50 = [ [3-(V0-Vu BIVOPVe-Vi) + 0+ o)ly|ar.  23)

By standard computations, using the hypotheses (fo) and (f;), we can prove that
&,(u,9) and &5(u, @) are continuous. Therefore, & € C'(H}(Q) x 2(Q)). From
(2.4) and (2.5), it is easy to obtain that its critical points are solutions of problem (1.1).
By Proposition 1, we know that ¢ = ®(u).
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3. Proof of main results

LEMMA 3. Suppose f satisfies (fo)-(f3), the functional J satisfies (PS) condi-
tion.

Proof. Let {u,} C H}(Q) be a sequence such that
J(u,) bounded and J'(u,) — 0. (3.1
Hence, by hypothesis (f3) and (3.1), we have

M+ ”“nH = “J(“n)_ <J/(“n)a“n>
= (%—l)/Q(\Vun\2+(m2—a)2)uﬁ)dx+/g(f(x7un)un
—;,LF(x,u,,))dx—l—/Q(;L—E|Vq)(un)|2+%\Vd)(un)|4

+ %@(un)zu,% + ()21 + deD(un)zuﬁ)dx

> (%—1)/Q(\Vun\2—|—(m2—w2)uﬁ)dx+/g(de)(un)u,%dx

+ d)(un)zuﬁ)dx -C

> <%—1)/Q(\Vun\2—|—(m2—w2)uﬁ)dx—w2/gu,%dx—C

(M 2 oo, H 2/ 25
—<2 1)/9\Vun\ dx+[(2 )m 2(1)} Quna’x C,

where M > 0 and C > 0 are constants. We denote

gn = (%—1>/Q\Vun|2dx+[(%—l)mz—%wz}/guﬁdx.

If
(% - 1>m2 - %aﬁ >0, ie m>> ﬁwz,
it is easy to get that
gn > (% - 1) /Q\Vun\2dx-
Thus, the sequence {u,} is bounded in H}(Q). If
(% - 1>m2 — %wz <0, ie. m* < ﬁwz,

by the characterization of the first eigenvalue A, of eigenvalue problem (—A,Hj (Q)),

we have
u [(5—1)m2—%w2}/ 2
> — — .
gn/{(2 1)+ T [ Vi
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From the hypothesis 5 @ —A; <m?, we also obtain that {u,} is bounded in Hg(L).

Next, we shall show that u, is strongly convergence in H(} (Q). In fact, By the
boundedness of u, in Hé (Q), going if necessary to a subsequence, we may assume
that there exists u € HJ () such that

{un —u, inHNQ), 32)

up, —u, inLP(Q)for2 < p <2~
Since
<J/(u,,),un—u>=/Q [Vun~V(un—u)+(m2—(w—i—d)(u,,))z)un(un—u)}dx
—/Qf(xmn)(un—u)dx
:/Q|V(un—u)|2dx—/QVu-V(un—u)dx—/gf(x,un)(un—u)dx
+ /Q (1 — (@ + D))t (1t — 1))elx

- / IV (1t — )P + T+ I+ 0L
Q

By the weak continuity of u, in HJ (), it is easy to obtain that I — 0. By Proposition
1, Holder’s inequality and (3.2), we can get that TT — 0. By hypothesis (f1), Holder’s
inequality and (3.2), we also can get that III — 0. Therefore, by (3.1), is is not difficult
to conclude that u, — u in H}(Q).

Using E,(®(u)) < 0, it is easy to verify that
l/(\Vu\z—l—mzuz)dx—/F()@u(x))dx}](u)
2Ja Q
1 2 2 2y 2
ZE/Q(|VM| + (m” — 0”)u”)dx
—/ F(x,u(x))dx.
Q

Indeed,

J(u) = /Q B|Vu|2 + %(m2 — (0 +D(u)H)u? — é\V@F

B

- EW@\“ - F(x,u)] dx

< /Q BIWH %(mz— (@+®(u))?)u — F (x,u) | dx

< l/(|Vu|2—|—m2u2)dx—/F(x,u()c))dx,
2 Ja Q
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hence, the left inequality holds. On the other hand, the right inequality can be obtained
by the fact that E,(®(«)) < 0. From hypotheses (f1)-(f3), we can get the following
Lemma.

LEMMA 4. The functional J satisfies the Mountain Pass geometry structure, that
is:
(i) there exist o > 0 and p >0 such that J(u) > o, for |u|| =p;
(i) there exists @i € H}(Q) such that J(if) <0 and ||d|| > p.

Proof. By the hypotheses (f1) and (f3), and by the standard arguments, the con-
clusion (i) holds. We only need to show the conclusion (i) is true. In fact, if m?> > ®?,
by the hypotheses (f1) and (f2), and by the standard arguments, we can prove that (i)
holds. If m? < @2, we have

1
J(u) > E/Q(\Vu\z—l—(mz—a)z)uz)dx—/QF(xm(x))dx
1 ) 1 0 —m? )
E/Q\Vu\ dx—ET/Q\Vu\ dx—/QF(x,u(x))dx

2 2
M/ \Vu\zdx—/F(x,u(x))dx.
22,1 Q Q

WV

By m? > ﬁwz — A1, we get m* > @* — Ay, that is, A; — > +m? > 0. Therefore, by
the similar argument as the case of m? > ®?, the conclusion (1) can be completed.

PROOF OF THEOREM 1 Combining with Lemma 3 and Lemma 4, and we can
apply Theorem 2.2 in [12], the conclusion is completed.

PROOF OF THEOREM 2 From Remark (2) and Remark (1), we know that the
functional J is even function and J(0) = 0. By modifying the proof of (ii) in Lemma 4
and combining with Lemma 4, using Theorem 9.2 in [12], we can complete the proof.
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