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ANALYSIS OF STAGNATION POINT FLOW
OVER A STRETCHING/SHRINKING SURFACE

M’BAGNE F. M’BENGUE AND JOSEPH E. PAULLET*

(Communicated by D. Hilhorst)

Abstract. In this article we analyze the boundary value problem governing stagnation-point flow
of a fluid with a power law outer flow over a surface moving with a speed proportional to the outer
flow. The flow is characterized by two physical parameters; €, which measures the stretching
(€ > 0) or shrinking (& < 0) of the sheet relative to the outer flow, and n > 0, the power law
exponent. In the case of aiding flow (& > 0), where the (stretching) surface and the outer flow
move in the same direction, we prove existence of a solution for all values of n. For opposing
flow (€ < 0), where the (shrinking) surface and the outer flow move in opposite directions, the
situation is much more complicated. For —1 < € < 0 and all n we prove a solution exists.
However, for € < —1, we prove there exists a value, €. (n) < —1, such that no solutions exist
for € < €y For n=1/7 and n=1/3 we prove that &.; = —1. For other values of n, we
derive bounds which illustrate the complicated nature of the existence/nonexistence boundary
for opposing (& < 0) flows.

1. Introduction

The study of flow over a stretching or shrinking surface is motivated by many in-
dustrial processes involving extrusion. Early work on such problems include Crane [1]
who studied flow over a two-dimensional stretching sheet and Wang [10] who studied
the axisymmetric stretching case. Miklav¢i¢ and Wang [8] and Wang [1 1] also consid-
ered a shrinking sheet.

Recently, the behavior of micropolar fluids in flows over stretching or shrinking
surfaces has garnered much interest [4], [5], [9], [12], [13]. These models incorporate
the microstructure and micromotions of a fluid, which effect the flow in ways not cap-
tured by standard theory [2], [13]. Recently, Zaimi and Ishak [13] considered the case
of two-dimensional stagnation-point flow and heat transfer of a micropolar fluid over
a nonlinearly stretching/shrinking sheet. Using a similarity transformation they reduce
the governing PDEs to the following ODE boundary value problem involving the di-
mensionless stream function f(7) and the dimensionless temperature 6(n). (See [4],
[6], [12] and [13] for full details on the physical derivation of the model):

n+1 _ ., 2n
k+2ff k+2

Mathematics subject classification (2020): 34B15, 76D10.

Keywords and phrases: Stagnation point flow, opposing flow, nonlinear boundary value problem, ex-
istence, nonexistence.

* Corresponding author.

f///+ (f/z—l)ZO, (1.1)

© depay, Zagreb 417
Paper DEA-13-23


http://dx.doi.org/10.7153/dea-2021-13-23

418 M’BAGNE F. M’BENGUE AND JOSEPH E. PAULLET

L, n+l_, I'n
EO +Tf0 —2nf'0 =0, (1.2)
subject to
f(0)=0, f(0)=¢, [f(=)=1, (1.3)
0(0)=1, 6(c)=0. (1.4)

The stretching/shrinking rate of the sheet in the horizontal direction is given by u,,(x) =
bx" and the free stream velocity is given by u.(x) = ax" (a > 0). The velocity ratio
parameter, € = b/a, measures the stretching (€ > 0) or shrinking (& < 0) of the sheet
relative to the free stream, and n > 0O is the rate exponent. Pr > 0 is the Prandtl num-
ber, k > 0 is the micropolar parameter and the similarity variable 1 is proportional
to y+/u./x. Zaimi and Ishak [13] investigated this BVP numerically and draw several
conclusions regarding the nature of the solutions. The purpose of this article is to ana-
Iytically investigate the existence or nonexistence of solutions to this BVP as a function
of the model parameters and compare the results with the numerical solutions of [13].
The results proved here also apply to a model recently investigated by Merkin [7] for
the same flow configuration (but without the micropolar effects).

The most interesting case, both physically and mathematically, is that of opposing
flow (& < 0), where the free stream and the (shrinking) sheet move in opposite direc-
tions. Physically, one would expect that steady flow solutions would cease to exist for
€ <0 and |g| sufficiently large. We prove that this is indeed the case, and we give
fairly sharp bounds on the critical parameter values at the existence/nonexistence in-
terface. (In some cases, the exact critical values of the parameters are obtained.) We
also present new results regarding multiplicity of solutions. The plan of the paper is as
follows:

As the BVP for f(n) is decoupled from that of 6(n), we first study the solutions
for f(1). In Section 2 we prove the existence of a solution to the BVP for f(n) given
by equations (1.1) and (1.3) for all € > 1, n > 0 and k > 0. This solution is shown
to satisfy f >0, 1< f' <¢e and f” <0 forall 7 >0. For -1 <& <1, n>0 and
k > 0 we prove existence of a solution with the properties € < f’ < 1 and f” > 0 for all
n > 0. Thus, solutions are guaranteed to exist for at least some range of opposing flow
(—1<€e<0). For e=1, n>0 and k > 0 the problem has the closed-form solution
f(n)=n.

In Section 3 we consider the case of moderately large opposing flow (& < —1)
and prove that solutions cease to exist at a finite value of €. For n > 1/3 and k>0
we show that there exists an &y(n,k) < —/3 such that no solution exists for £ < &.
When 0 < n < 1/3, we prove that no solutions exist for € < gy = —+/(1 —n)/(2n).
For n=1/7 and n=1/3 and k > 0 we prove that no solutions exists for € < gy = —1.

In Section 4, for the parameter range € > 1, n > 0 and k > 0, we prove that
there cannot be two solutions which both satisfy f/ > 1 and f” < 0 forall B > 0. We
then argue, based on physical grounds, that solutions without these conditions on f”
and f” cannot exist. Thus for € > 1 the solution is unique. (For € < 1 the solution
need not be unique.) Section 5 considers the BVP given by equations (1.2) and (1.4)
governing the temperature 6(n). Finally, in Section 6, we discuss how the results
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proved here compare with the numerical results reported in [7] and [13] and discuss the
implications regarding the physical situation. We also list several open problems.

2. Existence results

To prove existence of solutions to the BVP (1.1,1.3) we will study a family of
related initial value problems:

/11 + 1 /]! 2 /.
IR o (P =0, 2.1)
subject to
f(0)=0, (2.2)
f(0) =¢, (2.3)
f(0) =, (2.4)

where o is a free parameter. By standard existence and uniqueness theory for initial
value problems, the IVP given by equations (2.1-2.4) will have a unique local solution,
denoted f(n; ), for any value of o. Using a routine topological shooting argument we
will show that there exists an o* such that the solution f(1; ") to the IVP (2.1-2.4)
exists for all 1 > 0 and satisfies the condition

fl(eo) =1, 2.5)

giving a solution to the BVP (1.1,1.3).

THEOREM 1. Forany n >0, k>0 and € > 1 there exists a solution to the BVP
(2.1-2.3,2.5). Further; this solution satisfies 1 < f'(n) < € and f"(n) <0 for all
n>0.

Proof. The existence proof will involve the following subsets of (—,0):
o ={a<0: f'(n;0) = 0before f'(n;00) = 1} (2.6)

and
Z={a<0: f(n;a)=1before f'(n;00) = 0}. 2.7)

We will show that both of these sets are non-empty and open. For .7 this is just
a matter of continuity of the solutions of the IVP (2.1-2.4) in its initial conditions. We
claim that for all o < 0 sufficiently close to zero, o € <7 . To see this, first note that

2n
/11 2
0) = —— —1 . 2.
(0, ) k+2(8 )>0 (2.8)
If we take f”(0) = o = 0, then for small 1 > 0 we have f'(n;0) >¢& > 1 and

f"(n;0) > 0; say on (0,b] for some b > 0. By continuity of the solutions of the
initial value problem in its initial conditions, for o < O sufficiently close to zero,
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f'(m; ) will stay close to f/(n;0), i. e. we can arrange that f'(n;0) > 1 on (0,5]
with f”(b;ot) > 0. But as f”(0;) < 0, there must exist a first 19 € (0,b) such that
f"(Mosa) =0 with f'(n;0) > 1 on [0,1]. Thus for a < 0 sufficiently close to zero
we have a € o7 . To show that <7 is open, consider o € <. We will show that all o
sufficiently close to o are also in <7 . Let 1Mp(¢t) denote the dependence of the root 1
on . At No(@) we have f'(ng; &) > 1 and f”(np; &) = 0. Evaluating (2.1) at 1o()
implies that

f"(no:@) = H—nz (f'(nos@)* —1) #0. (2.9)

Thus, by continuity of the solutions of the IVP in its initial conditions, for o sufficiently
close to @, f”(n;a) will also have a root, no(e), near no(@) with f/(ne;cr) > 1.
Thus o € o/ and < is open.

We next prove that Z is nonempty by showing that for o < 0, || sufficiently
large, f/ =1 in the interval [0,1] strictly before f” = 0. Suppose not. Then one
of the following must occur: (i) f” =0 at some first point in 1; € (0,1] with f" >
1 on [0,m], (ii) f” <0 and f" > 1 for all n € (0,1], or (iii)) f/ =0 and f" =1
simultaneously. We eliminate each of these in turn. To begin with (i), suppose that
there exists a first 117 € (0, 1] with

f'(m)=0 (2.10)

and 1 < f" < & for n € [0,m1]. An integration of the ODE (2.1) from 0 to >0
results in

" - _n—|—1 , _2nn 3n+1/
f1) = o= s FF ) = 5 + g ), S0 (2.11)
Since f >0 and 1 < f' <€ for n € [0,1] C [0,1], we have from (2.11) that
" 3n+1 ,
< . .
ffn) o+ Z==e nelomn] (2.12)

Choosing o < —(3n+1)€?/(k+2) we have that f”(n;) < 0, contradicting (2.10).

A similar argument shows that if o < 1 —&— (3n+1)&?/(k+2) then we cannot
have case (ii), f/” <0 and /" > 1 onall of [0, 1], since f’(1) would then be less than 1.
This leaves only case (iii) f/ =1 and f” = 0 simultaneously; however, substituting this
information into (2.1) gives f”” = 0 implying that f’(1) = 1, contradicting the basic
existence and uniqueness theorem for initial value problems, as f/(0) = € # 1. Thus if
a<1—e—(3n+1)e?/(k+2) then we must have f' = 1 strictly before f” =0 and
therefore o € %. An argument similar to that for the set ./ shows that % is also open.

Thus, the sets .« and % are non-empty and open. They are also obviously dis-
joint. But the interval (—ee,0) is connected and thus </ U2 # (—eo,0). Therefore,
there exists some o such that o* ¢ &/ and a* ¢ 2. For such a value of o* the only
possibility is for the solution f(1;0*) to exist for all 1 >0 with 1 < f/(n;a*) < ¢
and f”(n;0*) < 0. Thus f’(eo,a*) =L > 1 exists, and from the ODE (2.1) we see that
the only possibility is L = 1, giving a solution to the BVP (2.1-2.3,2.5) and proving
the theorem. [
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COROLLARY 1. Forany n>0, k>0 and —1 < € < 1 there exists a solution to
the BVP (2.1-2.3,2.5). Further, this solution satisfies € < f'(n) < 1 and f"(n) >0
forall m > 0.

Proof. The proof is analogous to the argument given in Theorem 1 and uses the
sets
¢ ={a>0: f'(n;0) =0 before f'(n;0t) = 1} (2.13)

and
2 ={0>0: f(n;a)=1before f'(n;a) =0}. O (2.14)

3. Nonexistence results

THEOREM 2. Let n > 0 and k > 0 be given. Define €y < —\/3 to be the root
of p(e,n,k) = 4ne(e* —3)(k+2)+33Bn+k+3)>=0. Then for € < &, the BVP
(2.1-2.3,2.5) has no solution.

Proof. We will show that there is no value of f”(0) = & for which the solution of
the IVP (2.1-2.4), f(n;a), satisfies f'(eo;0t) = 1. The proof will proceed by contra-
diction. Suppose a value of f”(0) = « exists which does give a solution to the BVP
(2.1-2.3,2.5). Since f'(0) =€ <0 and f’(co) = 1, there must exist a first 12 > 0 such
that f'(12) =0 with f"(n,) > 0.

Multiplying the ODE (2.1) by f” and integrating from 0 to 1, we obtain:

dne(3—¢€*) 2(n+1)

Ub
() =o’+ 362 ki2 /0 F@)f" (1) dr. (3.1)

Since f/ < 0 on [0,12) and f(0) =0 we have f <0 on (0,7,] and thus from (3.1)
we obtain the bound

4ne(3 —€?)
1/ 2
fH(m)” > 73(k+2) ) (3.2)
which implies (using f'(1,) > 0) that, for € < —/3,
" 4ne(3 —€2)
() > S0r2) 0. (3.3)

Next, integrating (2.1) from 1, to n > 1> we have,

n+1
k+2

~2n(n—m2) | 3n+1 (7
k+2 k+2 Jy,

£ =f"(m) Fmf'(m) fl@3?de. (34
Using an argument similar to the proof of Theorem 1, we will show that for € < 0 and
|€| sufficiently large, f’ must increase through 1 in the interval (1,1, + 1]. If not,
then one of the following must occur: (i) f” = 0 at some first point in 13 € (12,12 + 1]
with f* <1 on (M,m3], (i) f/ >0 and f' <1 forall n € (12,12 + 1], or (iii) f” =0
and f’ =1 simultaneously. As we have already seen, (iii) cannot occur.
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If (i) occurs, then by integrating 0 < f’ < 1 and noting that f(1,) < 0, see that
f <1 on (n2,1n3] C (M2,M2+ 1]. Using these bounds on f and f’ and the inequality
(3.3) in (3.4) we obtain

dne(3—€2) 3n+1

i — 3.5
U V7 (3-5)
for all 1 € (n2,M3]. Choosing € < 0 sufficiently negative so that
dne(3—¢€2) 3n+1
ne(3 —¢€?) n—+ -0, (3.6)

3(k+2)  k+2

we conclude that f”(n3) > 0 contradicting f”(n3) = 0. If (ii) occurs, then the bound
(3.5) holds on all of (12,1, + 1] and by choosing € so that

4ne(3—¢€?) 3n+1
3kt2) k12

>1, (3.7

we have that /" > 1 for 1 € (112,12 + 1] and on integration we have f'(n,+1) > 1.
The inequality (3.7) holds for all £ < &y where gy < —+/3 is defined as the root of the
function p(e,n,k) = 4ne(e? —3)(k+2) +3(3n+k+3)? given in the statement of the
proof.

Thus, for our proposed solution, f’ must increase above 1. But from the ODE
(2.1), we see that f’ cannot have a maximum above 1. Therefore, f’ cannot satisfy the
boundary condition f’(e) =1 and the BVP (2.1-2.3,2.5) has no solution, proving the
theorem. [

For certain parameter values, the nonexistence range can be extended.

COROLLARY 2. Let n=1/3, k>0 and € < —1. Then the BVP (2.1-2.3,2.5)
has no solution.
Proof. First, consider the range € < 1. Differentiate the ODE (2.1) to obtain

1—-3n
k+2

n+1
k+2

f(4) + ff/// + f/f// —0. (3.8)

Next, set n = 1/3 and integrate (3.8) to obtain

2n(e2 -1 1
f///(n):%ex ( Z::-_Z/ () dt>>0 3.9)

from which we conclude that f7(e0) # 1.
Last, consider € = —1. Then f”/(0) =0 and using (2.1) with n = 1/3 we see that
f(m)=—n+r£"(0)n?/2 and f’'(e) = 1 cannot be satisfied. [



Differ. Equ. Appl. 13, No. 4 (2021), 417-430. 423

COROLLARY 3. Let n=1/7, k>0 and € < —1. Then the BVP (2.1-2.3,2.5)
has no solution.

Proof. We will assume that a solution exists and derive a contradiction. We start
with the case € < —1. Multiplying (3.8) by f” and integrating (by parts where neces-
sary) from a value 74 (to be specified below) to 1 > 14 we have

£ ) — £ ()" (1) — n" (0 di
n+1

eIy (F 2 F ) = £ (Ma)*F () (3.10)
+ ﬂ 1 f/(l)f//(t)zdt -0
2(k+2) Jy, :

Before employing (3.10), we discuss some properties that our proposed solution
must satisfy. Since f(0) =& < —1 and since f’ cannot have a maximum at or above
1, to satisfy the boundary condition f’(e0) =1, f’ must approach 1 from below. Also,
since f’ cannot have a minimum in the range —1 < f’ < 1, there must exist an 7 > 0
such that for all n > 7, we have f >0, 0 < f/ <1 and f” > 0. From (2.1) we also
conclude that f” < 0 for all n > 7. For the proposed solution, let f(0) = o.

First consider the possibility that f”(0) = e < 0. Then f’ <0 is initially decreas-
ing and must achieve a first minimum. Let this minimum occur at 14. Using (3.10)
(with n = 1/7) we then have

2 p) = 2% 2 (

n 11 N2 1 "
n+1 SR de =) f (n)). (3.11)

A

Choosing the upper limit of integration 7 > 7 in (3.11) and using f” >0 and " <0,
there then exists a constant K > 0 such that

2(k+2) [
') f(m) > % SO d>K>0, Y >T (12)
A

Now since f’ < 1 we have 0 < f < f(7) +n —7 and so from (3.12) we obtain

/! \/E —
ffn)>——, Vn>n1. (3.13)
m f)+n-mn
Integrating (3.13) from M to 1 > 7N we have
) > M +2VK @) +n—1-2VKf(@M), Vn>T, (3.14)

which implies that f* — oo as 11 — oo, contradicting f’(c0) = 1.
For the case o > 0, let N4 = 0 in (3.10) to obtain

n 2_
g = 22 [raa o+ 2EZDE) )

k+2
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where (2n(e? — 1))/ (k+2) > 0, and we again obtain the bound (3.12) and the proof
proceeds as above. Thus for n =1/7, k > 0 and € < —1, no solution to the BVP
(2.1-2.3,2.5) exists. Finally, for the case € = —1,if o > 0 or o < 0, then the proof
above holds. If o =0, then f'(1) = —1 and the boundary condition f’(e0) =1 cannot
hold. [J

THEOREM 3. Let k>0, € < —1 and 1/(2¢* 4+ 1) < n < 1/3. Then the BVP
(2.1-2.3,2.5) has no solution.

Proof. We will assume that there exists a value f”(0) = o which gives a solution
to the BVP and derive a contradiction.

Case 1: f"(0) = o = 0. We first claim that there exists a first point 15 > 0 such
that f'(ns) =0 with f” >0, 7 >0, and f* >0 on (0,n5]. To prove this, note
that f”(0) = 2n(e? —1)/(k+2) >0 and f¥(0) = 3n—1)ear/(k+2) > 0 if o > 0.
(If o =0, then fO)(0) = 4n(n—1)e(e® —1)/(k+2)> > 0.) Suppose that f* were
to vanish at some first point 14 € (0,7s]. Then at this point, f(14) <0, f'(n4) <0,
f"(ng) >0, f(n4) >0, and ¥ (ny) =0. However, evaluating (3.8) at 14 results in

n+1

TS () + T () ) =0, (3.16)

k+2

which gives a contradiction since the left hand side of this equation is strictly negative.
Thus, since f”, " and f* are all positive as long as f’ < 0, there must exist a first
point M5 > 0 such that f'(ns) =0 with f” >0, f” >0,and f* >0 on (0,ns].

Next, since f’ cannot have a maximum at or above 1, there must exist a point
N6 > Ms such that 0 < f'(ne) < 1, f”(Ne) >0 and f”'(ne) = 0. Evaluating (2.1) at
nNe we conclude that f(ng) < 0, which in turn implies that f < 0 on (0,1s].

Using the integrating factor exp((n+1)/(k+2) [ f) and integrating (3.8) from
N5 to Mg we obtain

1—3n (N Fiy Jng £)du
_ k+2n nﬁf’(t)f”(t)ekbfﬁsf( Y g, (3.17)
5

f"(ns)

Using f <0 and 0 < f' <1 on (15, 7] in (3.17), we obtain

1—3n (M6 1-3n 1—-3n 1—-3n
/1 /! _ / o ! — /
F(s) < 245 . f0)dt = <= [f' (6) = f'(ns)] = =51 (ns) < 5=~
(3.18)
But since f*) > 0 on (0,n5] we conclude that
2n 2 o " 1—3n
k+2(8 1) = f"(0) < f"(ns) < 12’ (3.19)
which cannot hold if | |
_ - < Z )
w1 Sy (3.20)

giving the desired contradiction.
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Case 2: f"(0) = o < 0. In this case f” initially decreases below f/(0) =€ < —1.
In order to satisfy the boundary condition f’(e0) =1, f’ must increase through ¢ at
some first point, call it n* with f”(n*) > 0. Since f(0) =0 and f" <0 on [0,n*], we
conclude that f < 0 on (0,n*]. Evaluating the ODE (2.1) at n* we have

) = =

2@ ) > 2@, Ga

(e _1)_k+2

Similarly, evaluating (3.8) at n* gives f ) (n*) > 0. The argument of Case 1 can now
be applied starting at the point * instead of 0 and the theorem is proved. [J

The nonexistence results of this section are summarized in Figure 1. The form of
the ODE (3.8) and the integral expression (3.10) strongly suggest that a nonexistence
result should be possible for all of the range € < —1 and 1/7 < n < 1/3, but we have
not been able to obtain a proof.

3
|
I

Figure 1: Region of nonexistence of solutions depicted in the € —n parameter plane for k = 1.
The bounding curves are defined in the text and consist of p(e,n,k) =0, n=1/(2e>+ 1),
n=1/7,and n=1/3.

4. Uniqueness results

In section 2, we proved that for € > 1 there exists a solution to the BVP with the
properties 1 < f'(n) < € and f”(n) <0 for all n > 0. In this section we prove that
for € > 1 there cannot exist two solutions with these properties.

THEOREM 4. Forany n >0, k>0 and € > 1 there cannot exist two solutions to
the BVP (2.1-2.3,2.5), both of which satisfy satisfy 1 < f'(n) < € and f"(n) <0 for
all n > 0.
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Proof. To prove this theorem we consider the function u(n;o) = df(n;a)/do.
Differentiating (2.1-2.4) with respect to o we obtain

m, o nt+l ., n , , n+1 ,
- _ =0 4.1
R TR T e e @1
subject to
u(0)=0, «(0)=0, u"(0)=1, 4.2)

where the primes still denote differentiation with respect to 7.

Suppose there exist two solutions to the BVP with the conditions stated in the
theorem, say for values ¢ < o < 0. Consider the IVP given by equations (4.1-4.2)
for oy < a < o and 1 > 0. From the initial data (4.2) we see that both u and u’ are
initially positive and increasing. We first show that u’ cannot have a maximum. For
contradiction, suppose a first maximum exists at some point 77. At this point we have
u(ny) >0, u'(n7) >0, u”’(n7) =0 and u’”(n7) < 0. Further

1< fi(mion) < f'(mya) < (s ), (4.3)

and
f'(mson) < f"(msa) < f'(mon) <0, (4.4)

forall n € [0,17] and oy < @ < 0.
Using this information in (4.1) we have

_n_—l—lf,,

4
(7)) = —— £ (7)) (17) k+2

12 (n7)u(n7) >0, (4.5)

contradicting the fact that ¥/ (17) < 0 at a maximum.
Thus, since #’ cannot have a maximum, there exists C > 0 and 13 > 0 such that
u' > C for all 1 > ng. By the Mean Value Theorem we then obtain

a !
Fimo) - o) = (55) (oo “6)
o o=
where op < & < 0. Thus as 7 — o in (4.6) we have
0=1—-1= f/(°°; ) —f/(oo; o) = u/(w;d)(az —o)>Clop—o0y)>0, 4.7
giving a contradiction and proving that for € > 1, there cannot be two solutions, both
of which satisfy f/ > 1 and f/ <0. O

5. Analysis of temperature BVP

Given the existence of a solution for the stream function, f(7n), of the form es-
tablished in Section 2, the problem for the temperature, 6(n), reduces to the following
linear boundary value problem:

i@”—k ﬂ

o =0’ =2nf'6 =0, (5.1)
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subject to
0(0) =1, (5.2)

and
0() =0. (5.3)

For this problem we have the following result:

THEOREM 5. Forany Pr>0, n> 0 and € > 1 there exists a solution to the BVP
(5.1-5.3).

Proof. The proof is similar to that given earlier for f(1n). Consider the family of
initial value problems given by the ODE (5.1) and the initial condition (5.2) along with

where v is a free parameter. Since the coefficients f and f’ are continuous for all
n > 0, the IVP (5.1-5.2, 5.4) will have a unique global solution for any value of 7y.
It remains to show that y can be chosen so that (5.3) is satisfied. To establish this,
consider the sets

F ={y<0 : 6'(n;y) =0 before 6(n;y) =0} (5.5)

and
¢ ={y<0: 6(n;y) =0before 6'(n;7) =0} . (5.6)

Analysis similar to that of Section 2 can be used to show .# and ¢ are nonempty and
open and that y* ¢ % and y" ¢ ¢ then gives a solution to the BVP. [J

A similar analysis establishes:

THEOREM 6. Forany Pr>0, n>0 and —1 < & < 1 there exists a solution to
the BVP (5.1-5.3).

6. Comparison with numerical results and open questions

In this article we establish analytical results regarding the existence and nonexis-
tence of solutions for the boundary value problem (1.1-1.4) proposed in [13] governing
stagnation point flow of a micropolar fluid over a stretching or shrinking sheet.

Both the numerics of [13] and the results proved here confirm that a solution exists
for the case of a stretching sheet, € > 0. For a shrinking sheet, where the free stream
and the bounding surface move in opposite directions, one would expect that steady
solutions would cease to exist once the velocity difference between the two becomes
too great. The results of Section 3 proved that this is the case, and bounds were obtained
on the exact value of critical parameter value €., for which, no solutions exist when
€ < &y . For n=1/7 and n = 1/3, we prove that this critical value is exactly &.; =
—1 with nonexistence holding for € < &4 = —1. Forall n > 1/3 and k > 0, we proved
that €y < €.+ < —1 where g < —+/3 is the root of p(e,n,k) = 4ne(e® —3)(k+2) +
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3(3n+k+3)> =0. For n =1 and various values of k, the numerical results of [13]
indicate that &.,; ~ —1.24657. For these values of n and k, our bounds put &.; in the
range —2.45954 < &.4 < —1, which contains the value of €. reported in [13]. As
mentioned earlier, the form of the ODE (3.8) and the integral expression (3.10) strongly
suggest:

Open Conjecture 1. If 1/7 <n < 1/3 and k > 0 then the BVP (2.1-2.3,2.5) has
no solution for € < &.,4 = —1.

Uniqueness of a physically relevant solution can be established for € > 1 as fol-
lows. Section 2 proved the existence of a solution for the stream function, f(n), with
the properties f > 1 and f” < 0 for all 1 > 0. In Section 4 it was proved that for
€ > 1 there could not be two solutions, both with these properties. Thus, for € > 1, if
second solution were to exist, it would have to violate at least one of these inequalities.
In fact, since f’ cannot have a maximum above 1, any second solution would have to
violate both inequalities. Since f’ cannot have a minimum in the range —1 < f’ < 1,
any second solution would have to have f’ decrease below —1 and achieve at least one
minimum before eventually approaching 1 from below. When & > 1, the free stream
motion and the stretching wall both move in the same direction. However, a solution for
which f’ becomes negative would indicate a region of flow reversal, which can be dis-
counted on physical grounds in this case. Thus for € > 1 there is a unique, physically
relevant, solution.

The results obtained here also apply to a model recently considered by Merkin [7]
governing boundary layer flow due to an outer flow proportional to X" and a surface
velocity proportional to Ax™, where x measures position along the wall and A can be
positive (aiding flow/stretching surface) or negative (opposing flow/shrinking surface).
Specifically, the model that Merkin [7] considers is

L)+ ) )+ B —f'(n)*) =0, (6.1)

subject to
f0)=0, f0)=24, f(e)=1 (6.2)

The Zaimi and Ishak [13] model investigated here can be transformed into the model
considered by Merkin [7] by setting k=n—1, e=A,and n=f/(2— ). We note
that all of the results proved here hold for k > —2 (not just k > 0). The results given
here for n > 0 apply to the range 0 < 8 < 2 in Merkin’s model.

For various values of f3 € (0,2) Merkin [7] finds a range of A < 0 where multiple
(two or three) solutions exist. The critical value, A., corresponding to turning points
of the solution branches, is tracked numerically as a function of . Merkin notes that
there “appears to be a gap in the curve between 8 = f3; ~0.139 and 8 = §, ~0.5.” Our
conjecture that no solutions exist for € < —1 and n € (1/7,1/3) for the BVP (1.1,1.3)
would correspond to A < —1 and B € (0.25,0.5) C (By,B2) for the BVP (6.1-6.2).
The absence of a turning point bifurcation and the discussion above suggest:

Open Conjecture 2. If 1/7 <n<1/3, k>0, and —1 < € < I, then the BVP
(2.1-2.3,2.5) has a unique solution.
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Figure 2: Plot of f' as a function of N for B = 0.07. From left to right, A = —0.46, —0.47,
—0.48, —0.49.

The delicate nature of the numerical computations for the problem is illustrated
by Figure 4 in [7]. For B = 0.07 (corresponding to n = 0.36) Merkin finds a small
range of A for which three solutions exist, with turning points at A, ~ —0.47427 and
Ae &~ —0.43824. The upper branch exists for A > —0.47427, the middle branch for
—0.47427 < A < —0.43824, and the lower branch for A < —0.43824 and ending some-
where before —0.47427. However, the results of Section 2 prove that for 8 = 0.07,
solutions exist for all A > —1. Thus, either this lower branch can be continued all the
way down to A = —1 or another branch of solutions exists. We have been able to de-
crease this lower branch to about A ~ —0.49, after which, the solutions become very
hard to track. See Figure 2. This suggests the possibility of a hysteresis loop, where the
solution could jump from the upper branch to the lower branch as A decreases through
—0.47427, and jump from the lower branch back to the upper branch as A increases
through —0.43824. The numerical solutions of Figure 2 were obtained using the dy-
namical systems package XPPAUT [3] using a fourth order Runge-Kutta scheme with
step size h =0.011.

A /"(0)

-0.46 0.12783014
-0.47 0.12361411
-0.48 0.11972917
-0.49 0.11608943

Table 1: Initial data for the graphs in Figure 2.
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The case of B outside the range 0 < 3 < 2 (corresponding to n < 0) has not been
considered in this paper. However, the results or Merkin [7] indicate a rich variety of
behavior in this parameter range which we plan to explore in future work.
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