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IMPLICIT CAPUTO FRACTIONAL q–DIFFERENCE

EQUATIONS WITH NON INSTANTANEOUS IMPULSES

SAÏD ABBAS, MOUFFAK BENCHOHRA AND ALBERTO CABADA ∗

(Communicated by S. K. Ntouyas)

Abstract. In the present article, we prove some existence results for a class of implicit Caputo
fractional q -difference equations with non instantaneous impulses in Banach spaces. The used
techniques rely on the concepts of measure of noncompactness and the use of suitable fixed point
theorems.

1. Introduction

Fractional differential equations have been applied in various areas. For some fun-
damental results we refer the reader to [2, 3, 4, 25, 34, 40], and the references therein.
Recently, in [4, 10] the authors applied the measure of noncompactness [11, 14] to some
classes of functional Riemann-Liouville or Caputo fractional differential equations in
Banach spaces.

Fractional q -difference equations initiated in the beginning of the 19th century
[5, 18], and received significant attention in recent years. Motivated from quantum cal-
culus, some interesting results on initial and boundary value problems of q -difference
and fractional q -difference equations are given in [8, 9, 20, 26] and references therein.
Impulsive differential equations have become more important in recent years in some
mathematical models of real phenomena, especially in biological or medical domains,
and in control theory, see for example the monographs of Abbas et al. [2, 3], Benchohra
et al. [15], Graef et al. [21] and papers such as Abbas et al. [26], and the references
therein.

The study of abstract nonlocal Cauchy problem was initiated by Byszewski [17]
in 1991. Evolution equations with nonlocal initial conditions were motivated by phys-
ical problems. As a matter of fact, it is demonstrated that the evolution equations with
nonlocal initial conditions have better effects in applications than the classical Cauchy
problems. For example, it was pointed in [19] that the nonlocal problems are used to
represent mathematical models for evolution of various phenomena, such as nonlocal
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neural networks, nonlocal pharmacokinetics, nonlocal pollution and nonlocal combus-
tion. Due to nonlocal problems have a wide range of applications in real world ap-
plications, evolution equations with nonlocal initial conditions were studied by many
authors.

The dynamics of many evolving processes are subject to abrupt changes, such as
shocks, harvesting and natural disaster. These phenomena involve short term pertur-
bations from continuous and smooth dynamics, whose duration is negligible in com-
parison with the duration of an entire evolution. Sometimes time abrupt changes may
stay for time intervals such impulses are called non-instantaneous impulses. The im-
portance of the study of non-instantaneous impulsive differential equations lies in its
diverse fields of applications such as in the theory of stage by stage rocket combus-
tion, maintaining hemodynamical equilibrium etc. A very well known application of
non instantaneous impulses is the introduction of insulin in the bloodstream which is
abrupt change and the consequent absorption which is a gradual process as it remains
active for a finite interval of time. The theory of impulsive differential equations has
found enormous applications in realistic mathematical modeling of a wide range of
practical situations. It has emerged as an important area of research such as modeling
of impulsive problems in physics, population dynamics, ecology, biological systems,
biotechnology and so forth. There has been a significant development in impulse the-
ory, in recent years, especially in the area of impulsive differential equations with fixed
moments, see for instance, [15, 33] and the references therein. In pharmacotherapy,
the above instantaneous impulses can not describe the certain dynamics of evolution
processes. For example, one considers the hemodynamic equilibrium of a person, the
introduction of the drugs in the bloodstream and the consequent absorption for the body
are gradual and continuous process. From the view point of general theories, Hernández
and O’Regan [23] initially offered to study a new class of abstract semilinear impulsive
differential equations with non instantaneous impulses in a PC-normed Banach space,
and Pierri et al. [29]. The existence of solutions for non-instantaneous impulsive frac-
tional and integer order differential equations has also been studied see the book by
Agarwal al. [7], and the papers [1, 12, 13, 36, 37, 38, 39].

This paper initiates the study of impulsive implicit fractional q -difference deriva-
tive at non instantaneous impulses in finite and infinite dimensional Banach spaces. We
first discuss the existence of solutions for the following problem of implicit fractional
q -difference equations with non instantaneous impulses⎧⎪⎪⎪⎨

⎪⎪⎪⎩
(Cq Dr

sk
u)(t) = f (t,u(t),(Cq Dr

sk
u)(t)); t ∈ Ik, k = 0, . . . ,m,

u(t) = gk(t,u(t−k )); if t ∈ Jk, k = 1, . . . ,m,

u(sk)+Q(u) = uk ∈ R; k = 0, . . . ,m,

(1.1)

where I0 := [0, t1], Jk := (tk,sk], Ik := (sk,tk+1]; k = 1, . . . ,m, f : Ik ×R×R → R, gk :
Jk ×R → R, Q : PC → R are given continuous functions such that gk(t,u(t−k ))|t=sk =
uk−Q(u)∈R; k = 1, . . . ,m, 0 = s0 < t1 � s1 < t2 � s2 < .. . � sm−1 < tm � sm < tm+1 =
T, the set PC is given later, and c

qD
r
sk

is the Caputo fractional q -difference derivative
of order r ∈ (0,1].
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Under suitable growth assumptions on the different functions that appear on the
equation we prove, by means of a generalization of the classical Banach fixed point
theorem, a uniqueness result in the scalar case. Moreover, two existence results of
at least one solution are deduced from the Schauder’s and the Schaefer’s fixed point
theorems respectively. Next we discuss the existence of solutions for the problem (1.1),
when uk ∈ E, f : Ik ×E ×E → E, gk : Jk ×E → E, Q : PC → E are given continuous
functions such that gk(t,u(t−k ))|t=sk = uk ∈ E; k = 1, . . . ,m, and E is a real Banach
space with norm ‖ · ‖.

We deduce, from Mönch’s fixed point theorem, the existence of at least one solu-
tion for equations defined on Banach spaces. The paper finalizes with some examples
that illustrate the applicability of the obtained results in the scalar as well as the Banach
space setting.

2. Preliminaries

Consider the Banach space C(I) := C(I,E) of continuous functions from I :=
[0,T ] into E equipped with the usual norm

‖u‖∞ := sup
t∈I

‖u(t)‖.

In the scalar case when E = R, we replace ‖ · ‖ by | · |. As usual, L1(I) denotes the
space of measurable functions v : I → E which are Bochner integrable with the norm

‖v‖1 =
∫

I
‖v(t)‖dt.

Let

PC =
{
u : I → E : u ∈C(∪m

k=1(tk,tk+1)), u(t±k ) ∈ R, u(t−k ) = u(tk)
}
,

be the Banach space with the norm

‖u‖PC = sup
t∈I

‖u(t)‖.

In the case E = R, we have
‖u‖PC = sup

t∈I
|u(t)|.

Let us recall some definitions and properties of fractional q -calculus. For a ∈ R, and
0 < q < 1, we set

[a]q =
1−qa

1−q
.

The q analogue of the power (a−b)n is

(a−b)(0) = 1, (a−b)(n) = Πn−1
k=0(a−bqk); a,b ∈ R, n ∈ N.

In general,

(a−b)(α) = aαΠ∞
k=0

(
a−bqk

a−bqk+α

)
; a,b,α ∈ R.
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DEFINITION 1. [24] The q -gamma function is defined by

Γq(ξ ) =
(1−q)(ξ−1)

(1−q)ξ−1
; ξ ∈ R−{0,−1,−2, . . .}

Notice that the q -gamma function satisfies Γq(1+ ξ ) = [ξ ]qΓq(ξ ).

DEFINITION 2. [24] The q -derivative of order n ∈ N of a function u : I → E is
defined by (D0

qu)(t) = u(t),

(Dqu)(t) := (D1
qu)(t) =

u(t)−u(qt)
(1−q)t

; t �= 0, (Dqu)(0) = lim
t→0

(Dqu)(t),

and
(Dn

qu)(t) = (DqD
n−1
q u)(t); t ∈ I, n ∈ {1,2, . . .}.

Set It := {tqn : n ∈ N}∪{0}.

DEFINITION 3. [24] The q -integral of a function u : It → E is defined by

(Iqu)(t) =
∫ t

0
u(s)dqs =

∞

∑
n=0

t(1−q)qn f (tqn),

provided that the series converges.

We note that (DqIqu)(t) = u(t), while if u is continuous at 0, then

(IqDqu)(t) = u(t)−u(0).

DEFINITION 4. [6] The Riemann-Liouville fractional q -integral of order α ∈
R+ := [0,∞) of a function u : I → E is defined by (I0

qu)(t) = u(t), and

(Iα
q u)(t) =

∫ t

0

(t −qs)(α−1)

Γq(α)
u(s)dqs; t ∈ I.

LEMMA 1. [30] For α ∈ R+ := [0,∞) and λ ∈ (−1,∞) we have

(Iα
q (t−a)(λ ))(t) =

Γq(1+ λ )
Γ(1+ λ + α)

(t−a)(λ+α); 0 < a < t < T.

In particular,

(Iα
q 1)(t) =

1
Γq(1+ α)

t(α).

DEFINITION 5. [31] The Riemann-Liouville fractional q -derivative of order α ∈
R+ of a function u : I → E is defined by (D0

qu)(t) = u(t), and

(Dα
q u)(t) = (D[α ]

q I[α ]−α
q u)(t); t ∈ I,

where [α] is the integer part of α.
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DEFINITION 6. [31] The Caputo fractional q -derivative of order α ∈ R+ of a
function u : I → E is defined by (CD0

qu)(t) = u(t), and

(CDα
q u)(t) = (I[α ]−α

q D[α ]
q u)(t); t ∈ I.

REMARK 1. For t ∈ Ik, k = 0, . . . ,m, and r > 0, we define qIr
sk

and C
q Dr

tk
as

(qI
r
sk

u)(t) =
∫ t

sk

(t−qs)(r−1)

Γq(r)
u(s)dqs,

and
(Cq Dr

tk )u(t) = (qI
[r]−r
sk

C
q D[r]

tk )u(t).

LEMMA 2. [31] Let α ∈ R+. Then the following equality holds:

(Iα
q

CDα
q u)(t) = u(t)−

[α ]−1

∑
k=0

tk

Γq(1+ k)
(Dk

qu)(0).

In particular, if α ∈ (0,1), then

(Iα
q

CDα
q u)(t) = u(t)−u(0).

From the above lemma (see also [26]), and in order to define the solution for our
problem, we deduce the following result.

LEMMA 3. Let f : I×E×E → E be continuous. Then the problem⎧⎨
⎩

(Cq Dr
0u)(t) = f (t,u(t),(Cq Dr

0u)(t)); t ∈ I,

u(0) = u0,

is equivalent to the problem of obtaining the solutions of the integral equation

g(t) = f (t,u0 +(Iα
q g)(t),g(t)); t ∈ I

and if g ∈C(I), is the solution of this equation, then

u(t) = u0 +(Iα
q g)(t); t ∈ I.

LEMMA 4. Let h : I → E be a continuous function. A function u ∈ PC is a solu-
tion of the fractional integral equation⎧⎨

⎩
u(t) = uk +(qIr

sk
h)(t); t ∈ Ik, k = 0, . . . ,m,

u(t) = gk(t,u(t−k )); t ∈ Jk, k = 1, . . . ,m,
(2.1)
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if and only if u is a solution of the following problem⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(Cq Dr
tk
u)(t) = h(t); t ∈ Ik, k = 0, . . . ,m,

u(t) = gk(t,u(t−k )); t ∈ Jk, k = 1, . . . ,m,

u(sk) = uk.

(2.2)

From the above Lemmas, we arrive at the following one:

LEMMA 5. Let f : Ik ×E ×E → E; k = 0, . . . ,m, be a continuous function. Then
problem (1.1) is equivalent to the problem of solving the equation

g(t) = f (t,uk −Q(u)+ (qIr
sk

g)(t),g(t)), t ∈ Ik, (2.3)

together with
u(t) = gk(t,u(t−k )); if t ∈ Jk, k = 1, . . . ,m.

Moreover, if g ∈C(Ik); k = 0, . . . ,m, is the solution of this equation, then⎧⎨
⎩

u(t) = uk −Q(u)+ (qIr
sk
g)(t); t ∈ Ik, k = 0, . . . ,m,

u(t) = gk(t,u(t−k )); t ∈ Jk, k = 1, . . . ,m.

Let MX denote the class of all bounded subsets of a metric space X .

DEFINITION 7. Let X be a complete metric space. A map μ : MX → [0,∞) is
called a measure of noncompactness on X if it satisfies the following properties for all
B,B1,B2 ∈ MX .

(a) μ(B) = 0 if and only if B is precompact (Regularity),

(b) μ(B) = μ(B) (Invariance under closure),

(c) μ(B1∪B2) = max{μ(B1),μ(B2)} (Semi-additivity).

DEFINITION 8. [14] Let (X ,‖ · ‖X) be a Banach space and let ΩX be the family
of bounded subsets of E. The Kuratowski measure of noncompactness is the map μ :
ΩX → [0,∞) defined by

μ(M) = inf{ε > 0 : M ⊂ ∪m
j=1Mj,diam(Mj) � ε}

where M ∈ ΩE , and diam(Mj) = sup
μ,ν∈Mj

‖μ −ν‖X ; j = 1, · · · ,m.

The Kuratowski measure of noncompactness satisfies the following properties:

(1) μ(M) = 0 ⇔ M is compact (M is relatively compact).

(2) μ(M) = μ(M).
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(3) M1 ⊂ M2 ⇒ μ(M1) � μ(M2).

(4) μ(M1 +M2) � μ(M1)+ μ(M2).

(5) μ(cM) = |c|μ(M), c ∈ R.

(6) μ(convM) = μ(M).

For our purpose we will need the following fixed point theorems:

THEOREM 1. [16, 27] Let (X ,d) be a complete metric space and T : X → X be
a mapping such that

d(T (x),T (y)) � kd(x,y),

where k ∈ [0,1) . Then T has a unique fixed point in X .

THEOREM 2. (Schauder’s fixed point theorem [35]) Let X be a Banach space, D
be a bounded closed convex subset of X and T : D → D be a compact and continuous
map. Then T has at least one fixed point in D.

THEOREM 3. (Schaefer’s fixed point theorem [22]) Let X be a Banach space and
N : X → X be a completely continuous operator. If the set

E = {u ∈ X : u = λN(u); f or some λ ∈ (0,1)}

is bounded, then N has fixed points.

THEOREM 4. (Monch’s fixed point theorem [28]) Let D be a bounded, closed
and convex subset of a Banach space such that 0 ∈ D, and let N be a continuous
mapping of D into itself. If the implication

V = conv(N(V )) or V = N(V )∪{0}⇒V is compact, (2.4)

holds for every subset V of D, then N has a fixed point.

3. Existence results in the scalar case

In this section, we present some results concerning the existence of solutions for
the problem (1.1).

DEFINITION 9. By a solution of problem (1.1) we mean a function u ∈ PC that
satisfies the condition u(sk)= uk; k = 0, . . . ,m, and the equations (Cq Dr

tk
u)(t)= f (t,u(t),

(Cq Dr
tk
u)(t)) on Ik; k = 0, . . . ,m, and u(t) = gk(t,u(t−k )) on Jk; k = 1, . . . ,m.

The following hypotheses will be used in the sequel:

(H01) The functions Q, f ,gk; k = 1, . . . ,m, are continuous.
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(H02) The functions Q, f and gk; k = 1, . . . ,m, satisfy the generalized Lipschitz con-
ditions:

(i) | f (t,u1,v1)− f (t,u2,v2)| � φ1|u1−u2|+ φ2|v1− v2|,
(ii) |Q(u)−Q(v)|� φ3‖u− v‖PC,

(iii) |gk(t,u1)−gk(t,u2)| � φ4|u1−u2|,
for t ∈ I and u,v ∈ PC, ui,vi ∈ R; i = 1,2, where φi > 0; i = 1, . . . ,4.

(H03) There exist continuous functions lk ∈C(Ik,R+); k = 0, . . . ,m, ck ∈C(Jk,R+);
k = 1, . . . ,m, and a constant L > 0, such that

| f (t,u,v)| � lk(t)(1+ |u|+ |v|); t ∈ Ik, and each u,v ∈ R,

|gk(t,u)| � ck(t)(1+ |u|); for each u ∈ R,

with

c∗ = max
k=1,...,m

{
sup
t∈Jk

{ck(t)}
}

< 1,

and
|Q(u)| � L(1+‖u‖PC); for each u ∈ PC.

REMARK 2. From (H02), we have that

| f (t,u,v| � | f (t,0,0)|+ φ1|u|+ φ2|v| � max{| f (t,0,0)|,φ1,φ2}(1+ |u|+ |v|)

|Q(u)| � |Q(0)|+ φ3‖u‖PC � max{|Q(0)|,φ3}(1+‖u‖PC),

and
|gk(t,u)| � |gk(t,0)|+ φ4|u| � max{|gk(t,0)|,φ4}(1+ |u|).

So, if

max
k=1,...,m

{
sup
t∈Jk

{|gk(t,0)|,φ4}
}

< 1,

we have that (H02) imply (H03).

The first result is based on the Banach contraction mapping principle.

THEOREM 5. Assume that hypotheses (H01) and (H02) hold. By denoting

ρ = max
k∈{1,2,...,m}

(tk+1 − sk),

if

φ1
ρ r

Γq(r+1)
+ φ2 < 1, (3.1)
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φ := φ3

⎛
⎝1+

ρ r φ1

Γq(1+ r)
(
1−φ1

ρr

Γq(r+1) −φ2

)
⎞
⎠< 1 (3.2)

and
φ4 < 1,

then problem (1.1) has a unique solution defined on I.

Proof. Consider the Banach space PC as a complete metric space of continuous
functions from I into R equipped with the usual metric

d(u,v) := max
t∈I

|u(t)− v(t)|.

Now we consider operator N : PC → PC defined by:⎧⎨
⎩

(Nu)(t) = uk −Q(u)+ (qIr
skg)(t); t ∈ Ik, k = 0, . . . ,m,

(Nu)(t) = gk(t,u(t−k )); t ∈ Jk, k = 1, . . . ,m,
(3.3)

where g ∈C(Ik); k = 0, . . . ,m, is the unique solution of (2.3).
Clearly, from Lemma 5, the fixed points of operator N are the solutions of problem

(1.1).
First, we must verify that operator N is well defined, i.e., g is uniquely determined

by equation (2.3). To this end, define the following operator Hk : C(Ik) → C(Ik), as
follows:

Hk(g(t)) = f (t,uk −Q(u)+ (qIr
skg)(t),g(t)) (3.4)

So, given g1, g2 ∈ C(I) , using (H02) , we have that, for all t ∈ Ik , the following
inequalities are fulfilled:

|Hk(g2(t))−Hk(g1(t))| � | f (t,uk −Q(u)+ (qIr
sk

g2)(t),g2(t))
− f (t,uk −Q(u)+ (qIr

skg1)(t),g1(t))|
� φ1 |qIr

sk(g1−g2)(t)|+ φ2 |(g1−g2)(t)|

� φ1
(tk+1− sk)r

Γq(r+1)
d(g1,g2)+ φ2 d(g1,g2)

�
(

φ1
ρ r

Γq(r+1)
+ φ2

)
d(g1,g2).

As a direct consequence of Lemma 1 we have that equation (2.3) has a unique
solution for any t ∈ Ik .

The continuity of f and Q implies that g ∈C(Ik) for all k ∈ {1,2, . . . ,m}.
Let u ∈ PC and t ∈ Ik, k = 0, . . . ,m. Then

|(Nu)(t)− (Nv)(t)| = |Q(u)−Q(v)|+ |(qI
r
sk(g−h))(t)|,



224 S. ABBAS, M. BENCHOHRA AND A. CABADA

where g,h ∈C(Ik); k = 0, . . . ,m, are the unique solutions of the equations

g(t) = f (t,uk −Q(u)+ (qIr
skg)(t),g(t)),

and
h(t) = f (t,uk −Q(v)+ (qIr

sk
h)(t),h(t)).

Thus, for each u,v ∈C(Ik) and t ∈ Ik, we have

|(Nu)(t)− (Nv)(t)| � |Q(u)−Q(v)|+
∫ t

sk

|t−qs|(r−1)

Γq(r)
|g(s)−h(s)|dqs.

From (H02) we have, for all t ∈ Ik :

|g(t)−h(t)| � φ1|Q(u)−Q(v)|+ φ1|qIr
sk(g−h)(t)|+ φ2|g(t)−h(t)|

� φ1 φ3‖u− v‖PC + φ1
ρ r

Γq(r+1)
|g(t)−h(t)|+ φ2|g(t)−h(t)|

Thus

|g(t)−h(t)|� φ1 φ3

1−φ1
ρr

Γq(r+1) −φ2
‖u− v‖PC, t ∈ Ik. (3.5)

Hence

|(Nu)(t)− (Nv)(t)|

� |Q(u)−Q(v)|+
∫ t

sk

|t−qs|(r−1)

Γq(r)
φ1 φ3

1−φ1
ρr

Γq(r+1) −φ2
‖u− v‖PCdqs

� φ3 d(u,v)+
ρ r

Γq(1+ r)
φ1 φ3

1−φ1
ρr

Γq(r+1) −φ2
d(u,v)

=: φ d(u,v).

So, we deduce that
d(N(u),N(v)) � φ d(u,v).

Next, for each u,v ∈C(Jk) and t ∈ Jk : k = 1, . . . ,m, we get

|(Nu)(t)− (Nv)(t)| � |gk(t,u(t−k ))−gk(t,v(t−k ))|
� φ4 d(u,v).

So, we arrive at
d(N(u),N(v)) � φ4 d(u,v).

Consequently, from the Banach contraction principle, the operator N has a unique
fixed point, which is the unique solution of our problem (1.1) on I. �

The next result is based on Schauder’s fixed point theorem. Set

l∗ = max
k=0,...,m

{
sup
t∈Ik

{lk(t)}
}

.
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THEOREM 6. Assume that hypotheses (H01), (H02)(i),(ii) and (H03) hold. If
condition (3.1) is fulfilled, together with

l∗
(

1+
ρ r

Γq(1+ r)

)
< 1,

and

L

⎛
⎝1+

ρ r l∗

Γq(1+ r)
1

1− l∗
(
1+ ρr

Γq(1+r)

)
⎞
⎠< 1,

then problem (1.1) has at least one solution defined on I.

Proof. Consider the operator N : PC → PC defined in (3.3). Let R > 0 be such
that

R = max
k=1,2,...,m

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

c∗

1− c∗
,

|uk|+L+ ρr l∗
Γq(1+r)

1+|uk|+L

1−l∗
(
1+ ρr

Γq(1+r)

)

1−L

(
1+ ρr l∗

Γq(1+r)
1

1−l∗
(
1+ ρr

Γq(1+r)

)
)
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

,

and consider the ball BR := B(0,R) = {w ∈ PC, ‖w‖PC � R}.
We shall show that operator N : BR → BR satisfies all the assumptions of Theorem

2. The proof will be given in several steps.

Step 1. N : PC → PC is continuous.
Let {un}n∈N ⊂ PC be a sequence such that un → u in PC. Then, for each t ∈

Ik; k = 0, . . . ,m, we have

|(Nun)(t)− (Nu)(t)| � |Q(un)−Q(u)|+
∫ t

sk

(t−qs)(r−1)

Γq(r)
|gn(s)−g(s)|dqs, (3.6)

where g,gn ∈C(Ik) are the unique solutions of the following equations

g(t) = f (t,uk −Q(u)+ (qIr
sk
g)(t),g(t)),

and
gn(t) = f (t,uk −Q(un)+ (qIr

skgn)(t),gn(t)).

The uniqueness of such functions is deduced from (H02)(i),(ii) and (3.1), as in
the proof of Theorem 5.

Since ‖un−u‖PC → 0 as n → ∞ and f and Q are continuous, then the Lebesgue
dominated convergence theorem, (2.3), (3.5) and (3.6), imply that

‖N(un)−N(u)‖PC → 0 as n → ∞.

Also, for each t ∈ Jk; k = 1, . . . ,m, we have

|(Nun)(t)− (Nu)(t)| � |gk(t,un(t−k ))−gk(t,u(t−k ))|.
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Using again that ‖un−u‖PC → 0 as n → ∞ and the continuity of functions gk, we
deduce the continuity of operator N on PC .

Step 2. N(BR) ⊂ BR .
Let u ∈ BR, and t ∈ Ik; k = 0, . . . ,m; Then

|(Nu)(t)| =
∣∣∣∣∣uk −Q(u)+

∫ t

sk

(t−qs)(r−1)

Γq(r)
g(s)dqs

∣∣∣∣∣ .
In this case, using (H03) , we know that g ∈C(I) satisfies

|g(t)| � lk(t)(1+ |uk−Q(u)+q Ir
skg(t)|+ |g(t)|)

� l∗
(

1+ |uk|+ |Q(u)|+ ρ r

Γq(1+ r)
‖g‖∞ +‖g‖∞

)
.

As a consequence, using (H03) again, we deduce that

‖g‖∞ � l∗
1+ |uk|+L(1+R)

1− l∗
(
1+ ρr

Γq(1+r)

) .

Thus

|(Nu)(t)| � |uk|+ |Q(u)|+
∫ t

sk

(t −qs)(r−1)

Γq(r)
|g(s)|dqs

� |uk|+L(1+R)+
ρ r l∗

Γq(1+ r)
1+ |uk|+L(1+R)

1− l∗
(
1+ ρr

Γq(1+r)

)
� R.

Next, if u ∈ BR, and t ∈ Jk; k = 1, . . . ,m, we have

|(Nu)(t)| � c∗(1+R) � R.

Hence, for any u ∈ BR, and each t ∈ I, we get

‖N(u)‖PC � R.

This proves that N transforms the ball BR := B(0,R) = {w ∈ ‖w‖PC � R} into itself.

Step 3. N(BR) is equicontinuous.
Let x1,x2 ∈ Ik; k = 0, . . . ,m such that sk � x1 < x2 � tk+1 and let u ∈ BR. Then

|(Nu)(x2)− (Nu)(x1)| �
∣∣∣∣∣
∫ x2

sk

(x2−qs)(r−1)

Γq(r)
g(s)dqs−

∫ x1

sk

(x1−qs)(r−1)

Γq(r)
g(s)dqs

∣∣∣∣∣ .
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Thus

|(Nu)(x2)− (Nu)(x1)|

�
∫ x2

x1

(x2 −qs)(r−1)

Γq(r)
|g(s)|dqs+

∫ x1

sk

|(x2−qs)(r−1)− (x1−qs)(r−1)|
Γq(r)

|g(s)|dqs

� l∗
1+ |uk|+L(1+R)

1− l∗
(
1+ ρr

Γq(1+r)

) (x2 − x1)r

Γq(1+ r)

+ l∗
1+ |uk|+L(1+R)

1− l∗
(
1+ ρr

Γq(1+r)

) ∫ x1

0

|(x2−qs)(r−1)− (x1−qs)(r−1)|
Γq(r)

dqs.

As x1 −→ x2, the right-hand side of the above inequality tends to zero. Also, if we let
x1,x2 ∈ Jk; k = 1, . . . ,m such that tk � x1 < x2 � sk and let u ∈ BR, we obtain

|(Nu)(x2)− (Nu)(x1)| � |gk(x2,u(t−k ))−gk(x1,u(t−k ))|.

From the continuity of gk, again, as x1 −→ x2, the right-hand side of the above
inequality tends to zero and such convergence is uniform in u ∈ BR .

Hence, N(BR) is equicontinuous.
As a consequence of the above three steps, together with the Arzelà–Ascoli the-

orem, we can conclude that N : BR → BR is continuous and compact. As a direct
application of Theorem 2, we deduce that N has a fixed point u which is a solution of
problem (1.1). �

4. Existence results in Banach spaces

In this section, we present some results concerning the existence of solutions for
problem (1.1) in Banach spaces. The following hypotheses will be used in the sequel.

(H1) The functions Q, f and gk; k = 0, . . . ,m, are continuous.

(H2) The functions Q, f and gk; k = 1, . . . ,m, satisfy the Lipschitz conditions:

‖ f (t,u1,v1)− f (t,u2,v2)‖ � φ1‖u1−u2‖+ φ2‖v1− v2‖,

‖Q(u)−Q(v)‖� φ3‖u− v‖PC,

for t ∈ I and u,v ∈ PC, ui,vi ∈ E; i = 1,2, where φi; i = 1, . . . ,3; are positive
constants.

(H3) There exist a constant L > 0, and continuous functions pk ∈ C(Jk,R+); k =
0, . . . ,m, and ck ∈C(Jk,R+); k = 1, . . . ,m, such that

‖ f (t,u,v)‖ � pk(t)(1+‖u‖+‖v‖); t ∈ Ik, and each u,v ∈ E,

‖gk(t,u)‖ � ck(t)(1+‖u‖); t ∈ Jk, and each u ∈ E,
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with c∗ = max
k=1,...,m

{
sup
t∈Jk

{c(t)}
}

< 1, and

‖Q(u)‖ � L(1+‖u‖PC); for each u ∈ PC.

(H4) For each bounded set D ⊂ PC we have

μ(Q(D)) � Lsup
t∈I

μ(D(t)),

where D(t) = {u(t) : u ∈ D}; t ∈ I, and for each bounded and measurable set
B ⊂ E we have

μ( f (t,B,Cq Dr
tk
B)) � pk(t)μ(B); t ∈ Ik, k = 0, . . . ,m,

where C
q Dr

tkB = {C
qDr

tkw : w ∈ B}, and

μ(gk(t,B) � ck(t)μ(B); t ∈ Jk, k = 0, . . . ,m.

Set p∗ = max
k=0,...,m

{
sup
t∈J

{pk(t)}
}

.

THEOREM 7. Assume that the hypotheses (H1), (H2), (H3) and (H4) hold. If
the conditions

φ1
ρ r

Γq(r+1)
+ φ2 < 1, (4.1)

p∗
(

1+
ρ r

Γq(1+ r)

)
< 1,

L

⎛
⎝1+

ρ r p∗

Γq(1+ r)
1

1− p∗
(
1+ ρr

Γq(1+r)

)
⎞
⎠< 1

and

L+
p∗ρ r

Γq(1+ r)
< 1 (4.2)

are satisfied, then problem (1.1) has at least one solution defined on I.

Proof. Consider the operator N : PC → PC defined in (3.3). Let R > 0, such that

R = max
k=1,2,...,m

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

c∗

1− c∗
,

|uk|+L+ ρr p∗
Γq(1+r)

1+|uk|+L

1−p∗
(
1+ ρr

Γq(1+r)

)

1−L

(
1+ ρr p∗

Γq(1+r)
1

1−p∗
(
1+ ρr

Γq(1+r)

)
)
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

,

and consider the ball BR := B(0,R) = {w ∈ PC, ‖w‖PC � R}.
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Let u ∈ PC and t ∈ Ik. Then

‖(Nu)(t)‖ =

∥∥∥∥∥uk −Q(u)+
∫ t

sk

(t−qs)(r−1)

Γq(r)
g(s)dqs

∥∥∥∥∥ ,

where g ∈C(Ik) is the unique solution of the equation

g(t) = f (t,uk −Q(u)+ (qIr
sk
g)(t),g(t)).

The uniqueness of such functions is deduced from (H2) and condition (4.1), as in the
proof of Theorem 5.

We shall show that the operator N : BR → BR satisfies all the assumptions of The-
orem 4.

As in the proof of Theorem 6, we can show that N(BR) ⊂ BR, N : BR → BR is
continuous, and N(BR) is bounded and equicontinuous. We still have to prove that The
implication (2.4) holds.

Set

ν := max

{
c∗,L+

p∗ρ r

Γq(1+ r)

}
.

Let V be a subset of BR such that V ⊂ N(V )∪{0}, V is bounded and equicontinuous
and therefore the function t �→ v(t) = μ(V (t)) is continuous on J. By (H4) and the
properties of the measure μ , for each t ∈ Ik, we have

v(t) � μ((NV )(t)∪{0})
� μ((NV )(t))
= μ(uk −Q(v)+ (qIr

sk
g)(t)),

where g ∈C(Ik); k = 0, . . . ,m, is the unique solution of the equation

g(t) = f (t,uk −Q(v)+ (qIr
sk

g)(t),g(t)).

Then, we obtain

v(t) � μ

(
Lv(t)+

∫ t

sk

(t−qs)(r−1)p(s)
Γq(r)

v(s)dqs

)

� Lμ(V (t))+
∫ t

sk

(t −qs)(r−1)p(s)
Γq(r)

μ(V (s))dqs

�
(

L+
p∗ρ r

Γq(1+ r)

)
‖v‖PC.

Thus, for each t ∈ Ik, we get

v(t) � ν‖v‖PC.
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Also, for each t ∈ Jk; k = 1, . . . ,m, we obtain

v(t) � μ((NV )(t)∪{0})
� μ((NV )(t))
� c∗μ(V (s))
� c∗‖v‖PC.

Thus, we obtain
‖v‖PC � ν‖v‖PC.

Hence, we get ‖v‖PC = 0, that is v(t) = β (V (t)) = 0, for each t ∈ I, and then V (t) is
relatively compact in E. In view of the Ascoli-Arzelà theorem, V is relatively compact
in BR. Applying now Theorem 4, we conclude that N has a fixed point which is a
solution of problem (1.1). �

5. Examples

EXAMPLE 1. Consider the problem of implicit impulsive q -fractional differential
equation of the form⎧⎪⎪⎪⎨

⎪⎪⎪⎩
(Cq Dr

tku)(t) = f (t,u(t),(Cq Dr
tk u)(t)); t ∈ Ik, k = 0,1,2,

u(t) = gk(t,u(t−k )); t ∈ Jk, k = 1,2,

u(0) = Q(u),

(5.1)

where I = [0,1], I0 = [0, 1
5 ], J1 = ( 1

5 , 2
5 ], I1 = ( 2

5 , 3
5 ], J2 = ( 3

5 , 4
5 ], I2 = ( 4

5 ,1], r ∈ (0,1],

f (t,u(t),(Cq Dr
tk
u)(t)) =

Γq(1+ r)t2(1+u(t))+C
q Dr

tk
u(t)

et+5(2+ |u(t)|) ; t ∈ [0,1],

Q(u) =
1+‖u‖PC

3e5 ,

and

gk(t,u(t−k )) =
1+u(t−k )

3et+5 ; k = 1, . . . ,m.

Clearly, the function f is continuous.
For each t ∈ Ik, we have

| f (t,u(t),(Cq Dr
tk
u)(t))| � Γq(1+ r)t2e−(t+5)(1+ |u(t)|+ |(CqDr

tk
u)(t)|).

|Q(u)| � 1
3e5

and

|gk(t,u)| � 1
3e5 (1+ |u|).



Differ. Equ. Appl. 15, No. 3 (2023), 215–234. 231

Hence, the hypotheses (H02) and (H03) is satisfied with φ1 = φ2 = l∗ = e−5Γq(1+ r),
and c∗ = L = 1

3e5 .
Also, we can verify that conditions (3.1),

l∗
(

1+
ρ r

Γq(1+ r)

)
< 1,

and

L

⎛
⎝1+

ρ r l∗

Γq(1+ r)
1

1− l∗
(
1+ ρr

Γq(1+r)

)
⎞
⎠< 1,

are satisfied. Hence all conditions of Theorem 6 are satisfied. It follows that the problem
(5.1) has at least one solution.

EXAMPLE 2. Let

E = l1 =

{
u = (u1,u2, . . . ,un, . . .),

∞

∑
n=1

|un| < ∞

}

be the Banach space with the norm

‖u‖E =
∞

∑
n=1

|un|.

Consider the problem of implicit impulsive q -fractional differential equation of the
form ⎧⎪⎪⎪⎨

⎪⎪⎪⎩
(Cq Dr

tk u)(t) = f (t,u(t),(Cq Dr
tk u)(t)); t ∈ Jk, k = 0, . . . ,m,

u(t) = gk(t,u(t)); k = 1, . . . ,m,

u(0) = Q(u),

(5.2)

where I = [0,1], r ∈ (0,1], u = (u1,u2, . . . ,un, . . .),

f = ( f1, f2, . . . , fn, . . .),

C
q Dr

tk u = (Cq Dr
tk u1,

C
q Dr

tk u2, . . . ,
C
q Dr

tk un, . . .); k = 0, . . . ,m,

fn(t,u(t),(Cq Dr
tk u)(t)) = Γq(1+ r)t2

(
e−7 +

1
et+5

)
(2−n +un(t)+C

q Dr
tk un(t)); t ∈ [0,1],

gk(t,u(t−k )) =
1+‖u(t−k )‖E

3et+5 ; k = 1, . . . ,m,

and

Q(u) =
1+‖u‖PC

3e5 .

For each u ∈ E and t ∈ [0,1], we have

‖ f (t,u(t),(Cq Dr
tk
u)(t))‖E � Γq(1+ r)t2

(
e−7 +

1
et+5

)
(1+‖u‖E +‖C

qDr
tk
u‖E),
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‖gk(t,u)‖E � 1+‖u‖E

3e5 ,

and

‖Q(u)‖E � 1+‖u‖PC

3e5 .

Hence, the hypotheses (H3) , (H4) are satisfied with φ1 = φ2 = p∗ = 2e−5Γq(1 + r),
and L = c∗ = 1

3e5 .

We assume, for instance, that the number of impulses m = 3, and r = 1
2 . Then

by simple computations, we can show that all conditions of Theorem 7 are satisfied.
consequently, problem (5.2) has at least one solution on [0,1].

6. Conclusion

In the present research, we have provided some existence results of solutions of
implicit fractional q -difference equations with Caputo fractional derivative and non in-
stantaneous impulses. The fixed-point approach was used with the concept of measure
of noncompactness. Illustrative examples are presented.
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Birkhäuser, Basel, Boston, Berlin, 1997.

[12] L. BAI, J. J. NIETO, Variational approach to differential equations with not instantaneous impulses,
Appl. Math. Lett. 73 (2017), 44–48.

[13] L. BAI, J. J. NIETO, X. WANG, Variational approach to non-instantaneous impulsive nonlinear dif-
ferential equations, J. Nonlinear Sci. Appl. 10 (2017), 2440–2448.



Differ. Equ. Appl. 15, No. 3 (2023), 215–234. 233

[14] J. BANAS̀ AND K. GOEBEL, Measures of Noncompactness in Banach Spaces, Marcel Dekker, New
York, 1980.

[15] M. BENCHOHRA, J. HENDERSON AND S. K. NTOUYAS, Impulsive Differential Equations and In-
clusions, Hindawi Publishing Corporation, vol. 2, New York, 2006.

[16] F. BROWDER, On the convergence of successive approximations for nonlinear functional equations,
Indag. Math. 30 (1968), 27–35.

[17] L. BYSZEWSKI, Theorems about the existence and uniqueness of solutions of a semilinear evolution
nonlocal Cauchy problem, J. Math. Anal. Appl. 162 (1991), 494–505.

[18] R. D. CARMICHAEL, The general theory of linear q-difference equations, American J. Math. 34
(1912), 147–168.

[19] K. DENG, Exponential decay of solutions of semilinearparabolic equations with nonlocal initial con-
ditions, J. Math. Anal. Appl. 179 (1993), 630–637.

[20] S. ETEMAD, S. K. NTOUYAS AND B. AHMAD, Existence theory for a fractional q-integro-difference
equation with q-integral boundary conditions of different orders, Mathematics, 7 659 (2019), 1–15.

[21] J. R. GRAEF, J. HENDERSON AND A. OUAHAB, Impulsive Differential Inclusions. A Fixed Point
Approch, De Gruyter, Berlin/Boston, 2013.

[22] J. HENDERSON, C. TISDELL,Topological transversality and boundary value problems on time scales,
J. Math. Anal. Appl. 289 (2004), 110–125.
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