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ON THE STABILITY OF SYSTEMS OF TWO LINEAR
FIRST-ORDER ORDINARY DIFFERENTIAL EQUATIONS

GEORG A. GRIGORIAN

(Communicated by A. Domoshnitsky)

Abstract. The Riccati equation method is used to establish some new stability criteria for sys-
tems of two linear first-order ordinary differential equations. It is shown that two of these criteria
in the two dimensional case imply the Routh-Hurwitz’s criterion.

1. Introduction

Let a(r), b(r), c(r) and d(t) be complex-valued continuous functions on [z, +<).
Consider the linear system

¢'=a(t)p+b(1)y,
(1.1)
v =ct)p+d(t)y, t > 1.

DEFINITION 1.1. A normal linear system of ordinary differential equations (in
particular the system (1.1)) is called asymptotically stable if all its solutions tend to
zero for ¢ tending to +oo.

Study of the stability behavior of the system (1.1), in general, of linear systems
of ordinary differential equations is an important problem of Qualitative theory of dif-
ferential equations, and many works are devoted to it (see [1] and cited works therein,
[2-4]). The fundamental thorem of R. Bellman (see [5], pp. 168, 169) reduces the
study of boundedness conditions of solutions of a wide class of nonlinear systems of
ordinary differential equations to the study of stability conditions of linear systems of
ordinary differential equations. There exist various methods of detection of stable and
(or) unstable linear systems of ordinary differential equations. Among them notice the
Lyapunov, Bogdanov, and Wazevski’s methods, the method involving estimates of solu-
tions in the Lozinski’s logarithmic norms, and the freezing method (see [1], pp. 40-98).
These and other methods (see e.g.; [6—10]) permit to carry out wide classes of stable
and (or) unstable linear systems.

In this paper on the basis of results of works [11] and [12] by the use of Riccati
equation method new stability criteria for the system (1.1) are obtained. It is shown that

Mathematics subject classification (2020): 34D20.
Keywords and phrases: Riccati equation, linear systems of ordinary differential equations, Lyapunov
stability, asymptotic stability.

© depay, Zagreb 285
Paper DEA-15-15


http://dx.doi.org/10.7153/dea-2023-15-15

286 G. A. GRIGORIAN

in the two dimensional case of linear systems the Routh-Hurwitz’s stability criterion is
a consequence of the obtained results.

REMARK 1.1. It should be noticed that the results of the paper [11] are based on
I. M. Sobol’s result from [10] (the work [10] is devoted specially to deep study of the
stability problem for second order linear ordinary differential equations). Notice also
that Theorems 3.1, 3.2 and 3.4 of this paper (see below) are based on the results of [11].
Hence, I. M. Sobol’s result underlies in mentioned theorems.

2. Auxiliary propositions

Let p(¢) and ¢(¢) be complex-valued continuous functions on [, +o). Consider
the second order linear ordinary differential equation

¢"+p0)o' +q(t)p =0, 1=1n. (2.1)
The substitution ¢’ = y in this equation reduces it into the linear system
¢ =,
(2.2)

V' =—q(t)¢—pt)y, 1 >10.
DEFINITION 2.1. Eq. (2.1) is called Lyapunov (asymptotically) stable if the cor-
responding system (2.2) is Lyapunov (asymptotically) stable.

REMARK 2.1. It follows from Definition 2.1 that Eq. (2.1) is Lyapunov (asymp-
totically) stable if and only if its all solutions ¢(¢) with ¢’(z) are bounded (vanish at
+oe0).

/ 2
Set: G(r) Eq(t)_pz(t) _PT(t) Z(t) =

I/ G()|

VG_ f W dt, t > to. Hereafter
we will assume that p(¢) and G(z) are contlnuously differentiable on [fy,+<), and
G(t)#£0, t > 1.

THEOREM 2.1. Let the following conditions be satisfied.

G'(

G(t) >0, t =19, Em G3/gf()) =a, |a|<4, Z(t) and Vary G3/2( 5

Then all solutions of Eq. (2.1) are bounded (vanish at +°) if and only if

13 1
. 1 . 1
tgltg{/%e p(‘c)dT—kElnG(t)} > —co (tglllw{/%e p(‘c)dr+§1nG(t)} = +°°).
to fo

See the proofin [11].

THEOREM 2.2. Let the conditions of Theorem 2.1 be satisfied. Then Eq. (2.1) is
Lyapunov (asymptotically) stable if and only if

inf{ftﬁf{e p(t)dt —2In(1+|p(r)|) +%1nG(t)} > —co

=1 i

are bounded.

inf{fme p(7)dt — %lnG(t)} > —oo

=1 i
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[— o0

lim {f%e p(t)dt—2In(1+|p(r)|) +%lnG(t)} = oo

lim {f%e p(t)dt — %lnG(t)} = foo

[— o0

See the proofin [11].
For any positive and continuously differentiable on [ty, +c) function x(¢) denote

. 1+ /x(t0)(t1 —10) ) [(V/x())']
Rieit) 1+,/x(t0)(t—to { / ds}ges[l:o;l] x(&)

[(Vx(8))'|

+ sup ————,
el V/x(E)

fo <t <1. Set pe(t) Et g[}ft]R (tst), 1> 1.
1 05

THEOREM 2.3. Let the conditions
A) G(t) <0, t =19, p(t) and G(t) are continuously differentiable,
and one of the following groups of conditions

B) G(t) is non increasing; for some € > 0 the function is bounded;

G'(1)
|G(e)]3/2¢
.G e G ()|
C) —G(t) = € > 0, the function Gy is bounded and I P (1) oL dt < +oo
fo
be satisfied. Then all solutions of Eq. (2.1) are bounded (tend to zero for t tending to
~+o0) if and only if

t

inf[/(i)f{ep 2\/—) —ln|G } e

120
]

(,EI&L/(%W 2\/—> —ln\G ]:+oo).

See the proofin [12].

THEOREM 2.4. Let the conditions A) and the group of conditions C) or the group
of conditions
D) G(t) is non increasing, % is bounded
be satisfied. Then Eq. (2.1) is Lyapunov (asymptotically) stable if and only if
13

inf[/(i)f{ep 2\/—)dr+—ln|G )| —2In(1+ |p(r) 2\/—@

=1
]

(Hm [/(mep 2\/—>d1+ In|G(1)|—21In(1+|p(t) 2\/—@ )

t— oo
0]

See the proofin [12].
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)
COROLLARY 2.1. Assume —G(t) =€ >0, t > to; ‘lcé((lf))\ < ﬁ7 t>to,

— < +oo and let the conditions A) be satisfied. Then

the following statements are valtd
Ay) All solutions of Eq. (2.1) are bounded (tend to zero for t tending to +eo) if
and only if

inf[/(%ep 2\/—) —ln|G } oo

=1

{——+oo

t

<1im U(mep —2/IG ) —ln\G ]:+oo);
0

B1) Eq. (2.1) is Lyapunov (asymptotically) stable if and only if

inf[j(%ep 2\/—>d'r+ In|G(t)|—2In(1+|p(¢) 2\/—@

t>1g
To

(Hm [/(mep 2\/—>d1+ In|G(1)|—21In(1+|p(t) 2\/—@ )

t——oo

See the proofin [12].
Consider the Riccati equations

YV 4+b()y? +A@t)y—c(t)=0, =1, (2.3)

d4ce)P—Al)z—a(t) =0, =1, (2.4)

where A(t) =a(t)—d(t), t >1y. Itis notdifficult to verify that the solutions y(r) (z(t))
of Eq. (2.3) (Eq. (2.4)), existing on an interval [t,72) (fo <] <1y < +oo) are con-
nected with solutions (¢(7), y(r)) of the system (1.1) by relations (see e.g.; [2])

t

o) =gl )exp{ [ [H(E(E) +a(raz . o) 0, wi) =y000). 1€ fn.r)

(2.5)
(vor=wiexe{ [[etwetoy+a@lac), wiw) 20, o0 =z0w0).) 20

t € [t1,12). Hereafter we will assume that a(t), b(t), c(¢) and d(r) are continuously
differentiable on [fy,+o°) and a(z) #£0, c(r) #£0, t >1y. Set:

a(n)b(t) —d'(0b@)
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The substitution

=b(t)y+alt), =1 (2.7)
in Eq. (2.3) transforms that into the equation
4G
W 4 u* — [S(t) + b((t))]quDl(t) =0, =1, (2.8)

where S(r) = a(t)+d(r), t > 1p. Analogously the substitution
v=c(t)z+d(t), t=>t (2.9)

in Eq. (2.4) transforms that into the equation

/
Vv - {S(z)+c((:))]v+02(z):o7 1> 10, (2.10)
c
Consider the second order linear ordinary differential equations
"_ b'(1)
o7 — | S() + o) ¢'+Di(1)9 =0, 1>10, (2.11)
" .,
v’ — S(t)+m v +D,(t)y =0, t>1. (2.12)

)) of Eq. (2.8) (Eq. (2.10)),

It is not difficult to verify that the solutions u(z) (v(¢
1), (wo(t)) of Eq. (2.11) (Rq.

existing on [t,7;), are connected with solutions @ (
(2.12)) by relations

t

Po(t) = %(tl)exp{/u(’f)df}, do(t1) #0, t € t1,n), (2.13)

n

u/o(t):ulo(tl)exp{/v(r)dr}, wo(t) £0, 1€ [n,1), (2.14)

5l

On the other hand by (2.5)—(2.7) and (2.9) the same solutions u(r) and v(¢) are con-
nected with solutions (¢(¢), y(r)) of the system (1.1) by relations

o) =stn)esn [uteiaeh, v =wiesn{ [srie). reinn)

(2.15)
0(1) #0, w()#£0, “u (II)W (")(Il)(”)—l By (2.5)—(2.7) and (2.9) the last equal-
ity is equivalent to the following one
¢'(1) } {uf’(t 1) ]
—af(t —d(t1)| =b(t1)c(t1)- 2.16
S~ |8~ at)| = et (2.16)

By the uniqueness theorem from (2.13)—(2.16) we immediately get



290 G. A. GRIGORIAN

LEMMA 2.1. Let ¢o(t) and yy(t) be solutions of Eq. (2.11) and (2.12) respec-
tively such that ¢o(t) # 0, wo(t) #0, t € [t1,12), {% —a(tl)] [% —d(tl)] =
b(t1)c(ty). Then (¢o(r), wo(t)) is a solution of the system (1.1) on [ty,1).

Hereafter we will assume that S(7) + % and S(r) + CC%) are continuously differ-
entiable on [fg,+o°). Set:

/ / / 2
GI(I)EDl(t)+%|:S(I)+b((:)):| —%[S(l)‘f'l;((:))] ) t 2o,
/ / / 2
Gz(t)EDz(t)—F%[S(t)—l—Cc((:))] —%[S(t)+cc((;))} , =1
LEMMA 2.2. Assume JmG(t1)=0 (IJm Gy(¢) =0), 1 >1y, and Jm [/l— : (S(to)
+ IZ(( )} #0 (Jm A—5 (S (o) + C/((ttO) ] #* 0) for some complex A. Then Eq.

)
(2.8) (Eq. (2.10)) has a solution u(t) (v(t)) on [ty,+e°) with u(to) =A (v(tg) =A).
Proof. In Eq. (2.8) substitute

1 40
= — > 1. )
u W+2<S(I)+b(1)>’ =1 (2.17)
‘We obtain
wWAHw+G(1)=0, 1>1. (2.18)

Show that this equation has a solution w(z) on [fy,+e°) with w(tg) = A + 3 [S(to) +

4 } . Consider the second order linear ordinary differential equation

X' +Gi(t)x=0, t>1.
Let x;(¢) and x»(¢) be the solutions of this equation on [tg, +-o0) with y;(z9) =1, k=
1,2, x{(t()) = —127 Xé(ZO) Z/’Ll—f—lb where A; = Re [/’{ — % ( (ZO)—I— LA ))] , A=

b(1o)
Jm [)L (S(t0)+ At )] #0. Since G (t) is areal-valued function y(¢), k=1,2

are also real-valued ones. Moreover, obviously, xx(t), k = 1,2 are linearly indepen-
dent. Consequently x(¢) = x1(¢) +ixa(t) #0, t > 19 and w(t) = ?{T(t)) is a solu-

tion of Eq. (2.18) on [fg, +o0) with w(rp) = A — 4 (S(to)+ h((jg}). Then by (2.17)

u(t) =v(t)+4 (S(t) + %) is a solution of Eq. (2.8) on [ty,+o) with u(tg) = A..

Existence of v(¢) can be proved by analogy. The lemma is proved. [
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THEOREM 2.5. The following statements are valid.

L. The system (1.1) is Lyapunov (asymptotically) stable if and only if all solutions
of Eq. (2.11) and Eq. (2.12) are bounded (vanish at +eo).

II. Assume a(t), b(t) and ﬁ are bounded. Then the system (1.1) is Lyapunov

(asymptotically) stable if and only if Eq. (2.11) is Lyapunov (asymptotically) stable.

Proof. Obviously there exist A; # A, such that Jm [)Lk — 5 (S (o) + b/(m)ﬂ +

0, Jm H L) 1 (s )—%(S(to)

be solutions of Eq. (3.8) (Eq. (2.10)) with u(fo) = Ax (ve(to) = 28200 4 g(1)), k=

];Ao, k=1,2. Let ug(t) (we(t)), k=1,2

1,2. Then by Lemma 2.2 uy () (v(¢))), k=1,2 exist on [to,+2) aingreover
[uk(l‘o) — a(l‘o)][vk(to) — d(l‘o)] = b(l‘o)c(l‘o), k= 1,2. (2.19)

Set: ¢k(z)zexp{fuk(r)dr}, wk(z)zexp{]‘vk(r)dr}, 1 >10, k=1,2. By (2.13)

(by (2.14)) ¢ (t) (wr(1)), k = 1,2 are solutions of Eq. (2.11) (of Eq. (2.12)) on
[t0,+°°) and by (2.19) we have

(plé(to) —a WIIC(IO) _ - . B
[‘Pk(to) (to)] [Wk(fo) d(to)} =b(to)c(to), k=1,2.

In virtue of Lemma 2.1 from here it follows that (¢ (¢),w(z)), k = 1,2 are solu-
tions of the system (1.1) on [fy,+<°). Let us prove statement I. Assume all solu-
tions of Eq. (2.11) and (2.12) are bounded (vanish at +o0). Then the linearly in-
dependent solutions (¢ (¢),wx(¢)), k = 1,2 are bounded (vanish at +o0). Conse-
quently the system (1.1) is Lyapunov (asymptotically) stable. Assume now the sys-
tem (1.1) is Lyapunov (asymptotically) stable. Then the linearly independent solutions
Oc(t) (wr(r)), k=1,2 of Eq. (2.11) (of Eq. (2.12)) are bounded (vanish at +eo).
Therefore all solutlons of Eq. (2.11) and Eq. (2.12) are bounded (vanish at +oo). The
statement I is proved. Prove statement II. Assume Eq. (2.11) is Lyapunov (asymptoti-
cally) stable. Then the functions ¢ (¢), ¢/(t), k= 1,2 are bounded (vanish at 4-eo).

Since by (1.1) Wi(t) = =53 0c(t) + 5794(1), k=1,2 and 5, 515 are bounded the
functions Yy (7), k=1,2 are bounded (vanish at +o0) as well. So the linearly indepen-
dent solutions (¢ (7), Wi (7)), k= 1,2 of the system (1.1) are bounded (vanish at +o0).
Therefore the system (1.1) is Lyapunov (asymptotically) stable. Let now the system
(1.1) be Lyapunov (asymptotically) stable. Then the functions ¢ (r), w(z), k= 1,2
are bounded (vanish at +eo). Since by (1.1) ¢/(t) = a(r) ¢y (1) +b(r )u/k( ), t =1 and
the functions a(¢) and b(r) are bounded the functions ¢/(r), k= 1,2 are also bounded
(vanish at +o0). Thus all solutions ¢(¢) of Eq. (2.11) with ¢’(¢) are bounded (vanish
at +oo). Therefore Eq. (2.11) is Lyapunov (asymptotically) stable. The theorem is
proved. [

REMARK 2.2. From the proof of statement II is seen that the restrictions on ¢(7)
for that statement are not obligatory.
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3. Main results

In this section we study the stability behavior of the system (1.1) in the following
cases

LGi(t) >0, Ga(t)>0, 1=t

II. Gi(1) >0, Ga(r) <0, t=>=1p;

L Gi(r) <0, Ga(t)<0, t=>1

IV.Gi(t) >0, t>1;

V. Gy(t) <0, t>10.

The case VI. G1(1) <0, Ga(r) >0, 1 > 1y is reducible to the case III by simple
transformation ¢ — —¢.

REMARK 3.1. Itis easy to study the trivial case G| (t) = G2(t) =0, t > 1y sepa-
rately.
Set:

t

L) = / k=12, 1>1.
4Gk

fo

THEOREM 3.1. Let the following conditions be satisfied

1) G(t)>0, 121,  lim G;/cy()) = oy, |ogl <4, k=1,2;

2) £ (t) and Vary, 3/22) are bounded k=1,2.

Then the system (1.1) is Lyapunov (asymptotically) stable if and only if

sup U%e S(t)dt—In|b(t)| — %lnGl (t)] < oo,

t>ty Lo
(3.1)
t
sup {fﬁf{e S(t)dt —1In|e(r)| — %lnGg(I)} < oo,
t>t Lo
Jim {fﬁReS( )dr—lnb(t)—%lnGl(t)} = —oo,
(3.2)

t——oo

lim {fﬁReS( )d'L’—lnc(t)|—%lnG2(t)] = —oo,

Proof. By virtue of Theorem 2.1 from conditions 1) ,2) it follows that the solutions
of Eq. (2.11) and (2.12) are bounded (vanish at +o) if and only if the inequalities (3.1)
(the equalities (3.2)) are satisfied. Then by statement I of Theorem 2.5 the system (1.1)
is Lyapunov (asymptotically) stable if and only if the inequalities (3.1) (the equalities
(3.2)) are fulfilled. The theorem is proved. [
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THEOREM 3.2. Let the following conditions be satisfied

3) Gi(1) >0, t>15,  lim (Z}z(’()) o, o) < 4;

4) Z(t) and Vary, ngl}zt(t) are bounded;
1

5) Ga(r) <0, t > 19, and is non increasing, I?%% is bounded for some
e>0,or
/ oo /
51) |Ga2(t)| = € >0, gi—g; is bounded and [ pig,|(T) lGIf(ZT()T‘gI/ZdT < oo
T

Then the system (1.1) is Lyapunov (asymptotically) stable if and only if

sup U%e S(t)dt—In|b(t)| — %lnGl (t)] < oo,

t>ty Lo

(3.3)
tsiltp Lft (%e S(t)+ |G2(T))dr—lnc(t) - %ln|G2(t)] < oo,
Jim [fmeS( )dr—lnb(t)—%lnGl(t)} = —oo,

(3.4)

lim [{t (me S(1) + G2(1)|>d1—lnc(t)| - %lnGz(t)] —

t——4oo P

Proof. By Theorem 2.1 from conditions 3), 4) it follows that the solutions of Eq.
(2.11) are bounded (tend to zero for ¢ tending to +oo) if and only if the first of the
inequalities (3.3) (the first of the equalities (3.4)) is satisfied. By Theorem 2.3 from
conditions 5) or 57 ) it follows that the solutions of Eq. (2.12) are bounded (tend to zero
for ¢ tending to +o<) if and only if the second of the inequalities(3.3) ( of the equalities
(3.4)) is satisfied. Then by Theorem 2.5 the system (1.1) is Lyapunov (asymptotically)
stable if and only if the inequalities (3.3) (the equalities (3.4)) are satisfied. The theorem
is proved. [

By analogy can be proved

THEOREM 3.3. Let the following conditions be satisfied
6) Gi(1) <0, t =19, Gi(t) is nonincreasing k=1,2
G (1)
) k
|G (1) |3/2—s

71) |Gi(t)| = €>0, t > 19, g;‘—gt; is bounded and

is bounded for some € >0, k=1,2 or

(7]
/p‘Gk‘ ‘3/2dT<+ , k=1,2.
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Then the system (1.1) is Lyapunov (asymptotically) stable if and only if

sup[f(iﬁeS Ydt++/|Gi (7 )—lnb —%lnGl(t)|}<+°°,

t>tg Lo

sup [ft (%e S(t)+ Gz(‘c)|>d‘c—lnc(t) - %ln|G2(t)] < oo,

t>ty Lo

lim []‘(wsun |G1(r))dr—ln|b(t)|—%ln|Gl(t)] oo,

{——+oo tO

lim [j(%eS(T)+ |G2(T))dr—ln|c(t)—%lnGz(t)q = —oo,

{——+oo 0

THEOREM 3.4. Let the following conditions be satisfied
8) a(t), b(r) and ﬁ are bounded;

. G (1)
>1, lim S — 4;
9) Gi(t) >0, t =1, 15?@63/2() o, oyl <

10) Z(t) and Var,, GG;/Z(Z) are bounded.
1

Then the system (1.1) is Lyapunov (asymptotically) stable if and only if

)} < too,

! /
[Re S(2)dT+Infb(r)| — Hn Gy (1) +2In(1+[s(0) + 54

sup [

>ty Lo

sup [fti)f{e S(t)dt+1In|b(r)|+ %lnGl(t)} < oo,

t>ty Lo

lim {fﬁReS( )dT+1In|b(r) —%lnGl(I)+2ln<l+‘S(t)+l}7;(t)

{——+oo

lim {fﬁReS( )dr+1nb(t)+%lnG1(t)] = —oo,

{—+oo

Proof. By virtue of Theorem 2.2 it follows from the conditions 9), 10) that Eq.
(2.11) is Lyapunov (asymptotically) stable if and only if the inequalities (3.5) (the
equalities (3.6)) hold. Then by Theorem 2.5 (statement II) from 8) it follows that the
system (1.1) is Lyapunov (asymptotically) stable if and only if the inequalities (3.5)
(the equalities (3.0)) are satisfied. The theorem is proved. [

By analogy can be proved
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THEOREM 3.5. Let the condition 8) of Theorem 3.4 and the following conditions
be satisfied

11) Gi(1) <0, t =19, S(t)+ % and Gi(t) are continuously differentiable on
[t0, +2);

/
12) Gi(t) is nonincreasing and for some € > 0 the function % is bounded
or

/ oo

12y) —Gy(t) > € > 0, the function gig; is bounded and [ pig,|(7) ‘C‘;G( i Igl/zd’c <
fo

oo,

Then the system (1.1) is Lyapunov (asymptotically) stable if and only if

1

sup[/<sms ) +2[Gi (e )dr+1n|b

>ty
]

—|—21n[1—|— ‘S(t)—i—%—ﬂ\/mu - %ma(:)@ < oo

(hm [/(mes +2\/|G1—>dr+lnb

t— oo

T

+2In[1+ ’S(t)+ b)

|G (t

] —%1n|Gl(z)] _ _,x,.>

REMARK 3.2. On the basis of Corollary 2.1 and Theorem 2.6 one can conclude
that the conditions 7) and 7;) of Theorem 3.3 can be replaced by the following simple
ones.

/
Gl M

-G >0 l>l, X
K(t) > € 1G] S (T+1—10)

O t>t07 O >07

< too, k=1,2.

dt
tO/ VIGOI(1+ 7~

Similar conclusions are valid with respect to the conditions of Theorem 3.2, Theorem
3.4 and Theorem 3.5.

REMARK 3.3. Let ag, by, co and dy be real constants. Consider the linear sys-
tem
¢ =ao +boy,
v =cop +doy, t >10.
According to the Routh-Hurwitz’s criterion (see [1], pp. 105, 106) this system is asymp-
totically stable if and only if

ap+dy <0 and  agdy— boco > 0.
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Then it is not difficult to verify that (except the trivial cases G (¢) = G»(f) =0 and
b(t) = ¢(t) = 0) in the two dimensional case the Routh-Hurwitz’s criterion is a conse-
quence of the group of Theorem 3.4 and Theorem 3.5 (in these theorems the restrictions
on ¢(t) are not obligatory [see Remark 2.2]).

It should be noted that the obtained results can be used to study the stability of
plane oscillation of a feathered rocket about its center of gravity (see [13], pp. 32, 33).

Acknowledgements. The author is grateful to Professors V. V. Malygina and Alexan-
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