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EXISTENCE OF NONTRIVIAL PERIODIC SOLUTIONS
FOR A CLASS OF p-HAMILTONIAN SYSTEMS

TAI-JIN ZHAO AND CHUN L1*

(Communicated by C.-L. Tang)

Abstract. In this paper, we investigate a class of p-Hamiltonian systems. By means of the
Mountain Pass Lemma, we obtain the existence of one nontrivial periodic solution under some
new conditions.

1. Introduction and main result

We consider the following p-Hamiltonian systems

u(T) — u(0) = u/(T) — 1/ (0) =0, (1.1)

{—(u’p_zu’)/ +A(t)[ulP~2u=VF(t,u), ae.tel0,T],
where p>1, T >0, N> 1, u(t) = (u1(r), uz(z), ---,un(t)), A(t) := (a;ij(t))nxn €
C([0,T);RN*N) is a symmetric matrix and T -periodic in #, a;; is continuous. Further-
more, there exists a positive constant A such that (A(z)|x|P~2x,x) > Alx|P forall x €
RN and 1 € [0,T]. VF(t,x) := (0F /dx1,0F /dxy,---,dF /dxy), F: [0, T] xRY — R
is T -periodic in ¢ and satisfies the following assumption:

(A) F(t,x) is measurable in ¢ for every x € RV, continuously differentiable in x
for a.e.t € [0,T], and there exist a € C(RT,RT), b € L' (0,T;R") such that

|[F(t,0)] <a(lx))b(e), |VF(t,x)| < al|x])b(z)

forall x € RY and a.e.t €[0,T).
If A(r) =0, the system (1.1) becomes

{—(|u’|p_2u’)’ =VF(t,u), a.e.t€[0,T], (12)

u(T) —u(0)=u(T)—u'(0) =0.
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Many monographs regard it as the vector p-Hamiltonian systems, there have been many
existence and multiplicity results of solutions for problem (1.2), see [8, 11, 13, 22, 25,
27, 31] and references therein. In [8], considering nonlinear periodic systems driven by
the vector p-Laplacian, Jebelean and Papageorgiou proved the existence and multiplic-
ity of solutions for system (1.2). In [25], by using minimax methods of critical point
theory, Xu and Tang got the existence of periodic solutions for system (1.2). Taking
account of an improved inequality in [23], Zhang and Tang [28] also obtained an es-
timation of periodic solution for system (1.2). Moreover, under a new condition, they
proved in [29] the existence of a nonconstant solution for system (1.2) by the linking
theorem. In [1 1], Li, Agarwal and Tang got some existence theorems of infinitely many
periodic solutions for system (1.2) by minimax methods in critical point theory. In [13],
Ma and Zhang obtained a sequence of distinct periodic solutions for system (1.2) and
got the following result.

THEOREM 1. (see[13, Theorem 2]) Suppose that F satisfies assumption (A) and
the following conditions:

(Z1) F(t,x) >0 forall (t,x) €[0,T] xRN,
(Z2) l'mOF(t’x) =0 < liminfE%Y  uniformly for a.e.t € [0,T).

=0 " fel—ee 7
(Z3) limsup

oo

(Zy4) There exists y € L'(0,T;R") such that

F(t.x)
Ix[?

< My < +eo uniformly for some My > 0 and a.e. t € [0,T].

)
(VF(t,x),x) — pF(t,x) > y(t) forallx € RN and a.e.t € [0,T).
(Zs) l)gliglm[(VF(Lx),x) — pF (t,x)] = 4o for a.e. t €[0,T].
Then system (1.2) has a sequence of distinct periodic solutions with period k;T
satisfying kj € N and kj — oo as j— oo.

In [10], Li et al proved the existence of a nonconstant 7 -periodic solution for
system (1.2).

THEOREM 2. (see [10, Theorem 1.4]) Suppose that F(t,x) satisfies assumption
(A) and the following conditions:
(I;) F(t,x) >0 forall (t,x)€[0,T] xRN,
(I) lim 242 =0 wniformly for a.e.t € [0, T).

=0 1"

(I3) There exist constants L > p and Lo > 0 and a function W € L'(0,T;R) such
that, for all x € RN with |x| > Lo,

WF (t,x) — (VF(t,x),x) < W(t)|x|?  for a.e.t €[0,T]

and
WF(t,x) — (VF(t,x),x)

limsup |7
X

|x| o0

<0 uniformly fora.e.t € [0,T].
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(L4) There exists Q C [0,T] with meas Q > 0 such that

F(t,x)
x|P

>0 uniformly for a.e. t € Q.

Then system (1.2) possesses a nonconstant T -periodic solution.

For p =2 and A(r) = 0, system (1.1) degenerates to the following widely well-
known non-autonomous second order Hamiltonian systems

{(t)—i—VF(tu()) 0, aetE[OT] 03

u(0) =u(T) = u(0) —i(T) =

Many existence results have been obtained for (1.3) via variational methods, such as
[4,12,14,16,18,19,20, 21, 24,26, 30, 32] and references therein. In 1978, Rabinowitz
[15] proved the existence of nonconstant periodic solutions for system (1.3) under the
following condition: there exist u > 2 and L > 0 satisfying

0 < uF(t,x) < (VF(t,x),x) forall |x| >Land ae.te]0,T].

For more than forty years, the above hypothesis has been extensively used in the liter-
ature, see [3, 5, 6] and their references. In [7], using a new condition, Fei proved the
existence of nonconstant periodic solutions for system (1.3). Employing a new saddle
point theorem and using linking methods, Schechter studied in [17] the existence of
periodic solutions for system (1.3).

For p =2 and A(r) # 0, Ke and Liao proved in [9] that there is a nontrivial pe-
riodic solution for system (1.1) by introducing a new growth condition and using the
Mountain Pass Lemma under the (C) condition. In this paper, we investigate the exis-
tence of periodic solutions for p-Hamiltonian systems (1.1). By applying the Mountain
Pass Lemma in critical point theory, we obtain the following result for problem (1.1).

THEOREM 3. Assume that F satisfies assumption (A) and the following condi-
tions:

(H;) lim supF‘S",’,‘) = 0 uniformly in a.e. t € [0,T].

[x|—0

(Ha) There exist a constant ry > 0 and a function 0(x) such that

0<(p+0(x))F(t,x) < (VF(t,x),x)

for |x| = ro and a.e. t € [0,T], where 0(x): {x € RN : |x| > ro} — R is continuous and
satisfies the following assumptions:

(1) O(x) >0 forall |x| > ro

(11) hm 6( )|x|P = oo.
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(iii) There is X € RN with |x°| = 1 satisfying

rQ 0
r——o0 ro Ky

Then system (1.1) has a nontrivial periodic solution.

REMARK 1. There are functions F(¢,x) satisfying the assumptions of Theorem 3
and not satisfying the conditions of Theorem | and Theorem 2. For example, set

e[ I, x| >3,
F(t,x) =< |x|?In3, 2< |x] <3,
|x|PIn(1+ |x]), |x] <2.
Choosing 0(x) = 1/In|x|, ro =3 and x° = (1,0,---,0) € RV, it is easy to verify that
F(z,x) satisfies the conditions of Theorem 3. However, F(z,x) does not satisfy condi-

tion (Z3) of Theorem 1 and (73) of Theorem 2. Moreover, our result extends Theorem
1.1in [9].

2. Proof of main result

In this section, the Sobolev space WTl’p is defined as

Wit = {u :10,7] — RV

u is absolutely continuous
u(0) =u(T) and v’ € LP (0, T;RY) [°

and endowed with the norm

T T 1/p
o= ([ woras [ aouor-uo.uma)
Observe that

N
(AP 2x,x) = W72 Y ai(n)xix;
ij=1

N
<P Y a0 x| %]
ij—=1

N
< ( D ||a,-,-(t>w) P,
i,j=1

where ||+ |lo= sup |-| and |-| is the usual norm on R" . Hence there exists a constant
1€[0,7]

N _
A= Y |laij(t)|- such that (A(f)|x[P~2x,x) < Alx|P for all x € R¥. So we have
ij=1
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Alx|P < (A(1)|x|P~2x,x) < A|x|? and deduce

min{1, A H|u]]” < [[ufl§ < max{1,A}Ju]”,

= [ wopars [ wiopar)

Then the norms || - || and ||-||4 are equivalent. Besides, it can be seen from the assump-
tion (A) that the functional @, given by

/|u Pdi+ ~ / ()P 2ulr ,u(t))dt—/OTF(t,u(t))dt

is continuously differentiable on WTl’p . Furthermore, we have

where

(D' (u),v) =/OT((\14’(1)|”72M/(I),V/(t))+(A(f)\u(f)\’ﬁu(f),V(f)))dt
—/OT(VF(t,u(t)),v(t))dt

for all u,v € WTl’p . Moreover, it is known that the weak solutions of system (1.1) are
exactly the critical points of @ in WTl’p (see [14]).

We need the Mountain Pass Lemma under the (PS) condition, and refer to [1] for
more details.

THEOREM 4. (see [1, Mountain Pass Lemma]) Ler (X,||-||x) be a Banach space,
and let ® € C'(X,R) satisfy the (PS) condition. Suppose that ®(0) = 0 and

(A1) There exist positive constants p and o such that ®(u) > o >0 forall ue X
with ||u|x =
(An) There exists e € X with ||e||x > p such that ®(e) < 0.

Then @ possesses a critical value ¢ > o given by

¢:=inf sup ®(y(s)),
Y€l eo,1]

where

I'i= {y € C([0,1].X)|7(0) = 0,7(1) = }.

In [2], a deformation lemma is proved under a weaker condition than the usual
(PS) condition. So, due to [2], we can replace the (PS) condition of the Mountain Pass
Lemma with the (C) condition, which will be explained later, and the lemma is still
true.

Proof. We divide the proof into three steps.



274 T.-J. ZHAO AND C. LI

Step 1. We show that there exist positive numbers p and o such that | ‘i‘nf D(u)
ujja=p

> o > 0. Note that WTl’p — Cp, where Cp is the space of the continuous functions on

[0,T], with the norm ||u|| = sup |u(¢)|, and | -| is the usual norm on RY. Thus by
1€[0,7]
Sobolev’s inequality (see [ 14, proposition 1.1]), there is M > 0 such that

[ ul]eo < M|l o (2.1)

for all u € WTl’p. From (H;), we have for any € € (0,1/(2pMPT)) that there exists a
constant 0 > 0 such that
|F(t,x)] < €lx|”

for |x| < & and a.e.t € [0,T]. Taking p € (0,5/(2M)), by (2.1), we have

/\u )Pdi+ ~ / ()P 2uls 7u(t))dt—/0TF(t7u(t))dt
=;Huuﬁ— [ Feate

> —|lu 8/ u(t t
p A 0 | ( )|

1
> (4= emrr ) Jul
p
pP
2p
for u € Wy with [lul4 = p. Setting o := p?/2p >0, onehas inf ®(u) >0 >0.

llulla=p
Then the step 1 is finished.

Step 2. We show that under assumptions (A) and (H,) there exists uy € WTl’p with
|luol|a > p such that ®(uy) < 0. When s > ry, from assumptions (A) and (H,), one
has

/ (VF(t,7x0) / p+6 2x0)
o

F(t, Txo
Then, we obtain that

In (tsx > n _+/ (7x°)

F(t,rox0) =

So, we get

F(t,roxo) B 6(x0)

F(t,5x°) > oy el T AT gp
0

for s > rp and a.e.t € [0,T]. In addition, by assumption (Ha), it follows that

lim e 74T oo, 2.2)

§— o0
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Then we have

1 T
D(sx) —stoug—/ Ft,5°)dr
p 0

P

A sP T F(t,rox%) s 6@9)
< _/ (,170 )'e'lro AT sPay
P 0 rh
P
A TF(t,rox?) s o)
:<__/ w.e-h@ T det sP
)4 0 )

~p

A 1 s 6@ T

= (— - —pef’o T dT/ F(t,roxo)dt>sp
p ) 0

for s > rg and a.e.t € [0,T]. From (2.2), one has

TXO _p
i 220 - 2018
pfOTF(t, roxV)dt

for s large enough. So, it implies that

—p
A sP

D(sxp) < — <0

for s large enough. Then the step 2 is finished.

Step 3. We show that under the assumptions (A), (H;) and (H,), ® satisfies the
(C) condition. That is, for every constant ¢ and sequence {u,} C WTl’p , {un} has a
convergent subsequence if

1D (u) || (14 ||un]|) — 0 and ®(u,,) — ¢ asn — oo. (2.3)

In order to show that @ satisfies the (C) condition, by a standard argument (see [3]), it
suffices to prove that every sequence {u,} satisfying (2.3) is bounded. If inf 6(x) >

x|>1
0, the proof is trivial.

Assume now that ‘ i‘nf 0(x) = 0. We show that if {a,} C {x e RV : |x| > r} isa
x| =10
sequence such that lim 0(a,) = 0, then

n—o0

lim |a,| = +eo. (2.4)
Otherwise, there exists a bounded subsequence of {a,}, still denoted by {a, }. Passing
to a subsequence if necessary, we can suppose that there exists ap € {x € RN : |x| > ry}
satisfying
lim a, = ag. (2.5)
From (i) of assumption (H), (2.5), and the continuity of 6, it follows that
0 = lim 0(a,) = 6(lim a,) = 0(ap) > 0,

n—oo
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a contradiction. So, we have
lim |a,| = +eo.
n—oo

Suppose that {u,} is unbounded. Then, if necessary, after going to a subsequence,
we can assume that
&y o= ||un||la — +ooas n— oo. (2.6)

Let v, = up/||un||a- Then one has ||v,||4 =1 and u, = ||un||lavs = &rvi. Using (2.1),
we have
[[Vallo < M.

Choose xg, € {x € R : rg < |x| < &M}, such that

= i . 2.7
Oxg,) = min O() @)

Then, we have &, > |x§n |/M . Furthermore, we get from (2.6), (2.7) and inf 6(x) =0

[x[>ro
that
lim G(xén) =0.
Nn—oo
Thus, one sees from (2.4) that
fim_fig | =+ 8

Set
Q, ={te[0,T):|&wn(t) |<ro}, QF ={t€[0,T]:|E&wvn(t) |>r0}-
Then, one obtains from (2.3) that
o(1) = (@' (un), un)|

el [ (V00,0

&= [ (TP Emn(e) &m0 = [ (VP Euvn0), Eavnlt)) .
Q, Q

with 0(1) — 0 as n — e=. So, we get

/+(VF(t,§nvn),§nvn)dt< 5,{’+‘/(VF(t,§nvn),§,,vn)dt to(l). (29
Q Q,

n

In addition, for a.e. t € Q;F, we have, according to (H,), that

0< (P‘FQ(X;,I))F(I’@,V") < (VF(tagnVn)agnVn)'
Hence, we get

1

p+00s) L (V&m0 Gaear. @10

/mF(t,gnvn(z))dt <o
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Besides, from assumption (A) , there exists 3 > 0 such that

‘/Q(VF(I7§nVn(t))7énvn(t))dt ) <B (2.11)

/ F(t,Evn(t))di
Q,

We deduce from (2.9), (2.10) and (2.11) that

q)(u,,) = q)(én"n)

— I%a,f— A G~ A 0. ale)
1 1
o e T /Q (V& (e), G (o))
1 1
> 1y ﬁ—m(éf+| [ (VG Eana +o<1>)
0()l&l” . Bto(l)
pp+00) | prole,)
0z )l [P (p+DB+o(l)
~ MPp(p+6(xg,)) p '

Owing to (2.8), we have |xg, | — +o0 as n — +eo. So, from (ii) of assumption (H,), we
obtain that ®(u,) — +oo as n — o, which contradicts (2.3). Hence, {u,} is bounded
. Lp
in Wyt

Now, it is effortless to verify that @(0) = 0. Uniting the above three steps and The-

orem 4, we get the existence of a nontrivial critical point of ® which is the nontrivial
periodic solution to system (1.1). [J
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