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#### Abstract

This paper is devoted to establishing vital criteria of existence and uniqueness for a class of nonlinear Katugampola fractional differential equations (KFDEs) with $p$-Laplacian operator subjecting to mixed boundary conditions. The reasoning is inspired by diverse classical fixed point theory, such as the Guo-Krasnosel'skii type fixed point principle and Banach contraction theorem. Additionally, several expressive examples are afforded to show the effectiveness of our theoretical results.


## 1. Introduction

Fractional calculus generalizes the order of derivative and integral from positive integers to real numbers, or even to complex numbers. In the last few decades, it is found that a series of natural phenomena can be modelled robustly in terms of fractional calculus, see [9, 14, 24]. As a result, fractional calculus gained a rapid development recently, both in the aspect of mathematics and many disciplines of applied sciences, being nowadays recognized as an excellent tool for describing complex systems and practical matters, especially involving long range memory effects and non-locality, such as viscoelastic theory, fluid dynamics, biology, image processing, one may refer [5, 16, $17,18,19,20,21,22,26]$.

In effect, the $p$-Laplacian operator arises in mathematical modeling, such as in non-Newtonian fluid flow, turbulent filtration in porous media, rheology, glaciology. Problems involving the $p$-Laplacian have been investigated extensively in the literature during the last several decades, see [23,25]. Amongst them, there do exist some impressive description on applications of the $p$-Laplacian operator to fractional differential equations (FDEs), one may refer to $[4,8,10,13,15,27,28,29,30]$, and the

[^0]references cited therein. However, according to the survey of the authors, there are no papers dedicate to the investigation of existence and uniqueness of solutions to nonlinear Katugampola fractional differential equations (KFDEs) with $p$-Laplacian operator, we therefore supply a gap in the literature. Accordingly, we consider
\[

\left\{$$
\begin{array}{l}
\rho \mathscr{D}_{0^{+}}^{\beta}\left(\phi_{p}\left(\rho \mathscr{D}_{0^{+}}^{\alpha} \varphi(t)\right)\right)+\gamma f(t, \varphi(t))=0,0<t<T  \tag{1}\\
\varphi(0)=0, \varphi(T)=0 \\
\phi_{p}\left(\rho_{\mathscr{D}_{0^{+}}^{\alpha}}^{\alpha} \varphi\right)(0)=0, \phi_{p}\left(\rho \mathscr{D}_{0^{+}}^{\alpha} \varphi\right)(T)=0
\end{array}
$$\right.
\]

where $\gamma \in \mathbb{R}$, and ${ }^{\rho} \mathscr{D}_{0^{+}}^{\alpha}$ for $\rho>0$, presents Katugampola derivative with order $1<$ $\alpha, \beta \leqslant 2$. $\phi_{p}(x)=|x|^{p-2} x$, the $p$-Laplacian operator $(p>1),\left(\phi_{p}\right)^{-1}=\phi_{r}, 1 / p+$ $1 / r=1$. $f:[0, T] \times[0, \infty) \rightarrow[0, \infty)$ is a continuous function with finite positive constant $T$.

## 2. Preliminaries

As be introduced in [14], let us denote $X_{c}^{p}[0, T],(c \in \mathbb{R}, 1 \leqslant p \leqslant \infty)$ which means the space of Lebesgue measurable functions $\varphi$ on $[0, T]$ for which $\|\varphi\|_{X_{c}^{p}}<\infty$, is defined by

$$
\|\varphi\|_{X_{c}^{p}}=\left(\int_{0}^{T}\left|s^{c} \varphi(s)\right|^{p} \frac{d s}{s}\right)^{\frac{1}{p}}<\infty
$$

for $1 \leqslant p<\infty, c \in \mathbb{R}$, and

$$
\|\varphi\|_{X_{c}^{\infty}}=e s s \sup _{0 \leqslant t \leqslant T}\left[t^{c}|\varphi(t)|\right],(c \in \mathbb{R})
$$

For $C[0, T]$, it is a Banach space with all continuous real functions from $[0, T]$ into $\mathbb{R}$ endowed with the maximum norm

$$
\|\varphi\|=\max _{0 \leqslant t \leqslant T}|\varphi(t)|
$$

Definition 2.1. ([11]) The left-sided Katugampola fractional integral with or$\operatorname{der} \alpha>0$ of $\varphi \in X_{c}^{p}[0, T]$ is defined as

$$
\begin{equation*}
\left({ }^{\rho} \mathscr{I}_{0^{+}}^{\alpha} \varphi\right)(t)=\frac{\rho^{1-\alpha}}{\Gamma(\alpha)} \int_{0}^{t} \frac{s^{\rho-1} \varphi(s)}{\left(t^{\rho}-s^{\rho}\right)^{1-\alpha}} d s \tag{2}
\end{equation*}
$$

where $\rho>0, t \in[0, T]$, and $\Gamma(\alpha)=\int_{0}^{+\infty} e^{-s} s^{\alpha-1} d s$ is the Euler gamma function.
Definition 2.2. ([12]) Let $\alpha, \rho \in \mathbb{R}^{+}$, and $n-1 \leqslant \alpha<n \in \mathbb{N}$, then the Katugampola fractional derivative of a function $\varphi$ is defined for $0 \leqslant t \leqslant T<\infty$ as

$$
\begin{align*}
\rho_{\mathscr{D}_{0^{+}}^{\alpha}}^{\alpha} \varphi(t) & =\left(t^{1-\rho} \frac{d}{d t}\right)^{n}\left({ }^{\rho} \mathscr{I}_{0^{+}}^{n-\alpha} \varphi\right)(t) \\
& =\frac{\rho^{\alpha-n+1}}{\Gamma(n-\alpha)}\left(t^{1-\rho} \frac{d}{d t}\right)^{n} \int_{0}^{t} \frac{s^{\rho-1} \varphi(s)}{\left(t^{\rho}-s^{\rho}\right)^{\alpha-n+1}} d s . \tag{3}
\end{align*}
$$

It deserves to be remarked that the Katugampola derivative could be viewed as the generalization of Riemann-Liouville derivative for $(\rho \rightarrow 1)$ and Hadamard derivative for $\left(\rho \rightarrow 0^{+}\right)$settings due to the facts reported in [12].

In the sequel, some fixed-point theorems/principles are addressed which are vital in the acquirement of the main results.

Lemma 2.1. (Guo-Krasnosel'skii [1], [7]) Assume that $\mathscr{Q}$ be a cone in Banach space $E$, and $\Omega_{1}, \Omega_{2}$ are open subsets of $E$ with $0 \in \Omega_{1}, \bar{\Omega}_{1} \subset \Omega_{2}$. Let $F: \mathscr{Q} \cap$ $\left(\bar{\Omega}_{2} \backslash \Omega_{1}\right) \rightarrow \mathscr{Q}$ is a completely continuous operator satisfying
(i) $\|F z\| \leqslant\|z\|$, for $z \in \mathscr{Q} \cap \partial \Omega_{1}$ and $\|F z\| \geqslant\|z\|$, for $z \in \mathscr{Q} \cap \partial \Omega_{2}$, or
(ii) $\|F z\| \geqslant\|z\|$, for $z \in \mathscr{Q} \cap \partial \Omega_{1}$ and $\|F z\| \leqslant\|z\|$, for $z \in \mathscr{Q} \cap \partial \Omega_{2}$.

Then $F$ admits a fixed point in $\mathscr{Q} \cap\left(\bar{\Omega}_{2} \backslash \Omega_{1}\right)$.
Lemma 2.2. (Leray-Schauder type nonlinear alternative [6]) Suppose that $\mathscr{Q}$ is a convex and closed subset of Banach space $X, \Omega \subset \mathscr{Q}$ is open and $0 \in \Omega$. Assume that $F: \bar{\Omega} \rightarrow \mathscr{Q}$ be continuous and compact, so,
(i) $F$ owns a fixed point in $\bar{\Omega}$; or
(ii) there exists a point $\varphi \in \partial \Omega$ and $\varphi=\lambda F(\varphi)$ with $\lambda \in(0,1)$.

Lemma 2.3. (Banach [6]) Suppose that E be a Banach space, $\mathscr{Q} \subset E$ a nonempty closed subset. If $F: \mathscr{Q} \rightarrow \mathscr{Q}$ is a contraction mapping, then $F$ has a unique fixed point in $\mathscr{Q}$.

Lemma 2.4. ([13]) Let $\varphi_{p}$ be a $p$-Laplacian operator.
(i) For $1<p \leqslant 2, z_{1} z_{2}>0$, and $\left|z_{1}\right|,\left|z_{2}\right| \geqslant m>0$, then

$$
\left|\varphi_{p}\left(z_{1}\right)-\varphi_{p}\left(z_{2}\right)\right| \leqslant(p-1) m^{p-2}\left|z_{1}-z_{2}\right|
$$

(ii) For $p>2,\left|z_{1}\right|,\left|z_{2}\right| \leqslant M$, then

$$
\left|\varphi_{p}\left(z_{1}\right)-\varphi_{p}\left(z_{2}\right)\right| \leqslant(p-1) M^{p-2}\left|z_{1}-z_{2}\right| .
$$

## 3. Main results

In the sequel, we always choose $T \leqslant(p c)^{\frac{1}{p c}}$, where $p \geqslant 1, c>0$ for the sake of Remark of [3]. If the above conditions for such constants satisfied, then one has $C[0, T] \hookrightarrow X_{c}^{p}[0, T]$, and $\|\varphi\|_{X_{c}^{p}} \leqslant\|\varphi\|$.

Now, we present several vital lemmas which play a key role in the proofs of the main results.

Lemma 3.1. Assume $\alpha, \rho \in \mathbb{R}^{+}$, be such that $1<\alpha, \beta \leqslant 2$. If ${ }^{\rho} \mathscr{D}_{0^{+}}^{\alpha} \varphi \in C[0, T]$, and $z(t)$ admits a continuous function, then

$$
\left\{\begin{array}{l}
\rho \mathscr{D}_{0^{+}}^{\beta}\left(\phi_{p}\left(\rho \mathscr{D}_{0^{+}}^{\alpha} \varphi(t)\right)\right)+\gamma z(t)=0,0<t<T  \tag{4}\\
\varphi(0)=0, \varphi(T)=0 \\
\phi_{p}\left({ }^{\rho} \mathscr{D}_{0^{+}}^{\alpha} \varphi\right)(0)=0, \phi_{p}\left(\rho^{\rho} \mathscr{D}_{0^{+}}^{\alpha} \varphi\right)(T)=0
\end{array}\right.
$$

is equivalent to the integral equation

$$
\begin{equation*}
\varphi(t)=\int_{0}^{T} G_{\alpha}(t, s) \phi_{r}\left(\gamma \int_{0}^{T} G_{\beta}(s, \tau) z(\tau) d \tau\right) d s \tag{5}
\end{equation*}
$$

where

$$
G_{\alpha}(t, s)=\frac{\rho^{1-\alpha} s^{\rho-1}}{\Gamma(\alpha)} \begin{cases}\left(\frac{t}{T}\right)^{\rho(\alpha-1)}\left(T^{\rho}-s^{\rho}\right)^{\alpha-1}-\left(t^{\rho}-s^{\rho}\right)^{\alpha-1}, & 0 \leqslant s \leqslant t \leqslant T  \tag{6}\\ \left(\frac{t}{T}\right)^{\rho(\alpha-1)}\left(T^{\rho}-s^{\rho}\right)^{\alpha-1}, & 0 \leqslant t \leqslant s \leqslant T\end{cases}
$$

and

$$
G_{\beta}(s, \tau)=\frac{\rho^{1-\beta} \tau^{\rho-1}}{\Gamma(\beta)} \begin{cases}\left(\frac{s}{T}\right)^{\rho(\beta-1)}\left(T^{\rho}-\tau^{\rho}\right)^{\beta-1}-\left(s^{\rho}-\tau^{\rho}\right)^{\beta-1}, & 0 \leqslant \tau \leqslant s \leqslant T  \tag{7}\\ \left(\frac{s}{T}\right)^{\rho(\beta-1)}\left(T^{\rho}-\tau^{\rho}\right)^{\beta-1}, & 0 \leqslant s \leqslant \tau \leqslant T\end{cases}
$$

Proof. From Lemma 3.1 of [3], the solution to (4) could be read as the following equivalent form

$$
\phi_{p}\left(\rho^{\rho} \mathscr{D}_{0^{+}}^{\alpha} \varphi(t)\right)=-\gamma^{\rho} \mathscr{I}_{0^{+}}^{\beta} z(t)-C_{1} t^{\rho(\beta-1)}-C_{2} t^{\rho(\beta-2)}
$$

where $C_{1}$ and $C_{2}$ are real numbers associated with some initial conditions.
In terms of $\phi_{p}\left({ }^{\rho} \mathscr{D}_{0^{+}}^{\alpha} \varphi\right)(0)=0, \phi_{p}\left({ }^{\rho} \mathscr{D}_{0^{+}}^{\alpha} \varphi\right)(T)=0$, it yields to $C_{2}=0$ and

$$
C_{1}=-\frac{\gamma}{T^{\rho(\beta-1)}}\left({ }^{\rho} \mathscr{I}_{0^{+}}^{\beta} z\right)(T)
$$

Hence,

$$
\begin{aligned}
\phi_{p}\left(\rho_{\mathscr{D}_{0^{+}}^{\alpha}}^{\alpha} \varphi(t)\right) & =-\gamma^{\rho} \mathscr{I}_{0^{+}}^{\beta} z(t)+\gamma\left(\frac{t}{T}\right)^{\rho(\beta-1)}\left(\rho_{\left.\mathscr{I}_{0^{+}}^{\beta} z\right)(T)}^{\beta}\right) \\
& =\gamma \int_{0}^{T} G_{\beta}(t, \tau) z(\tau) d \tau
\end{aligned}
$$

which implies

$$
\rho \mathscr{D}_{0^{+}}^{\alpha} \varphi(t)=\phi_{r}\left(\gamma \int_{0}^{T} G_{\beta}(t, \tau) z(\tau) d \tau\right)
$$

where $\phi_{r}=\left(\phi_{p}\right)^{-1}, \frac{1}{p}+\frac{1}{r}=1$. Accordingly, boundary value problem (BVP) (4) is equivalent to the following problem

$$
\left\{\begin{array}{l}
\rho \mathscr{D}_{0^{+}}^{\alpha} \varphi(t)=\phi_{r}\left(\gamma \int_{0}^{T} G_{\beta}(t, \tau) z(\tau) d \tau\right), 0<t<T  \tag{8}\\
\varphi(0)=0, \varphi(T)=0
\end{array}\right.
$$

It immediately follows from Lemma 3.2 of [3] and (8) that BVP (4) admits a unique solution described by (5).

In the sequel, we demonstrate some properties about the Green's function $G_{\alpha}(t, s)$ given by (6).

Lemma 3.2. Let $1<\alpha \leqslant 2$ and $0<\rho \leqslant 1$, the function $G_{\alpha}$ defined by (6) satisfies the following items
(i) $G_{\alpha}(t, s)>0$, for $t, s \in(0, T)$.
(ii) $\max _{0 \leqslant t \leqslant T} G_{\alpha}(t, s)=G_{\alpha}(s, s)$, for each $s \in[0, T]$.
(iii) For any $t \in\left[\frac{T}{4}, \frac{3 T}{4}\right]$, there exists a positive function $b \in C(0, T)$ such that

$$
\begin{equation*}
G_{\alpha}(t, s) \geqslant b(s) \max _{0 \leqslant t \leqslant T} G_{\alpha}(t, s)=b(s) G_{\alpha}(s, s), \text { for any } 0<s<T \tag{9}
\end{equation*}
$$

Proof. Items (i) and (ii) are showed in [3].
(iii) Likewise, we could prove it as the proof of Lemma 2.4 in [2]. For given $s \in(0, T), G_{\alpha}(t, s)$ is increasing with respect to $t$ for $t \leqslant s$ and decreasing with respect to $t$ for $s \leqslant t$. Consequently, setting

$$
\begin{aligned}
& g_{1}(t, s)=\frac{\rho^{1-\alpha} s^{\rho-1}}{\Gamma(\alpha)}\left[\left(\frac{t}{T}\right)^{\rho(\alpha-1)}\left(T^{\rho}-s^{\rho}\right)^{\alpha-1}-\left(t^{\rho}-s^{\rho}\right)^{\alpha-1}\right] \\
& g_{2}(t, s)=\frac{\rho^{1-\alpha}{ }_{s^{\rho-1}}^{\rho-1}}{\Gamma(\alpha)}\left(\frac{t}{T}\right)^{\rho(\alpha-1)}\left(T^{\rho}-s^{\rho}\right)^{\alpha-1}
\end{aligned}
$$

one has

$$
\begin{gathered}
\min _{\frac{T}{4} \leqslant t \leqslant \frac{3 T}{4}} G_{\alpha}(t, s)= \begin{cases}g_{1}\left(\frac{3 T}{4}, s\right), & s \in\left(0, \frac{T}{4}\right], \\
\min \left\{g_{1}\left(\frac{3 T}{4}, s\right), g_{2}\left(\frac{T}{4}, s\right)\right\}, & s \in\left[\frac{T}{4}, \frac{3 T}{4}\right], \\
g_{2}\left(\frac{T}{4}, s\right), & s \in\left[\frac{3 T}{4}, T\right),\end{cases} \\
= \begin{cases}g_{1}\left(\frac{3 T}{4}, s\right), & s \in(0, \bar{r}], \\
g_{2}\left(\frac{T}{4}, s\right), & s \in[\bar{r}, T),\end{cases} \\
=\frac{\rho^{1-\alpha} s^{\rho-1}}{\Gamma(\alpha)} \begin{cases}{\left[\left(\frac{3}{4}\right)^{\rho(\alpha-1)}\left(T^{\rho}-s^{\rho}\right)^{\alpha-1}-\left(\left(\frac{3 T}{4}\right)^{\rho}-s^{\rho}\right)^{\alpha-1}\right], s \in(0, \bar{r}],} \\
\left(\frac{1}{4}\right)^{\rho(\alpha-1)}\left(T^{\rho}-s^{\rho}\right)^{\alpha-1}, & s \in[\bar{r}, T),\end{cases}
\end{gathered}
$$

where $\frac{T}{4}<\bar{r}<\frac{3 T}{4}$ is the unique solution of the equation $g_{1}\left(\frac{3 T}{4}, s\right)=g_{2}\left(\frac{T}{4}, s\right)$.
Secondly, with the use (ii),

$$
\max _{0 \leqslant t \leqslant T} G_{\alpha}(t, s)=G_{\alpha}(s, s)=\frac{\rho^{1-\alpha} s^{\rho-1}}{\Gamma(\alpha)}\left(\frac{s}{T}\right)^{\rho(\alpha-1)}\left(T^{\rho}-s^{\rho}\right)^{\alpha-1}
$$

Thus, setting

$$
b(s)= \begin{cases}\frac{\left(\frac{3}{4}\right)^{\rho(\alpha-1)}\left(T^{\rho}-s^{\rho}\right)^{\alpha-1}-\left(\left(\frac{3 T}{4}\right)^{\rho}-s^{\rho}\right)^{\alpha-1}}{\left(\frac{s}{T}\right)^{\rho(\alpha-1)}\left(T^{\rho}-s^{\rho}\right)^{\alpha-1}} & , s \in(0, \bar{r}], \\ \left(\frac{T}{4 s}\right)^{\rho(\alpha-1)}, & s \in[\bar{r}, T),\end{cases}
$$

the proof is complete.

REMARK 1. Note that the same properties (i), (ii) and (iii) are valid for $G_{\beta}$ with replacement $\beta$ by $\alpha$. Denote by

$$
\begin{aligned}
& \omega_{\alpha}=\int_{0}^{T} G_{\alpha}(s, s) d s, \quad \omega_{\beta}=\int_{0}^{T} G_{\beta}(\tau, \tau) d \tau \\
& \bar{\omega}_{\alpha}=\int_{\frac{T}{4}}^{\frac{3 T}{4}} b(s) G_{\alpha}(s, s) d s, \quad \bar{\omega}_{\beta}=\int_{\frac{T}{4}}^{\frac{3 T}{4}} b(\tau) G_{\beta}(\tau, \tau) d \tau
\end{aligned}
$$

Assume that $E=C([0, T], \mathbb{R})$ with maximum norm $\|\varphi\|=\max _{t \in[0, T]}|\varphi(t)|$ be Banach space. Define a mapping $F: E \rightarrow E$ by

$$
\begin{equation*}
F \varphi(t)=\int_{0}^{T} G_{\alpha}(t, s) \phi_{r}\left(\gamma \int_{0}^{T} G_{\beta}(s, \tau) f(\tau, \varphi(\tau)) d \tau\right) d s \tag{10}
\end{equation*}
$$

where $G_{\alpha}(t, s), G_{\beta}(s, \tau)$ are defined by (6) and (7), respectively.
By Lemma 3.1, $\varphi$ is a solution to (1) which indicates that there exist a $\varphi \in E$ such that $F \varphi=\varphi$. That being the case, we first consider the existence of fixed points of the operator $F$.

### 3.1. Existence of solution

Define a cone set $\mathscr{Q}$ on $E$ as

$$
\begin{equation*}
\mathscr{Q}=\{\varphi \in E \mid \varphi(t) \geqslant 0, \forall t \in[0, T]\} . \tag{11}
\end{equation*}
$$

LEMMA 3.3. If $f(t, \varphi)$ is a continuous function on $[0, T] \times[0, \infty)$, then $F: \mathscr{Q} \rightarrow$ $\mathscr{Q}$ is a completely continuous operator.

Proof. In the light of continuity of $G_{\alpha}(t, s), G_{\beta}(s, \tau)$, and $f(t, \varphi), F: \mathscr{Q} \rightarrow \mathscr{Q}$ is continuous. Let $\Omega \subset \mathscr{Q}$ be bounded, i.e., $\exists M_{0}>0$ such that $\|\varphi\| \leqslant M_{0}$, for all $\varphi \in \Omega$.

Let $L=\max _{0 \leqslant t \leqslant T, 0 \leqslant \varphi \leqslant M_{0}}|f(t, \varphi)|+1$, we have

$$
\begin{align*}
|F \varphi(t)| & =\left|\int_{0}^{T} G_{\alpha}(t, s) \phi_{r}\left(\gamma \int_{0}^{T} G_{\beta}(s, \tau) f(\tau, \varphi(\tau)) d \tau\right) d s\right| \\
& \leqslant \int_{0}^{T} G_{\alpha}(s, s) \phi_{r}\left(|\gamma| L \int_{0}^{T} G_{\beta}(\tau, \tau) d \tau\right) d s \\
& \leqslant \omega_{\alpha} \phi_{r}\left(|\gamma| L \omega_{\beta}\right) \tag{12}
\end{align*}
$$

Hence, $F(\Omega)$ is bounded.

Likewise, motivated by Lemma 3.6 in [3], for each $u \in \Omega, t_{1}, t_{2} \in[0, T], t_{1}<t_{2}$, we find that

$$
\begin{aligned}
\left|F \varphi\left(t_{2}\right)-F \varphi\left(t_{1}\right)\right| & =\left|\begin{array}{c}
\int_{0}^{T} G_{\alpha}\left(t_{2}, s\right) \phi_{r}\left(\gamma \int_{0}^{T} G_{\beta}(s, \tau) f(\tau, \varphi(\tau)) d \tau\right) \\
-\int_{0}^{T} G_{\alpha}\left(t_{1}, s\right) \phi_{r}\left(\gamma \int_{0}^{T} G_{\beta}(s, \tau) f(\tau, \varphi(\tau)) d \tau\right)
\end{array}\right| \\
& \leqslant \phi_{r}\left(|\gamma| L \omega_{\beta}\right) \int_{0}^{T}\left[G_{\alpha}\left(t_{2}, s\right)-G_{\alpha}\left(t_{1}, s\right)\right] d s \\
& \leqslant \frac{\phi_{r}\left(|\gamma| L \omega_{\beta}\right) T^{\rho}}{\rho^{\alpha} \Gamma(\alpha)}\left(t_{2}^{\rho(\alpha-1)}-t_{1}^{\rho(\alpha-1)}\right)
\end{aligned}
$$

the second side of this inequality tends to zero if $t_{2} \rightarrow t_{1}$. Hence, $F(\Omega)$ is equicontinuous. So, by Arzela-Ascoli theorem, $F: \mathscr{Q} \rightarrow \mathscr{Q}$ is completely continuous.

Denote

$$
M=\frac{\phi_{p}\left(\frac{1}{\omega_{\alpha}}\right)}{\gamma \omega_{\beta}}, N=\frac{\phi_{p}\left(\frac{1}{\bar{\omega}_{\alpha}}\right)}{\gamma \bar{\omega}_{\beta}} .
$$

Theorem 3.1. For two positive constants $r_{2}>r_{1}>0$ such that
(H1) $f(t, \varphi) \leqslant M \phi_{p}\left(r_{2}\right)$, for $(t, \varphi) \in[0, T] \times\left[0, r_{2}\right]$.
(H2) $f(t, \varphi) \geqslant N \phi_{p}\left(r_{1}\right)$, for $(t, \varphi) \in[0, T] \times\left[0, r_{1}\right]$.
The BVP (1) has at least one positive solution $\varphi$ such that $r_{1} \leqslant\|\varphi\| \leqslant r_{2}$.
Proof. From Lemma 3.3, F is a completely continuous operator and BVP (1) admits one solution $\varphi=\varphi(t)$ if and only if $\varphi$ solves the operator equation $\varphi=F \varphi$. It could be achieved from Lemma 2.1, and the main process can be divided into following two steps:

Step 1. Let $\Omega_{2}=\left\{\varphi \in \mathscr{Q} \mid\|\varphi\|<r_{2}\right\}$. Let $\varphi \in \mathscr{Q} \cap \partial \Omega_{2}$. Then, from assumption (H1) and (ii) in Lemma 3.2 for $t \in[0, T]$, we have

$$
\begin{aligned}
\|F \varphi\| & =\max _{0<t<T} \int_{0}^{T} G_{\alpha}(t, s) \phi_{r}\left(\gamma \int_{0}^{T} G_{\beta}(s, \tau) f(\tau, \varphi(\tau)) d \tau\right) d s \\
& \leqslant \int_{0}^{T} G_{\alpha}(s, s) \phi_{r}\left(\gamma \int_{0}^{T} G_{\beta}(\tau, \tau) M \phi_{p}\left(r_{2}\right) d \tau\right) d s \\
& \leqslant \int_{0}^{T} G_{\alpha}(s, s) \phi_{r}\left(\gamma \int_{0}^{T} G_{\beta}(\tau, \tau) \frac{\phi_{p}\left(\frac{1}{\omega_{\alpha}}\right)}{\gamma \omega_{\beta}} \phi_{p}\left(r_{2}\right) d \tau\right) d s \\
& \leqslant \frac{r_{2}}{\omega_{\alpha}} \int_{0}^{T} G_{\alpha}(s, s) d s \\
& \leqslant r_{2}=\|\varphi\|
\end{aligned}
$$

which implies that

$$
\|F \varphi\| \leqslant\|\varphi\|, \text { for all } \varphi \in \mathscr{Q} \cap \partial \Omega_{2} .
$$

Step 2. Let $\Omega_{1}=\left\{\varphi \in \mathscr{Q} \mid\|\varphi\|<r_{1}\right\}$, and $\varphi \in \mathscr{Q} \cap \partial \Omega_{1}$. Then, from (H2) and (iii) in Lemma 3.2 for $t \in\left[\frac{T}{4}, \frac{3 T}{4}\right]$, we have

$$
\begin{aligned}
F \varphi(t) & =\int_{0}^{T} G_{\alpha}(t, s) \phi_{r}\left(\gamma \int_{0}^{T} G_{\beta}(s, \tau) f(\tau, \varphi(\tau)) d \tau\right) d s \\
& \geqslant \int_{0}^{T} b(s) G_{\alpha}(s, s) \phi_{r}\left(\gamma \int_{0}^{T} b(\tau) G_{\beta}(\tau, \tau) N \phi_{p}\left(r_{1}\right) d \tau\right) d s \\
& \geqslant \int_{\frac{T}{4}}^{\frac{3 T}{4}} b(s) G_{\alpha}(s, s) \phi_{r}\left(\gamma \int_{\frac{T}{4}}^{\frac{3 T}{4}} b(\tau) G_{\beta}(\tau, \tau) \frac{\phi_{p}\left(\frac{1}{\bar{\omega}_{\alpha}}\right)}{\gamma \bar{\omega}_{\beta}} \phi_{p}\left(r_{1}\right) d \tau\right) d s \\
& \geqslant \frac{r_{1}}{\bar{\omega}_{\alpha}} \int_{\frac{T}{4}}^{\frac{3 T}{4}} b(s) G_{\alpha}(s, s) d s \\
& \geqslant r_{1}=\|\varphi\| .
\end{aligned}
$$

So

$$
\|F \varphi\| \geqslant\|\varphi\|, \text { for all } \varphi \in \mathscr{Q} \cap \partial \Omega_{1}
$$

Therefore, by (ii) in Lemma 2.1, $F$ has at least one fixed point in $\mathscr{Q} \cap\left(\bar{\Omega}_{2} \backslash \Omega_{1}\right)$. Hence, there exists one solution at least to (1) with $r_{1} \leqslant\|\varphi\| \leqslant r_{2}$. Thus the proof is finish.

THEOREM 3.2. Let $f(t, \varphi)$ is continuous on $[0, T] \times[0, \infty)$. If there exists a constant $k>0$ such that

$$
\begin{equation*}
\frac{\omega_{\alpha} \phi_{r}\left(|\gamma| L \omega_{\beta}\right)}{k}<1 \tag{13}
\end{equation*}
$$

where $L=\max _{0 \leqslant t \leqslant T, 0 \leqslant \varphi \leqslant k}|f(t, \varphi)|+1$, then the fractional BVP (1) admits at least one solution.

Proof. Let $\Omega=\{\varphi \in \mathscr{Q} \mid\|\varphi\|<k\}$. By virtue of Lemma 3.3, the operator $F$ : $\bar{\Omega} \rightarrow \mathscr{Q}$ is completely continuous. Let $\varphi \in \partial \Omega$ such that $\varphi=\lambda F \varphi, \lambda \in(0,1)$. From (12), we have

$$
\begin{aligned}
\|\varphi\| & =\lambda\|F \varphi\| \leqslant \int_{0}^{T} G_{\alpha}(t, s) \phi_{r}\left(\gamma \int_{0}^{T} G_{\beta}(s, \tau) f(\tau, \varphi(\tau)) d \tau\right) d s \\
& \leqslant \omega_{\alpha} \phi_{r}\left(|\gamma| L \omega_{\beta}\right)
\end{aligned}
$$

hence,

$$
k \leqslant \omega_{\alpha} \phi_{r}\left(|\gamma| L \omega_{\beta}\right)
$$

which contradicts (13). By Lemma 2.2, the BVP (1) shares one solution $\varphi \in \Omega$ at least.

### 3.2. Uniqueness of solution

In this part, the following condition will be compensated.
(H3) Suppose that $f:[0, T] \times[0, \infty) \rightarrow[h, \infty)$ is continuous, and there is a positive constant $L_{0}$, satisfying

$$
\begin{equation*}
|f(t, \varphi)-f(t, \psi)| \leqslant L_{0}|\varphi-\psi|, \text { for any } t \in[0, T], \varphi, \psi \in[0, \infty) \tag{14}
\end{equation*}
$$

THEOREM 3.3. If (H3) is valid, and $p>2$, then there exists a unique solution of the $B V P(1)$, where $|\gamma|<\frac{1}{(p-1) M^{p-2} L_{0} \omega_{\alpha} \omega_{\beta}}$.

Proof. Assume $B=\{\varphi \in E \mid\|\varphi\| \leqslant R\}$ where $R \geqslant \omega_{\alpha} \phi_{r}\left(|\gamma| L \omega_{\beta}\right)$, be closed subset. Consider the operator $F: B \rightarrow B$, defined by (10) as follows

$$
F \varphi(t)=\int_{0}^{T} G_{\alpha}(t, s) \phi_{r}\left(\gamma \int_{0}^{T} G_{\beta}(s, \tau) f(\tau, \varphi(\tau)) d \tau\right) d s
$$

For $\varphi \in B$, we have

$$
\begin{aligned}
\|F \varphi\| & \leqslant\left|\int_{0}^{T} G_{\alpha}(t, s) \phi_{r}\left(\gamma \int_{0}^{T} G_{\beta}(s, \tau) f(\tau, \varphi(\tau)) d \tau\right) d s\right| \\
& \leqslant \omega_{\alpha} \phi_{r}\left(|\gamma| L \omega_{\beta}\right) \leqslant R
\end{aligned}
$$

which proves that $F(B) \subset B$.
Now we shall show that $F$ is a contraction mapping. For $t \in[0, T]$, we get

$$
\left|\gamma \int_{0}^{T} G_{\beta}(s, \tau) f(\tau, \varphi(\tau)) d \tau\right| \leqslant|\gamma| \omega_{\beta} L=M
$$

where $L=\max _{0 \leqslant t \leqslant T, 0 \leqslant \varphi \leqslant R}|f(t, \varphi)|+1$.
By (ii) in Lemma 2.4 and (14), for any $\varphi, \psi \in B$ and $t \in[0, T]$, we have

$$
\begin{aligned}
& |F \varphi(t)-F \psi(t)| \\
\leqslant & \int_{0}^{T} G_{\alpha}(t, s) \mid \phi_{r}\left(\gamma \int_{0}^{T} G_{\beta}(s, \tau) f(\tau, \varphi(\tau)) d \tau\right) \\
& -\phi_{r}\left(\gamma \int_{0}^{T} G_{\beta}(s, \tau) f(\tau, \psi(\tau)) d \tau\right) \mid d s \\
\leqslant & |\gamma|(p-1) M^{p-2} \int_{0}^{T} G_{\alpha}(t, s) \mid \int_{0}^{T} G_{\beta}(s, \tau) f(\tau, \varphi(\tau)) d \tau \\
& -\int_{0}^{T} G_{\beta}(s, \tau) f(\tau, \psi(\tau)) d \tau \mid d s \\
\leqslant & |\gamma|(p-1) M^{p-2} \int_{0}^{T} G_{\alpha}(t, s)\left(\int_{0}^{T} G_{\beta}(s, \tau)|f(\tau, \varphi(\tau))-f(\tau, \psi(\tau))| d \tau\right) d s \\
\leqslant & |\gamma|(p-1) M^{p-2} L_{0} \int_{0}^{T} G_{\alpha}(s, s)\left(\int_{0}^{T} G_{\beta}(\tau, \tau)|\varphi(\tau)-\psi(\tau)| d \tau\right) d s \\
\leqslant & |\gamma|(p-1) M^{p-2} L_{0} \omega_{\alpha} \omega_{\beta}\|\varphi-\psi\|
\end{aligned}
$$

then

$$
\|F \varphi-F \psi\| \leqslant|\gamma|(p-1) M^{p-2} L_{0} \omega_{\alpha} \omega_{\beta}\|\varphi-\psi\|
$$

From (3.3) and the previous estimate, $F$ is a contraction operator. As a consequence of Lemma 2.3, we conclude that $F$ has a unique fixed point which is the unique solution of the problem (1) in $B$.

THEOREM 3.4. If (H3) is valid, and $1<p<2$, then there exists a unique solution of the $B V P(1)$, where $|\gamma|<\frac{1}{(p-1) m^{p-2} L_{0} \omega_{\alpha} \omega_{\beta}}$.

Proof. By Lemma 3.2, for $s \in\left[\frac{T}{4}, \frac{3 T}{4}\right]$, we get

$$
\begin{aligned}
\left|\gamma \int_{0}^{T} G_{\beta}(s, \tau) f(\tau, \varphi(\tau)) d \tau\right| & \geqslant|\gamma| \int_{\frac{T}{4}}^{\frac{3 T}{4}} b(\tau) G_{\beta}(\tau, \tau) f(\tau, \varphi(\tau)) d \tau \\
& \geqslant|\gamma| h \bar{\omega}_{\beta}=m>0
\end{aligned}
$$

By (i) in Lemma 2.4 and (14), for any $\varphi, \psi \in B$ and $t \in[0, T]$, we have

$$
\|F \varphi-F \psi\| \leqslant|\gamma|(p-1) m^{p-2} L_{0} \omega_{\alpha} \omega_{\beta}\|\varphi-\psi\|
$$

From (3.4) and the previous estimate, $F$ be contraction operator. As a consequence of Lemma 2.3, one could conclude that $F$ admits a unique fixed point that is the unique solution of the problem (1) in $B$.

## 4. Illustrative examples

In this section, several examples are provided to illustrate the results obtained in Theorems 3.1, 3.2, 3.3 and 3.4, respectively.

EXAMPLE 1. Consider the following BVP

$$
\left\{\begin{array}{l}
{ }^{1} \mathscr{D}_{0^{+}}^{\frac{3}{2}}\left(\phi_{2}\left({ }^{1} \mathscr{D}_{0^{+}}^{\frac{5}{4}} \varphi(t)\right)\right)+\gamma\left(\frac{(\arctan t)^{2}}{1+\varphi^{2}}+100\right)=0, t \in[0,1]  \tag{15}\\
\varphi(0)=0, \varphi(1)=0 \\
\phi_{2}\left({ }^{1} \mathscr{D}_{0^{+}}^{\frac{5}{4}} \varphi\right)(0)=0, \phi_{2}\left({ }^{1} \mathscr{D}_{0^{+}}^{\frac{5}{4}} \varphi\right)(1)=0
\end{array}\right.
$$

here, $f(t, \varphi)=\frac{(\arctan t)^{2}}{1+\varphi^{2}}+100, \alpha=\frac{5}{4}, \beta=\frac{3}{2}$ and $p=2$. In this case, the function $f$ be jointly continuous for any $t \in[0,1]$, and any $\varphi>0$.

We have

$$
\begin{aligned}
& \omega_{\alpha}=\int_{0}^{1} G_{\alpha}(s, s) d s=\frac{1}{\Gamma\left(\frac{5}{4}\right)} \int_{0}^{1} s^{\frac{1}{4}}(1-s)^{\frac{1}{4}} d s=0.68184 \\
& \omega_{\beta}=\int_{0}^{1} G_{\beta}(\tau, \tau) d \tau=\frac{1}{\Gamma\left(\frac{3}{2}\right)} \int_{0}^{1} \tau^{\frac{1}{2}}(1-\tau)^{\frac{1}{2}} d \tau=0.44311 \\
& \bar{\omega}_{\alpha}=\int_{\frac{1}{4}}^{\frac{3}{4}} b(s) G_{\alpha}(s, s) d s=0.056961 \\
& \bar{\omega}_{\beta}=\int_{\frac{1}{4}}^{\frac{3}{4}} b(\tau) G_{\beta}(\tau, \tau) d \tau=0.07318
\end{aligned}
$$

and

$$
M=\frac{\phi_{p}\left(\frac{1}{\omega_{\alpha}}\right)}{\gamma \omega_{\beta}}=\frac{3.3098}{\gamma}, N=\frac{\phi_{p}\left(\frac{1}{\bar{\omega}_{\alpha}}\right)}{\gamma \bar{\omega}_{\beta}}=\frac{239.90}{\gamma} .
$$

Choosing $r_{1}=\frac{1}{100}, r_{2}=1$, for $2.399 \times 10^{-2} \leqslant \gamma \leqslant 3.2894 \times 10^{-2}$, we have

$$
\begin{aligned}
& f(t, \varphi)=\frac{(\arctan t)^{2}}{1+\varphi^{2}}+100 \leqslant \frac{\pi^{2}}{16}+100 \leqslant M \phi_{p}\left(r_{2}\right), \text { for }(t, \varphi) \in[0,1] \times[0,1] \\
& f(t, \varphi)=\frac{(\arctan t)^{2}}{1+\varphi^{2}}+100 \geqslant 100 \geqslant N \phi_{p}\left(r_{1}\right), \text { for }(t, \varphi) \in[0,1] \times\left[0, \frac{1}{100}\right]
\end{aligned}
$$

Then, the condition $(H 1),(H 2)$ are satisfied for each $2.399 \times 10^{-2} \leqslant \gamma \leqslant 3.2894 \times$ $10^{-2}$. Therefore from Theorem 3.1, the problem (15) has at least one solution $\varphi$ such that $\frac{1}{100} \leqslant\|\varphi\| \leqslant 1$.

EXAMPLE 2. Consider the following BVP

$$
\left\{\begin{array}{l}
1 \mathscr{D}_{0^{+}}^{\frac{3}{2}}\left(\phi_{2}\left({ }^{1} \mathscr{D}_{0^{+}}^{\frac{5}{4}} \varphi(t)\right)\right)+\gamma \frac{\ln (1+\varphi(t))}{1+t^{2}}=0, t \in[0,1]  \tag{16}\\
\varphi(0)=0, \varphi(1)=0 \\
\phi_{2}\left({ }^{1} \mathscr{D}_{0^{+}}^{\frac{5}{4}} \varphi\right)(0)=0, \phi_{2}\left({ }^{1} \mathscr{D}_{0^{+}}^{\frac{5}{4}} \varphi\right)(1)=0
\end{array}\right.
$$

here, $f(t, \varphi)=\frac{\ln (1+\varphi(t))}{1+t^{2}}, \alpha=\frac{5}{4}, \beta=\frac{3}{2}, \gamma=\frac{1}{\sqrt{\pi}}$. If choose $k=1$, one has

$$
L=\max _{0 \leqslant t \leqslant 1,0 \leqslant \varphi \leqslant 1}|f(t, \varphi)|+1=1+\ln 2
$$

then for $|\gamma|<1.9548$, we obtain

$$
\frac{\omega_{\alpha} \phi_{r}\left(|\gamma| L \omega_{\beta}\right)}{k}=(0.51155)|\gamma|<1
$$

Therefore, (13) is valid. So by Theorem 3.2, such problem (16) owns one solution at least.

Example 3. Consider the following BVP

$$
\left\{\begin{array}{l}
1 \mathscr{D}_{0^{+}}^{\frac{3}{2}}\left(\phi_{p}\left({ }^{1} \mathscr{D}_{0^{+}}^{\frac{5}{4}} \varphi(t)\right)\right)+\frac{\cos (t)(2+|\varphi(t)|)}{\pi(\sqrt{2} \cos (t)+\sin (t))(1+|\varphi(t)|)}=0, t \in\left[0, \frac{\pi}{4}\right]  \tag{17}\\
\varphi(0)=0, \varphi\left(\frac{\pi}{4}\right)=0 \\
\phi_{p}\left({ }^{1} \mathscr{D}_{0^{+}}^{\frac{5}{4}} \varphi\right)(0)=0, \phi_{p}\left({ }^{1} \mathscr{D}_{0^{+}}^{\frac{5}{4}} \varphi\right)\left(\frac{\pi}{4}\right)=0
\end{array}\right.
$$

here, $f(t, \varphi)=\frac{\cos (t)(2+|\varphi|)}{(\sqrt{2} \cos (t)+\sin (t))(1+|\varphi|)}, \alpha=\frac{5}{4}, \beta=\frac{3}{2}, \gamma=\frac{1}{\sqrt{\pi}}$.
Let $B=\{\varphi \in E \mid\|\varphi\| \leqslant 1\}$, one has

$$
\begin{aligned}
L & =\max _{0 \leqslant t \leqslant \frac{\pi}{4}, 0 \leqslant \varphi \leqslant 1}|f(t, \varphi)|+1=\frac{3}{\sqrt{2}}+1 \\
M & =|\gamma| \omega_{\beta} L \simeq 0.97344, m=|\gamma| h \bar{\omega}_{\beta} \simeq 1.3762 \times 10^{-2}
\end{aligned}
$$

Clearly, $f:\left[0, \frac{\pi}{4}\right] \times[0, \infty) \rightarrow\left[\frac{1}{3}, \infty\right)$ is continuous.
For any $\varphi, \psi \in \mathbb{R}$ and $t \in\left[0, \frac{\pi}{4}\right]$, due to $\frac{\sqrt{2}}{2} \leqslant \cos (t) \leqslant 1$ and $0 \leqslant \sin (t) \leqslant \frac{\sqrt{2}}{2}$, then

Hence, the condition (14) is satisfied with $L_{0}=1$.
(i) If $p=3$, it remains to show that the condition (3.3)

$$
|\gamma|=\frac{1}{\sqrt{\pi}}<\frac{1}{(p-1) M^{p-2} L_{0} \omega_{\alpha} \omega_{\beta}}=1.7001
$$

is valid. Therefore, by Theorem 3.3, system (17) takes a unique solution in $B$.
(ii) If $p=\frac{3}{2}$, it remains to show that the condition (3.4)

$$
|\gamma|=\frac{1}{\sqrt{\pi}}<\frac{1}{(p-1) m^{p-2} L_{0} \omega_{\alpha} \omega_{\beta}}=0.77656
$$

is valid. Therefore, by Theorem 3.4, system (17) takes a unique solution in $B$.

## 5. Conclusions

In our paper, we study the existence and uniqueness of solution for the nonlinear KFDEs with classic $p$-Laplacian operator subjecting to mixed boundary conditions. In order to demonstrate the existence and uniqueness of solutions of a class of nonlinear KFDEs involving the Katugampola fractional derivative with $p$-Laplacian operator subjecting to mixed boundary conditions, we firstly prove the equivalence of a nonlinear KFDE to a Volterra integral equation. Next, the Green functions of the corresponding nonlinear KFDEs are constructed and some properties of such Green functions are also analyzed. Thereupon, by virtue of established properties of the Green functions and suitable fixed point theorems on cones, some existence and uniqueness of solutions including existence of positive solutions, are addressed and illustrated.

The current study be more emphasis on existence and uniqueness of such problem, but it is known that the dynamics including stability and instability of solutions to KFDEs is still in its infancy. Such closed topics are of great interest and will be investigated in the sequel.

Conflict of interest. The authors declare that there are no any associative or commercial interest that represents a conflict of interest in connection with the work submitted.

## REFERENCES

[1] B. Ahmad, A. Alsaedi, S. K. Ntouyas, J. Tariboon, Hadamard-type Fractional Differential Equations, Inclusions and Inequalities, Switzerland, Springer International Publishing, 2017.
[2] Z. B. BAI, H. S. LÜ, Positive solutions for boundary value problem of nonlinear fractional differential equation, J. Math. Anal. Appl, 2005, 311 (2): 495-505.
[3] B. Basti, Y. Arioua, N. Benhamidouche, Existence and uniqueness of solutions for nonlinear Katugampola fractional differential equations, J. Math. Appl, 2019, 42: 35-61.
[4] T. Y. Chen, W. B. LIU, An anti-periodic boundary value problem for the fractional differential equation with a p-Laplacian operator, Appl. Math. Lett, 2012, 25 (11): 1671-1675.
[5] R. Garrappa, Stability-preserving high-order methods for multiterm fractional differential equations, Internat. J. Bifur. Chaos, 2012, 22 (4): 1250073.
[6] A. Granas, J. Dugundji, Fixed Point Theory, New York, Springer-Verlag, 2003.
[7] D. Guo, V. Lakshmikantham, Nonlinear Problems in Abstract Cones, San Diego, Academic Press, 1988.
[8] Z. L. Han, H. L. Lu, C. ZHANG, Positive solutions for eigenvalue problems of fractional differential equation with generalized p-Laplacian, Appl. Math. Comput, 2012, 257: 526-536.
[9] R. Hilfer, Applications of Fractional Calculus in Physics, Singapore, World Scientific, 2000.
[10] H. Jafari, D. Baleanu, H. Khan, R. A. Khan, A. Khan, Existence criterion for the solutions of fractional order p-Laplacian boundary value problems, Bound. Value Probl, 2015, 2015: 164.
[11] U. N. Katugampola, New approach to a genaralized fractional integral. Appl. Math. Comput, 2011, 218 (3): 860-865.
[12] U. N. Katugampola, A new approach to generalized fractional derivatives, Bull. Math. Anal. Appl, 2014, 6 (4): 1-15.
[13] H. Khan, W. Chen, H. G. Sun, Analysis of positive solution and Hyers-Ulam stability for a class of singular fractional differential equations with p-Laplacian in Banach space, Math. Methods Appl. Sci, 2018, 41 (9): 3430-3440.
[14] A. A. Kilbas, H. M. Srivastava, J. J. Trujillo, Theory and Applications of Fractional Differential Equations, Amsterdam, Elsevier, 2006.
[15] X. P. Liu, M. JIA, W. G. GE, The method of lower and upper solutions for mixed fractional four-point boundary value problem with p-Laplacian operator, Appl. Math. Lett, 2017, 65: 56-62.
[16] L. MA, C. P. Li, On Hadamard fractional calculus, Fractals, 2017, 25 (3): 1750033.
[17] L. MA, C. P. Li, On finite part integrals and Hadamard-type fractional derivatives, J. Comput. Nonlinear Dynam, 2018, 13 (9): 090905.
[18] L. MA, Comparison theorems for Caputo-Hadamard fractional differential equations, Fractals, 2019, 27 (3): 1950036.
[19] L. MA, Blow-up phenomena profile for Hadamard fractional differential systems in finite time, Fractals, 2019, 27 (6): 1950093.
[20] L. MA, On the kinetics of Hadamard-type fractional differential systems, Fract. Calc. Appl. Anal, 2020, 23 (2): 553-570.
[21] L. Ma, C. C. Liu, R. L. Liu, B. Wang, Y. X. ZHu, On fractional mean value theorems associated with Hadamard fractional calculus and application, Fract. Differential Calc, 2020, 10 (2): 225-236.
[22] C. Milici, G. DrĂGĂnescu, J. A. T. Machado, Introduction to Fractional Differential Equations, Switzerland, Springer International Publishing, 2019.
[23] K. Perera, R. P. Agarwal, D. O'Regan, Morse Theoretic Aspects of p-Laplacian Type Operators, Providence, American Mathematical Society, 2010.
[24] I. Podlubny, Fractional Differential Equations, San Diego, Academic Press, 1999.
[25] P. Pucci, R. Servadei, On weak solutions for p-Laplacian equations with weights, Rendiconti Lincei-Matematica e Applicazioni, 2007, 18 (3): 257-267.
[26] H. G. Sun, Y. Zhang, D. Baleanu, W. Chen, Y. Q. Chen, A new collection of real world applications of fractional calculus in science and engineering, Commun. Nonlinear Sci. Numer. Simul, 2018, 64: 213-231.
[27] J. J. TAN, C. Z. ChENG, Existence of solutions of boundary value problems for fractional differential equations with p-Laplacian operator in Banach spaces, Numer. Funct. Anal. Optim, 2017, 38 (6): 738-753.
[28] F. Wang, L. S. Liu, Y. H. Wu, A numerical algorithm for a class of fractional BVPs with pLaplacian operator and singularity-the convergence and dependence analysis, Appl. Math. Comput, 2020, 382: 125339.
[29] J. F. Xu, J. Q. Jiang, D. O’Regan, Positive solutions for a class of p-Laplacian Hadamard fractional-order three-point boundary value problems, Mathematics, 2020, 8 (3): 308.
[30] W. G. YANG, Eigenvalue problems for a class of nonlinear Hadamard fractional differential equations with p-Laplacian operator, Math. Slovaca, 2020, 70 (1): 107-124.

$$
L i M a
$$

School of Mathematics
e-mail: mali@hfut.edu.cn


[^0]:    Mathematics subject classification (2020): 26A03, 34A12, 37C25.
    Keywords and phrases: Katugampola fractional calculus, fixed point theorems, existence and uniqueness, $p$-Laplacian operator.

    This work was financially supported by the National Natural Science Foundation of China (Grant No. 11902108), the Anhui Provincial Natural Science Foundation (Grant No. 1908085QA12), and the Fundamental Research Funds for the Central Universities of China (Grant No. JZ2021HGTB0125). And supported by the General Direction of Scientific Research and Technological Development (DGRSDT)-Algeria, PRFU (Grant No. C00L03UN280120180010).

    The authors would like to thank the anonymous referees for their careful reading and providing invaluable suggestions.

    * Corresponding author.

