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Abstract. In recent years, the telegraph equation has attracted much attention from researchers
due to its practical importance. In this paper, we discuss the telegraph equation

(t )2u(x,t)+2t u(x,t)−uxx(x,t) = f (x,t),

where 0 < t � T and 0 <  < 1 , with the Riemann-Liouville derivative. The boundary value
problem is investigated. Using the Fourier method, conditions are found for the initial functions
and the right-hand side of the equation that guarantee both the existence and uniqueness of the
solution of the boundary value problem. Stability inequalities are obtained. An explicit form
of the solution to the Cauchy problem for the corresponding ordinary differential equation was
found. Note that for such a Cauchy problem, only the existence of a solution was previously
known.

1. Introduction

The integral of the Riemann-Liouville order  > 0 of the function g(t) in the
interval [0,+) is defined by the following formula (see, e.g. [18], p. 69):

D−
t g(t) ≡ It g(t) =

1
()

∫ t

0

g( )
(t−  )1− d , t > 0

provided the right-hand side exists. Here () is Euler’s gamma function. Using this
definition, one can define the Riemann-Liouville fractional derivative of order 0 <  <
1:

t g(t) =
d
dt

I1−
t g(t).

If we swap the integral and derivative in this equality, we obtain the definition of a
derivative in the sense of Caputo of order  :

D
t g(t) = I1−

t
d
dt

g(t)
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Sequential derivatives were introduced by Miller and Ross (see, [27], p. 209). The
Miller-Ross sequential derivatives are defined as follows:

(t ◦ t )u(t) = (
d
dt

◦ I1−
t ◦ d

dt
◦ I1−

t )u(t),

whenever the right-hand side exists for all t ∈ (0,T ] . Simple calculations show that

(t )2u(t) := (t ◦ t )u(t) �=  2
t u(t).

For functions in the class C1[0,T ] we can write the operator in the following form [19]

(t )2u(t) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(
 2
t + t1−2

(2−2) ◦ d
dt + ()

(1−)
)
u(t), 0 <  < 1

2 ,(
d
dt + 

)
u(t),  = 1

2 ,(
 2
t + ()

(1−)
)
u(t), 1

2 <  � 1,

where  denotes the Dirac delta functional.
Let  ∈ (0,1) be a fixed number and = (0,)× (0,T ] . Consider the following

boundary value problem for the telegraph equation:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

(t )2u(x,t)+2t u(x,t)−uxx(x,t) = f (x,t), (x,t) ∈,

u(0, t) = u( ,t) = 0, 0 � t � T,

lim
t→0

I1−
t (t u(x,t)) = 0(x), 0 � x �  ,

lim
t→0

I1−
t u(x,t) = 1(x), 0 � x �  ,

(1)

where t1− f (x, t) ∈ C() and 0(x),1(x) are continuous functions in the segment
[0, ] .

DEFINITION 1. If a function u(x,t) with the properties (t )2u(x, t) , t u(x, t) ,
uxx(x, t) ∈ C() and t1−t u(x,t) , t1−u(x,t) ∈ C() satisfies condition (1), then it
is called the solution of problem (1).

Taking into account the boundary conditions in problem (1), it is convenient for us
to introduce the Hölder classes as follows. Let g( ) be the modulus of continuity of
a function g(x) ∈C[0, ] , i.e.

g( ) = sup
|x1−x2|�

|g(x1)−g(x2)|, x1,x2 ∈ [0, ].

If g( ) � C a is true for some a > 0, where C does not depend on  and g(0) =
g() = 0, then g(x) is said to belong to the Hölder class Ca[0, ] . Let us denote the
smallest of all such constants C by ||g||Ca[0, ] . Similarly, if the continuous function
h(x,t) is defined on [0, ]× [0,T ] , then the value

h( ;t) = sup
|x1−x2|�

|h(x1,t)−h(x2,t)|, x1,x2 ∈ [0, ]
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is the modulus of continuity of function h(x,t) with respect to the variable x . In case
when h( ; t) � C a , where C does not depend on t and  and h(0,t) = h( ,t) =
0, t ∈ [0,T ] , then we say that h(x,t) belongs to the Hölder class Ca

x () . Similarly, we
denote the smallest constant C by ||h||Ca

x () .

Let Ca
1,x() denote the class of functions h(x,t) such that hx(x,t) ∈ Ca

x () and
h(0,t) = h( , t) = 0, t ∈ [0,T ] .

THEOREM 1. Let  > 0 , a > 1
2 , t1− f (x,t)∈Ca

x () and 0(x),1(x)∈Ca
1 [0, ] .

Then problem (1) has a unique solution.
Furthermore, there is a constant C > 0 such that the following stability estimate

||t1−(t )2u(x,t)||C() + ||t1−t u(x,t)||C() + ||t1−uxx(x,t)||C()

� C

[
||0(x)||Ca

1 [0, ] + ||1||Ca
1 [0, ] + ||t1− f (x,t)||Ca

x ()

]
,

holds.

The telegraph equation first appeared in the work of Oliver Heaviside in 1876,
when the author modeled the passage of electrical signals in marine telegraph cables.
This equation is represented as:

utt +aut +bu− cuxx = 0,

where a and b are non-negative constants and c is a positive constant (see, for exam-
ple, [1, 20]). Specialists subsequently utilized this equation to model various physical,
medical, and biological processes (a review of the various applications of the telegraph
equation is provided in [16]). Some applications of the telegraph equation to the theory
of random walks are contained in [6].

The problem (1) with Caputo derivatives was studied in the works [8] and [2]. The
authors of [8] investigated several aspects of the fractional telegraph equations to better
understand the anomalous diffusion processes observed in blood flow experiments. The
paper [2] investigates the existence of a solution to an initial boundary value problem
and the Sobolev regularity of the solution.

For the first time, in the fundamental work of R. Cascaval et al. [8], the highest
derivative with respect to time in the telegraph equation is taken in the form (D

t )2 .
Usually, authors have studied the telegraph equation with the highest derivative D2

t
(see, for example, [3,7,9,12,13,21,23–25,28]), or the second-order classical derivatives
[4, 5]. The rationale for this choice is given.

As for our choice of the sequential Riemann-Liouville derivative, it is primarily
justified by the fact that in the fundamental monograph by Kilbas et al. [18] (see also
[11]), the telegraph equation was studied precisely with such a derivative. It should also
be noted that the Riemann-Liouville derivative is widely used and applied in various
fields of science and technology, as well as in numerical methods for solving fractional
differential equations [14, 26, 31].
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2. Preliminaries

DEFINITION 2. (Mittag-Leffler function) The function

E ,(z) =



k=0

zk

(k+ )

is called the Mittag-Leffler function with two parameters (see, [15], p. 64) where  > 0,
 ∈ C and z ∈ C .

If the parameter  = 1, then we have the classical Mittag-Leffler function: E(z)=
E ,1(z) . Prabhakar (see, [29]) introduced the function E

 ,(z) of the form

E
 ,(z) =




k=0

()k

(k+ )
· zk

k!
,

where z ∈C ,  ,  and  are arbitrary positive constants, and ()k is the Pochhammer
symbol. When  = 1, one has E1

 ,(z) = E ,(z) . We also have [29]

E2
 ,(z) =

1


[
E ,−1(z)+ (1+− )E ,(z)

]
. (2)

LEMMA 1. (see [10], p. 136) Let  be an arbitrary complex number. Further, let
 be a fixed number, such that 

2 <  <  and  � |argz|�  . Then, the following
estimate:

|E ,(z)| � C
1+ |z| ,

holds, where C is a constant, independent of z.

COROLLARY 1. (see, [2]) Let  > 0 ,  > 0 , and 0 <  < 1 . Then

|t−1E ,(−(±
√
2 −)t)| � C− 1

2 t2−1, t > 0.

Everywhere below, we will denote constants by C , which are not necessarily the
same. If a constant depends on, say,  , we will denote it by C .

LEMMA 2. (see, [17]) If  > 0 and  ∈ C , then

t
(
t−1E ,( t)

)
= t−1E ,( t), t > 0,

t
(
t2−1E2

 ,2( t)
)

= t−1E2
 ,( t), t > 0.

If g(t) ∈C[0,T ] , then

t
(∫ t

0
(t − )2−1E2

 ,2( (t− ))g()d
)

=
∫ t

0
(t− )−1E2

 ,( (t− ))g()d.
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LEMMA 3. The solution to the Cauchy problem

{
t u(t)−u(t) = f (t), 0 < t � T ;

lim
t→0

I1−
t u(t) = 0,

with 0 <  < 1 and  ∈ C has the form

u(t) =
∫ t

0
(t − )−1E ,( (t − )) f ()d.

The proof of this Lemma for  ∈ R can be found in [18], p. 224. In the complex case,
similar ideas will lead us to the same conclusion.

LEMMA 4. Let  > 0 ,  > 0 , t1−g(t) ∈C[0,T ] and 0,1 be known numbers.
Then the unique solution to the Cauchy problem⎧⎪⎪⎨

⎪⎪⎩
(t )2y(t)+2t y(t)+y(t) = g(t), 0 < t � T,

lim
t→0

I1−
t t y(t) = 0,

lim
t→0

I1−
t y(t) = 1,

(3)

has the form

y(t) =

{
y1(t, ), 2 �=  ,

y2(t, ), 2 =  .
(4)

Here

y1(t, ) =
2

2 −1
t−1E ,(−1t

)1 − 1

2 −1
t−1E ,(−2t

)1 (5)

+
t−1

2−1

(
E ,(−1t

)−E ,(−2t
)

)
0

+
1

2−1

∫ t

0
(t− )−1

(
E ,(−1(t− ))−E ,(−2(t − ))

)
g()d,

y2(t, ) = t−1E ,(−t)1 +t2−1E2
 ,2(−t)1 + t2−1E2

 ,2(−t)0 (6)

+
∫ t

0
(t − )2−1E2

 ,2(−(t− ))g()d,

where

1 =

{
−√

2− , 2 >  ,

− i
√
 −2, 2 <  ,

2 =

{
+

√
2− , 2 >  ,

+ i
√
 −2, 2 <  .

Here, it is important to note that i2 = −1 .
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It should be especially emphasized that problem (3) also has an independent inter-
est, as proved by the fact that in the fundamentalmonograph [18], p. 396 (see also [11]),
several theorems are devoted to the study of this problem. The equation discussed in
this monograph has variable coefficients, and the authors were able to prove only the
existence and uniqueness of the solution using the method of compressed mappings.
We have obtained an explicit solution where the coefficients are constant and the initial
conditions are arbitrary real numbers.

Proof. To find a representation of the solution to the problem (3), we use the fact
that the problem can be considered on the semi-real line (0,) . Let g(t) be a contin-
uous and bounded extension of the given function g(t) ∈C(0,T ] to the region [T,) .
Now consider the following problem

⎧⎪⎪⎨
⎪⎪⎩

(t )2y(t)+2t y(t)+y(t) = g(t), t > 0,

lim
t→0

I1−
t t y(t) = 0,

lim
t→0

I1−
t y(t) = 1.

(7)

Using the Laplace transform we can find the solution to the above problem. Recall that
the Laplace transform of f (t) is defined as (see [18], p. 18)

L[ f ](p) = f̂ (p) =
∫ 

0
e−pt f (t)dt.

The inverse Laplace transform has the form

L−1[ f̂ ](t) =
1

2 i

∫
C

ept f̂ (p)dp,

where C is a contour parallel to the imaginary axis and the right of the singularities
of f̂ . Note, that the convolution theorem for the Laplace transform can be written as
(see [18], p. 19)

L−1
[

f̂ (p)ĝ(p)
]

= L−1[ f̂ (p)]∗L−1[ĝ(p)](t) =
∫ t

0
f ()g(t − )d. (8)

Let us apply the Laplace transform to the equation in (7). Then

p2 ŷ(p)+2 p ŷ(p)+ ŷ(p)− p lim
t→0

I1−
t y(t)− lim

t→0
J−1
t t y(t)

−2 lim
t→0

I1−
t y(t) = ĝ(p).

Therefore

ŷ(p) =
ĝ(p)+ p lim

t→0
I1−
t y(t)+ lim

t→0
I1−
t t y(t)

p2 +2 p +
+

2 lim
t→0

I1−
t y(t)

p2 +2 p +
. (9)
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Case 1. Let 2 �=  . Write ŷ1(p) = l̂0(p)+ l̂1(p) , where

l̂0(p) =
p1 +0 +21

p2 +2 p +
, l̂1(p) =

ĝ(p)
p2 +2 p +

,

furthermore
y1(t) = L−1[l̂0(p)]+L−1[l̂1(p)],

and in fact we need to find l0(p) and l1(p) .
For the first term of y1(t) , the inverse Laplace transform can be obtained by split-

ting the function l̂0(p) into simpler functions:

L−1[l̂0(p)] = L−1
[

p

p2 +2 p +

]
1 +L−1

[
1

p2 +2 p +

]
(0 +21). (10)

It is easy to see that

1
p2 +2 p +

=
1

2−1

(
1

p +1
− 1

p +2

)
, (11)

where

1 =

{
−√

2− , 2 >  ,

− i
√
 −2, 2 <  ,

2 =

{
+

√
2− , 2 >  ,

+ i
√
 −2, 2 <  .

Therefore equality (10) can be rewritten as

L−1[l̂0(p)
]

=
1

2 −1
L−1

[
p

p +1

]
− 1

2 −1
L−1

[
p

p +2

]

+
(0 +21)
2 −1

(
L−1

[
1

p +1

]
−L−1

[
1

p +2

])
.

The result of the inverse Laplace transform has the form (see [22], p. 223, E53):

l0(t) =
2

2 −1
t−1E ,(−1t

)1− 1

2 −1
t−1E ,(−2t

)1

+
t−1

2 −1

(
E ,(−1t

)−E ,(−2t
)

)
0

For the second term of y1(t) one can obtain the inverse Laplace transform by splitting
the function l̂1(p) into the simpler functions using equality (11).

According to (8) we have

L−1[l̂1(p)] = L−1
[

ĝ(p)
p2 +2 p +

]
= L−1

[
1

p2 +2 p +

]
∗L−1[ĝ(p)].

On the other hand one has (see [22], p. 223, E53)

1
2 −1

L−1
[

1
p +1

]
=

t−1

2 −1
E , (−1t

) , (12)
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1
2 −1

L−1
[

1
p +2

]
=

t−1

2 −1
E , (−2t

) . (13)

Applying first (11) and then (12), (13) and (8), we obtain

y1(t, ) =
2

2 −1
t−1E ,(−1t

)1 − 1

2 −1
t−1E ,(−2t

)1

+
t−1

2−1

(
E ,(−1t

)−E ,(−2t
)

)
0

+
1

2−1

∫ t

0
(t− )−1

(
E ,(−1(t− ))−E ,(−2(t − ))

)
g()d,

Case 2. Let 2 =  . In this case (9) has the following form

ŷ2(p) =
ĝ(p)+ p lim

t→0
I1−
t y(t)+ lim

t→0
I1−
t t y(t)+2 lim

t→0
I1−
t y(t)

(p +)2 .

Passing to the inverse Laplace transform (see [22], p. 226, E67):

y2(t, ) = L−1
[

1
p +

]
lim
t→0

I1−
t y(t)−L−1

[


(p +)2

]
lim
t→0

I1−
t y(t)

+L−1
[

1
(p +)2

]
lim
t→0

I1−
t t y(t)+L−1

[
2

(p +)2

]
lim
t→0

I1−
t y(t)

+L−1
[

1
(p +)2

]
∗L−1[ĝ(p)]

one has

y2(t, ) = t−1E ,(−t)1 +t2−1E2
 ,2(−t)1 + t2−1E2

 ,2(−t)0

+
∫ t

0
(t − )2−1E2

 ,2(−(t− ))g()d. �

Let H be a separable Hilbert space and A : H → H be an arbitrary self-adjoint
unbounded positive operator with a domain of definition D(A) . Suppose that A has a
complete set of orthonormal eigenfunctions {vk} and a countable set of positive eigen-
values {k} .

Let f ( ) be an arbitrary continuous function defined in [0,+) . Then we can
define the operator f (A) by the von Neumann theorem as (see [30], p. 263)

f (A)h =



k=1

f (k)hkvk, h ∈ D( f (A)) ⊂ H, (14)

here and everywhere below, by hk we will denote the Fourier coefficients of a vector
h ∈ H : hk = (h,vk) , and

D( f (A)) = {h ∈ H :



k=1

| f (k)|2|hk|2 < }.
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In particular, if  is an arbitrary real number and f ( ) =  , then one can define the
power of operator A , acting in H according to the rule

Ah =



k=1


k hkvk. (15)

Next, we take operator A as the operator −d2/dx2 with the domain D(A) =
{v(x) ∈W 2

2 (0,) : v(0) = v() = 0} , where W 2
2 (0,) is the standard Sobolev space.

Operator A is self-adjoint in H = L2(0,) and has the complete set of eigenfunctions
{vk(x) = sinkx} and eigenvalues k = k2 , k = 1,2, . . . .

Let us introduce the operator E ,(tA) . From the definition (14) it follows that

E ,(tA)h(x,t) =



n=1

E ,(tn)hn(t)vn(x), h(·, t) ∈ D(E ,(tA)). (16)

By hk(t) , we will denote the Fourier coefficients of a function h(x,t) : hk(t) = (h(·,t),
vk(·)) .

LEMMA 5. Let g(x) ∈Ca[0, ] . Then for any  ∈ [0,a−1/2) one has




k=1

k |gk| < .

For  = 0 this assertion coincides with the well-known theorem of S. N. Bern-
shtein on the absolute convergence of trigonometric series and is proved in the same
way as this theorem. For the convenience of readers, we recall the main points of the
proof (see, e.g. [32], p. 384).

Proof. In theorem (3.1) of A. Zygmund [32], p. 384, it is proved that for an arbi-
trary function g(x)∈C[0, ] , with the properties g(0) = g() = 0, one has the estimate

2n


k=2n−1+1

|gk|2 � 2
g

(
1

2n+1

)
.

Therefore, if  � 0, then by the Cauchy-Bunyakovsky inequality

2n


k=2n−1+1

k |gk| �
( 2n


k=2n−1+1

|gk|2
) 1

2
( 2n


k=2n−1+1

k2
) 1

2

� C2n( 1
2 +)g

(
1

2n+1

)
,

and finally




k=2

k |gk| =



n=1

2n


k=2n−1+1

k |gk| � C



n=1

2n( 1
2 +)g

(
1

2n+1

)
.

Obviously, if g( ) � C a , a > 1/2 and 0 <  < a− 1/2, then the last series con-
verges:




k=2

k |gk| � C||g||Ca[0, ]. �
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Let I be the identity operator in L2(0,) . One can define the operator (2I−A)
1
2

using (15). We denote by S− = I− (2I−A)
1
2 and S+ = I +(2I−A)

1
2 .

LEMMA 6. Let >0 , a> 1
2 , then for any g(x,t)∈Ca

x () one has E ,(−St)g(x,t)
∈C() and SE ,(−St)g(x,t)∈C([0, ]×(0,T ]) . Moreover, the following estimates
hold:

||E ,(−St)g(x,t)||C() � C||g||Ca
x (), (17)∣∣∣∣

∣∣∣∣SE ,(−St)g(x,t)
∣∣∣∣
∣∣∣∣
C([0, ]×(0,T ])

� Ct− ||g||Ca
x (), t > 0. (18)

If g(x, t) ∈Ca
1,x() , then

∣∣∣∣
∣∣∣∣SE ,(−St)g(x,t)

∣∣∣∣
∣∣∣∣
C()

� C||gx||Ca
x (), (19)

∣∣∣∣
∣∣∣∣  2

x2 E ,(−St)g(x,t)
∣∣∣∣
∣∣∣∣
C([0, ]×(0,T ])

� Ct− ||gx||Ca
x (). (20)

Here, S has two states: S− and S+ .

Proof. By definition one has

|E ,(−S−t)g(x, t)| =
∣∣∣∣ 


k=1

E , (−1kt
)gk(t)vk(x)

∣∣∣∣ �



k=1

∣∣∣∣E , (−1kt
)gk(t)

∣∣∣∣,
where

1k =

{
−

√
2 −k, 2 > k,

− i
√
k −2, 2 < k,

2k =

{
 +

√
2−k, 2 > k,

 + i
√
k −2, 2 < k.

Lemmas 1 and 5 imply that

|E ,(−S−t)g(x,t)| � C



k=1

|gk(t)|
1+ t |1k| � C||g||Ca

x ().

On the other hand,

|S−E ,(−S−t)g(x,t)| � C



k=1

|1k| |gk(t)|
1+ t |1k| � Ct− ||g||Ca

x (), t > 0.

If g(x, t) ∈Ca
1,x() , then gk(t) = − 1

2
k (gx(t,x),coskx) .Therefore,

|S−E ,(−S−t)g(x,t)| � C



k=1

|1k| |gk(t)|
1+ t |1k| . (21)
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We analyze the convergence of the series on the right-hand side of inequality (21).
Using the definition of 1k , it is known that




k=1

uk
(t) =

j


k=1

∣∣∣∣−
√
2 −k

∣∣∣∣|gk(t)|

1+ t
∣∣∣∣−

√
2 −k

∣∣∣∣
+




k= j+1

vk
(t). (22)

For the first term on the right-hand side of the above series, we obtain the following
estimate

j


k=1

∣∣∣∣−
√
2 −k

∣∣∣∣|gk(t)|

1+ t
∣∣∣∣−

√
2 −k

∣∣∣∣
�

j


k=1

∣∣∣∣−
√
2−k

∣∣∣∣|gk(t)|,

and we obtain an inequality for the second term




k= j+1

vk
(t) =




k= j+1


1
2
k |gk(t)|

1+ t
√
k

�



k= j+1


1
2
k |gk(t)|.

We rewrite equality (22) and, taking into account the inequalities derived for the first
and second terms along with Lemma 5, we obtain the desired result.




k=1

uk
(t) =

j


k=1

∣∣∣∣−
√
2 −k

∣∣∣∣|gk(t)|

1+ t
∣∣∣∣−

√
2 −k

∣∣∣∣
+




k= j+1

vk
(t)

�
j


k=1

∣∣∣∣−
√
2 −k

∣∣∣∣|gk(t)|+



k= j+1


1
2
k |gk(t)| � C




k= j+1


1
2
k |gk(t)|

� C‖gx‖Ca
x ().

Consequently,
‖S−E ,(−tS−)g(x,t)‖C() � C‖gx‖Ca

x ().

Similarly, we have∥∥∥∥  2

x2 E ,(−S−t)g(x,t)
∥∥∥∥

C()
� C




k=1

∣∣∣∣ k|gk(t)|
1+ t

√
k

∣∣∣∣ � Ct−‖gx‖Ca
x (), t > 0.

A similar estimate is proved in exactly the same way with the operator S− replaced
by the operator S+ . �

Operator R−1 = (2I−A)−
1
2 is defined using (15) on the domain

D(R−1) =
{
h ∈ H : |2−k|−1|hk|2 < 

}
.
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LEMMA 7. Let  > 0 , a > 1
2 and k �=2 , for all k . Then for any g(x,t)∈Ca

x ()
one has R−1E ,(−St)g(x,t) , SR−1E ,(−St)g(x,t)∈C() and  2

x2 R−1E ,(−tS)
g(x,t) ∈C([0, ]× (0,T ]) . Moreover, the following estimates hold:

||R−1E ,(−tS)g(x,t)||C() � C||g||Ca
x (), (23)

||SR−1E ,(−tS)g(x,t)||C() � C||g||Ca
x (), (24)

|| 
2

x2 R−1E ,(−tS)g(x,t)||C([0, ]×(0,T ]) � Ct− ||g||Ca
x (), t > 0. (25)

Proof. The proof follows ideas similar to the proof of Lemma 6. �

LEMMA 8. Let  > 0 and t1−g(x,t) ∈Ca
x () . Then

∣∣∣∣
∣∣∣∣t1−

t∫
0

(t− )−1E ,(−S(t− ))g(x,)d
∣∣∣∣
∣∣∣∣ � C ||t1−g||Ca

x (), (26)

∣∣∣∣
∣∣∣∣t1−

t∫
0

(t− )2−1E2
 ,2(−(t − ))g(x,)d

∣∣∣∣
∣∣∣∣ � C ||t1−g||Ca

x () (27)

∣∣∣∣
∣∣∣∣

t∫
0

(t− )−1E2
 ,(−(t− ))g(x,)d

∣∣∣∣
∣∣∣∣ � C ||t1−g||Ca

x (). (28)

Proof. Apply estimate (17) to get

∣∣∣∣
∣∣∣∣t1−

t∫
0

(t − )−1E ,(−S(t− ))g(x,)d
∣∣∣∣
∣∣∣∣

� Ct1−
∫ t

0
(t − )−1−1d · ||t1−g||Ca

x ().

For the integral one has

∫ t

0
(t − )−1−1d = t2−1 2()

(2)
.

this implies the assertion of the (26). (27) and (28) are obtained in the same way as in
the proof of (26) combining. �

LEMMA 9. Let  > 0 , a > 1
2 and k �= 2 , for all k . Then for any t1−g(x,t) ∈

C() , we have

∣∣∣∣
∣∣∣∣

t∫
0

(t− )−1  2

x2 R−1E ,(−S(t− ))g(x,)d
∣∣∣∣
∣∣∣∣
C()

� C||t1−g||Ca
x (), (29)
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∣∣∣∣
∣∣∣∣

t∫
0

(t − )−1SR−1E ,(−S(t− ))g(x,)d
∣∣∣∣
∣∣∣∣
C()

� C||t1−g||Ca
x (), (30)

∣∣∣∣
∣∣∣∣

t∫
0

(t − )−1R−1E ,(−S(t− ))g(x,)d
∣∣∣∣
∣∣∣∣
C()

� C||t1−g||Ca
x (). (31)

Proof. Let

S j(x, t) =
j


k=1

[ t∫
0

(t− )−11kE ,(−1k(t− ))gk()d
]
kvk(x).

Choose  so that 0 <  < a−1/2 and apply Corollary 1 to get

|S j(t)| � C
j


k=1

t∫
0

(t − )−1−1
k |1−gk()|ds.

By Lemma 5 we have
|S j(t)| � C||t1−g||Ca

x ()

and since
t∫

0

(t− )−1  2

x2 R−1E ,(−S−(t − ))g(x,)d = lim
j→

S j(t),

This implies the assertion of (29). The results (30) and (31) are obtained in the same
way as in the proof of (29), by combining the relevant arguments. �

3. Proof of the theorem on the forward problem

Before formulating the main results, we note that in solving the problems posed,
the location of the spectrum of operator −d2/dx2 and the parameter  of the equation
plays a significant role. In other words, the representation of the solution depends on
whether k for some k coincides with the parameter 2 . Obviously, there can only be
at most one such k . For the sake of completeness, we assume there is such k for which
2 = k we will denote it by k0 .

According to the Fourier method, we will seek the solution to this problem in the
form

u(x,t) =



k=1

Tk(t)vk(x),

where Tk(t) is a solution to the problem⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(t )2Tk(t)+2t Tk(t)+ k2Tk(t) = fk(t), 0 < t � T,

lim
t→0

I1−
t (t Tk(t)) = 0k,

lim
t→0

I1−
t Tk(t) = 1k,

(32)
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Lemma 4 implies

Tk(t) =

{
y1k(t,k), k �= k0,

y2k(t,k), k = k0,

where y1k(t,k) and y2k(t,k) are the solution of (32) given as (5) and (6). Hence,
we have a formal solution to the problem (1), which is an element of the Hilbert space
L2(0,) and has the following form.

u(x,t) =



k=1

y1k(t,k)vk(x)+ y2k0(t,k0)vk0(x). (33)

According to (16) then we may rewrite (33):

u(x, t) =
1
2

(
Ẽ ,(−S−t)+ Ẽ ,(−S+t)

)
t−11(x) (34)

+

2

(
R−1Ẽ ,(−S−t)−R−1Ẽ ,(−S+t)

)
t−11(x)

+
1
2

(
R−1Ẽ ,(−S−t)−R−1Ẽ ,(−S+t)

)
t−10(x)

+t−1E ,(−t)1k0vk0(x)+t2−1E2
 ,2(−t)1k0vk0(x)

+t2−1E2
 ,2(−t)0k0vk0(x)+

∫ t

0
(t− )2−1E2

 ,2 (−(t− )) fk0()vk0(x)d

+
1
2

(∫ t

0
(t − )−1 (

R−1Ẽ ,
(−S−(t− )

)−R−1Ẽ ,
(−S−(t− )

))
f (x,)d

)
,

where we denote by

Ẽ ,(−St) f (x,t) = 
k �=k0

E ,(−(±
√
2−k)t) fk(t)vk(x).

Let us prove the convergence of series (34). Using Lemma 1, (2), (17), (23), (31):

||u(x, t)||‖C() � C||1||Ca[0, ] +C||0||Ca[0, ] +C |1k0 |
+C |0k0 |+C ||t1− fk0(t)||C[0,T ] +C ||t1− f (x,t)||Ca

x ().

Thus, if 0(x),1(x) ∈Ca[0, ] and t1− f (x,t) ∈Ca
x () we obtain u(x,t) ∈C() .

We show that u(x,t) is a solution of the problem (1) in the above cases according
to Definition 1.

We estimate ‖t1−u(x,t)‖C() using (17), (23), Lemma 1, (2), (26), (27):

‖t1−u(x, t)‖C() � C||1||Ca[0, ] +C||0||Ca[0, ] +C |1k0 |
+C |0k0 |+C ||t1− fk0(t)||C[0,T ] +C ||t1− f (x,t)||Ca

x ().

Hence, it is sufficient to have 0(x),1(x) ∈Ca[0, ] and t1− f (x,t) ∈Ca
x () for hav-

ing t1−u(x, t) ∈C() .
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Next we prove that (16) series converges after applying operator  2

x2 and the

derivatives (t )2 , t .
If S j(x, t) is a partial sum of (34), then we may write

 2

x2 S j(x, t)

=
1
2

j


k=1
k �=k0

[
t−1E , (−1kt

)1k + t−1E , (−2kt
)1k

+


2k −1k
t−1E , (−1kt

)1k − 
2k −1k

t−1E , (−2kt
)1k

+
2

2k −1k
t−1E , (−1kt

)0k − 2
2k −1k

t−1E , (−2kt
)0k

+
2

2k −1k

∫ t

0
(t− )−1

(
E , (−1k(t− ))−E , (−2k(t− ))

)
fk()d

+t−1E ,(−t)1k0k0vk0(x)+t2−1E2
 ,2(−t)1k0k0vk0(x)

+t2−1E2
 ,2(−t)0k0k0vk0(x)

+
∫ t

0
(t− )2−1E2

 ,2 (−(t− )) fk0()k0vk0(x)d.

Using estimates (20), (25) and (2), Lemma 1, (29) consequently for above given ex-
pression we get

‖  2

x2 S j(x, t)‖C() � t−1(C+t−C)||1x||Ca[0, ] +Ct−1||0x||Ca[0, ]

+Ct−12|1k0 |+ t2−1C |1k0 |+ t2−1C |0k0 |
+C‖t1− f (x,t)‖Ca

x (), t > 0.

If 0(x),1(x) ∈Ca
1 [0, ] and t1− f (x,t) ∈Ca

x () , then we have 
x2 u(x,t) ∈C() .

Let us now estimate t u(x,t) . If S j(x,t) is a partial sum of (34), then by Lemmas
2–3 we see that

t S j(x, t) =
1
2

j


k=1
k �=k0

[
t−11k

(
−1kE , (−1kt

)−2kE , (−2kt
)

)

−21kt−1

2k −1k

(
1kE , (−1kt

)−2kE , (−2kt
)

)

− 20kt−1

2k −1k

(
1kE , (−1kt

)+2kE , (−2kt
)

)

− 2
2k −1k

∫ t

0
(t− )−1

(
1kE , (−1k(t − ))
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−2kE , (−2k(t − ))
)

fk()d
]
vk(x)

−t−1E ,(−t)1k0vk0(x)+t−1E2
 ,(−t)1k0vk0(x)

+t−1E2
 ,(−t)0k0vk0(x)

+
∫ t

0
(t − )−1E2

 , (−(t− )) fk0()vk0(x)d.

Applying the estimates (18), (24), Lemma 1, (2) and (28), (30) for corresponding terms
of the above expression we have

‖t S j(x, t)‖C() � (t−1C+t−1C)||1||Ca[0, ] +Ct−1||0||Ca[0, ]

+Ct−1|1k0 |+
2t−1C


|1k0 |+

2t−1C


|0k0 |

+t3−1C ||t1− fk0 ||C[0,T ] +C‖t1− f (x,t)‖Ca
x (), t > 0.

Therefore, if 0(x),1(x)∈Ca[0, ] and t1− f (x,t)∈Ca
x () , then we have t u(x, t)∈

C() . Further, equation (1) implies (t )2u(x,t) = −2t u(x,t)+ uxx(x,t)+ f (x,t) .
Therefore, we find that (t )2u(x,t) ∈C() .

Using estimates (19) and similar ideas as in the proof of the above estimate we
have

‖t1−t S j(x, t)‖C() � C||1x||Ca[0, ] +C||1||Ca[0, ] +C||0||Ca[0, ]

+C|1k0 |+
2C


|1k0 |+
2C

|0k0 |+C ||t1− fk0 ||C[0,T ]

+C‖t1− f (x,t)‖Ca
x ().

Finally, if 0(x),1(x) ∈Ca[0, ] and t1− f (x,t) ∈Ca
x () then t1−t u(x,t) ∈C() .

REMARK 1. Note that we are treating all the terms k �= k0 similarly and the term
corresponding to k0 will be treated independently. Therefore, the case where there is
no k0 is can be shown with similar reasoning.

Let us prove the uniqueness of the solution. We use a standard technique based on
the completeness of the set of eigenfunctions {vk(x)} in L2(0,) .

Let u(x, t) be a solution to the problem⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

(t )2u(x,t)+2t u(x,t)−uxx(x,t) = 0, (x,t) ∈,

u(0,t) = u( ,t) = 0, 0 � t � T,

lim
t→0

I1−
t (t u(x,t)) = 0, 0 � x �  ,

lim
t→0

I1−
t u(x,t) = 0, 0 � x �  .

Consider the function

Tk(t) =
∫ 

0
u(x,t)vk(x)dx.
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By definition of the solution we may write

(t )2Tk(t) =
∫ 

0
(t )2u(x,t)vk(x)dx =

∫ 

0

(−2t u(x,t)+uxx(x,t)
)
vk(x)dx

= −2
∫ 

0
t u(x,t)vk(x)dx+

∫ 

0
u(x,t)vkxx(x)dx

= −2t Tk(t)−kTk(t).

Hence, we have the following problem for Tk(t) :⎧⎪⎪⎨
⎪⎪⎩

(t )2Tk(t)+2t Tk(t)+kTk(t) = 0, 0 < t � T,

lim
t→0

I1−
t (t Tk(t)) = 0,

lim
t→0

I1−
t Tk(t) = 0.

Lemma 4 implies that Tk(t) ≡ 0 for all k . Consequently, due to the completeness of
the system of eigenfunctions vk(x) , we have u(x,t) ≡ 0, as required.
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