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THEORETICAL ANALYSIS OF A CLASS OF NONLOCAL  –CAPUTO

FRACTIONAL NONLINEAR EVOLUTION EQUATIONS USING
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(Communicated by Y.-K. Chang)

Abstract. This study explores the existence of solutions for nonlocal fractional differential evo-
lution equations through the concept of the measure of non-compactness. Our approach in-
corporates probability density functions, operator semigroup theory, and the Mönch fixed point
theorem. To demonstrate the practical significance of our findings, we conclude with an appli-
cation.

1. Introduction

In recent years, fractional calculus has garnered increasing attention within the
scientific community, leading to a surge in applications across various fields such as
biophysics, physics, viscoelasticity, electrochemistry, biomedicine, control theory, and
signal processing. Fractional differential equations, in particular, have proven to be
valuable tools for modeling a wide range of phenomena in science and engineering,
reflecting the significant advancements made in this area, see the monographs of Kilbas
et al. [6], Podlubny [13], Zhou [15], the papers [4, 9, 10, 14, 16] and the references
therein.

Melliani et al. [11] have investigated a comprehensive class of periodic boundary
value problems for nonlinear impulsive evolution equations in Banach spaces, described
by the system⎧⎪⎨⎪⎩

v′(t) = Av(t)+ f
(
t,v(t),(t)

)
+B(t)c(t), t ∈ (si,ti+1], i = 0,1,2, . . . ,m,c ∈ Uad ,

v(t) = T (t− ti)gi(t,v(t)), t ∈ (ti,si], i = 0,1,2, . . . ,m,

v(0) = v(b) ∈ X ,

where {T (t), t � 0} is a strongly continuous semigroup on X , a Banach space with
norm ‖.‖ , and the operator A : D(A)→X is its infinitesimal generator. The fixed points
ti and si , satisfying 0 = s0 < t1 � s1 � t2 < .. . < tm � sm � tm+1 = b are pre-specified
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numbers. The function f : [0,b]×X ×X → X is continuous, gi : [ti,si]×X → X is
continuous for every i = 1,2, . . . ,m , and  : [0,b]→ [0,b] is continuous.

Malar et al. [8], have studied the existence results of abstract impulsive integro-
differential problems with noncompactnes smeasure⎧⎪⎪⎨⎪⎪⎩

v′(t) = Av(t)+ f
(
t,v(t),

∫ t

0
(t,s)(t,s,v(s))ds

)
, t ∈ (si, ti+1], i = 0,1,2, . . . ,m,

v(t) = gi(t,v(t)), t ∈ (ti,si], i = 0,1,2, . . . ,m,

v(0) = v0 +(v),

where {T (t), t � 0} is a C0 -semigroup of bounded linear operator on X , a Banach
space with norm ‖.‖ , and the operator A : D(A) → X is its infinitesimal generator. The
fixed points ti and si satisfying 0 = t0 = s0 < t1 � s1 � t2 < .. . < tn � sn � tn+1 = b
are pre-specified numbers, and v0 ∈ X . The function gi : [ti,si]×X → X is continuous
for every i = 1,2, . . . ,m , f : [0,b]× X × X → X ,  : X → X ,  ∈ C (,R+) ,  ={
(t,s) / t,s ∈ [0,b], t � s

}
and  : [0,b] → [0,b] is continuous.

In this paper, we explore the existence of a solution for a nonlinear fractional
evolution problem with nonlocal conditions⎧⎨⎩CD,

0+ v(t) = Av(t)+ f
(
t,v(t),

∫ t

0
(t,s)(t,s,v(s))ds

)
+B(t)c(t), t ∈ ,c ∈Uad,

v(0) = v0 +(v),
(1)

where  = [0,b] , CD,
0+ is the  -Caputo fractional derivative operator of order  ∈

(0,1) , {T (t), t � 0} is an analytic semigroup of bounded linear operators on X , a Ba-
nach space with norm ‖.‖ , and the operator A : D(A)→ X is its infinitesimal generator.
v0 ∈ X , B : [0,b] → L (Y,X) , f is a function f : [0,b]×X ×X → X ,  : X → X ,
 ∈ C (,R+) , = {(t,s) / t,s ∈ [0,b], t � s} and  : [0,b] → [0,b] is continuous.

This paper is structured as follows: In Section 2, we review some notations and
key existing results. Section 3 presents our main findings on the existence of solutions
to the aforementioned problem. Finally, in Section 4, we provide an application to
illustrate our main results.

2. Preliminaries

In this section, we will present some notations, definitions and we will also state
some results that will be used in this work.

Let X be a Banach space equipped with the norm ‖.‖ , and let C (,X) be the Ba-
nach space of continuous functions defined on  and taking values in X , characterized
by the norm

‖v‖ = sup
t∈

‖v(t)‖.

Consider a separable reflexive Banach space Y , wherein the controls c are valued. Let
Pf (y) represent a collection of nonempty, convex, nd subsets of Y . We assume that the
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multi-valued mapping w : [0,T ] → Pf (y) is measurable, such that w(t) is a subset of
E , a bounded set in Y . The admissible control set is defined as

Uad =
{
c ∈ L p(E) : c(s) ∈ w(s), a.e.

}
,

where p > 1. Additionally, we denote by Br =
{
v ∈ C (,X) : ‖v‖ � r

}
and  ={

(t,s) : t,s ∈ [0,b], t � s
}

.

DEFINITION 1. [1] Let  > 0, g∈ L1(,R) and  ∈C n(,R) such that  ′(t) >
0 for all t ∈  . The fractional integral of order  in the sense of the  -Riemann-
Liouville for the function g is defined by

I,0+ g(t) =
1

()

∫ t

0
 ′(s)((t)−(s))−1g(s)ds. (2)

REMARK 1. Observe that when (t) = t and (t) = log(t) , the equation (2) sim-
plifies to the Riemann-Liouville and Hadamard fractional integrals, respectively.

DEFINITION 2. [1] Let  > 0, g ∈ Cn−1(,R) and  ∈ C n(,R) such that
 ′(t) > 0 for all t ∈  . The fractional derivative of order  in the sense of the  -
Caputo for the function g is defined by

CD,
0+ g(t) =

1
(n− )

∫ t

0
 ′(s)((t)−(s))n−−1g[n]

 (s)ds, (3)

where g[n]
 (s) =

(
1

 ′(s)
d
ds

)n
g(s) , n = [] + 1 and [] denotes the integer part of  . In

particular, if  ∈]0,1[ , then

CD,
0+ g(t) =

1
(1− )

∫ t

0
((t)−(s))−g′(s)ds and CD,

0+ g(t) = I1−,
0+

( g′(t)
 ′(t)

)
.

REMARK 2. Specifically, note that when (t) = t and (t) = log(t) , the equation
(3) reduces to the Caputo fractional derivative and the Caputo-Hadamard fractional
derivative, respectively.

PROPOSITION. [1] Let  be a strictly positive real number, and g∈Cn−1(,R) .
Then, we have

1) CD,
0+ I,0+ g(t) = g(t) .

2) I,0+
CD,

0+ g(t) = g(t)−
n−1


k=0

g[k]
 (0)((t)−(0))k

k!
.

3) I,0+ is linear operator and bounded defined on C (,R) to C (,R) .
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PROPOSITION. [1] Let  be a strictly positive real number, and  ∈ R where
 > n, with n = []+1 , then

1) I,0+ ((t)−(0))−1 =
( )((t)−(0))+−1

( + )
.

2) CD,
0+ ((t)−(0))k = 0, for all n > k ∈ N .

3) CD,
0+ ((t)−(0))−1 =

( )((t)−(0))−−1

( − )
.

DEFINITION 3. [5] The generalized Laplace transform of the function v : → X
is defined by

L{v(t)}(s) := v̂(s) =
∫ 

0
 ′(t)e−s((t)−(0))v(t)dt.

DEFINITION 4. [5] Let f and g be two functions that are piecewise continuous
with exponential order on  . We define the generalized  -convolution of f and f as
follows

( f ∗

g)(t) =

∫ t

0
f (s)g[−1((t)+(0)−(s))] ′(s)ds.

LEMMA 1. (See [5]) Let  be a strictly positive real number, and let v be a
piecewise continuous function on the interval [0,t] and (t)-exponential order. Then,

1. L{I,0+ v(t)}(s) =
v̂(s)
s

.

2. L{CD,
0+ v(t)}(s) = s

[
L{v(t)}−

n−1


k=0

s−k+1v(k)(0)
]
, such that n = []+1.

DEFINITION 5. (See [7]) Let  be a positive real number. The one-sided stable
probability density is given by

() =
1





n=1

(−1)n−1(n+1)
n!

(()−(0))−n−1 sin(n).

LEMMA 2. [7] The Laplace transform of the function (t) is given as follows∫ 

0
e− ((t)−(0))(t) ′(t)dt = e−


.

LEMMA 3. [2] Let X be a real Banach space and C, B be bounded subsetsof X ,
the following properties are satisfied

1. (C) = 0 if and only if C is pre-compact,
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2. (C) = (C) = (convC) , where C and convC represent the closure and convex
hull of C , respectively,

3. (C) � (B) when C is subset of B,

4. (C+B) � (C)+ (B) , where C+B = {z+ x,z ∈C, x ∈ B} ,

5. (C∪B) � max{(C),(B)} ,

6. (B) = | |(B) for any  ∈ R ,

7. If the map F : D(F ) ⊂ X → Y is Lipschitz continuous with constant k . Then,
(FC) � k(C) , for each bounded subset C ⊂ D(F ) , where Y be a Banach
space.

8. We have

(C) = inf
{
d(C,B),B ⊂ X be pre-compact

}
= inf{d(C,B),B ⊂ X be finite valued},

where d(C,B) denote the symmetric ( or nonsymmetric ) Hausdorff distance be-
tween C and B in X .

9. If {Bn}n = 1 is a decreasing sequence of closed, bounded, nonempty subsets of
X and lim

n→
(Bn) = 0 , then ∩

n=1Bn is nonempty and compact in X .

LEMMA 4. [12] If {vn}n=1 ⊂ L1(0,K,X) is uniformly integrable. Then, ({vn}n=1)
is measurable and


({∫ t

0
vn(s)ds}n=1

)
� 2

∫ t

0

({vn(s)}n=1

)
ds.

LEMMA 5. [3] If Br is bounded, then for any strictly positive real number  ,
there exists a sequence {vn}n=1 ⊂ Br with

(Br) � 2({vn}n=1)+ .

THEOREM 1. [12] Let H be a convex and closed subset of X , a Banach space
with 0 ∈ H . Suppose that the map P : H → X is continuous and satisfies Mönch’s
condition, meaning that if D⊆ H is countable, then D⊆ co({0}∪P(D)) implies that
D is compact. Under these conditions, P possesses a fixed point in H .

3. Main results

In this section, we use the  -Laplace transform to construct the integral solution
for the fractional evolution equation (1). To achieve this, it is necessary to prove the
following lemma.
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LEMMA 6. The problem (1) is equivalent to the equation given below

v(t) = v0 +(v)+ I,0+

[
Av(t)+ f

(
t,v(t),

∫ t

0
(t,s)(t,s,v(s))ds

)
+B(t)c(t)

]
, (4)

for all t ∈ J .

Proof. Let v be a solution of the system (1). By applying the  -fractional integral
operator I,0+ to both sides of (1), we can get the following

I,0+
CD,

0+ v(t) = I,0+

[
Av(t)+ f

(
t,v(t),

∫ t

0
(t,s)(t,s,v(s))ds

)
+B(t)c(t)

]
,

and by applying Proposition 2, we derive

v(t)− v(0) = I,0+ [Av(t)+ f (t,v(t),
∫ t

0
(t,s)(t,s,v(s))ds)+B(t)c(t)],

since v(0) = v0 +(v) , this implies that

v(t) = v0 +(v)

+
1

()

∫ t

0
 ′(s)((t)−(s))−1[Av(s)+ f

(
s,v(s),

∫ s

0
(s,)(s,,v())d

)
+B(s)c(s)

]
ds.

Hence, the integral equation (4) holds.
Conversely, through direct computation, it is evident that if v satisfies the integral

equation (4), then the equation (1) is fulfilled. which completes the proof. �

LEMMA 7. If the fractional equation (4) is satisfied, then we have

v(t) = S, (t)(v0 +(v))

+
∫ (t)−(0)

0
R, ((t)−(s))

[
f
(
s,v(s),

∫ s

0
(s,)(s,,v())d

)
+B(s)c(s)

]
ds.

Where,

S, (t) = I1−,R, (t)

and

R, (t) =
∫ +

0
()T (t(()−(0))) t−1 ′()d .
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Proof. Let  be a strictly positive real number. Applying generalized Laplace
transforms to the fractional equation (4) and employing Lemma 1, we derive

v̂( ) =
1


(v0 +(v))+
1


(
Av̂( )+ f̂ ( )+ B̂c( )

)
,

where v̂( ) =
∫ 

0
 ′(t)e− ((t)−(0))v(t)dt ,

f̂ ( ) =
∫ 

0
 ′(t)e− ((t)−(0)) f

(
t,v(t),

∫ t

0
(t,s)(t,s,v(s))ds

)
dt,

and

B̂c( ) =
∫ 

0
 ′(t)e− ((t)−(0))B(t)c(t)dt.

It implies that

v̂( ) = −1( I−A)−1(v0 +(v))+ (I−A)−1( f̂ ( )+ B̂c( )
)
.

Thus,

v̂( ) = −1
∫ +

0
e−

sT (s)(v0 +(v))ds+
∫ +

0
e−

 sT (s)
(
f̂ ( )+ B̂c( )

)
ds.

Choosing s =  with  = (t)−(0) , we get

v̂( ) =  −1
∫ +

0
−1e−()T ( )(v0 +(v))d

+ 
∫ +

0
−1e−()T ( )

(
f̂ ( )+ B̂c( )

)
d

:= I1 + I2,

where

I1 =  −1
∫ +

0

[
((t)−(0))−1e−

((t)−(0))

×T (((t)−(0)) )(v0 +(v)) ′(t)
]
dt

=  −1
∫ +

0

∫ +

0

[
e− ((t)−(0))(()−(0)) () ′()

×T (((t)−(0)) )(v0 +(v))((t)−(0))−1 ′(t)
]
dtd

=  −1
∫ +

0

∫ +

0

[
e− ((t)−(0))

×T

(
(t)−(0)
()−(0)

) ((t)−(0))−1

(()−(0))
()(v0 +(v)) ′() ′(t))

]
dtd
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= −1
∫ +

0

[
e− ((t)−(0))

∫ +

0

(
()

×T

(
(t)−(0)
()−(0)

) ((t)−(0))−1

(()−(0))
(v0 +(v)) ′()d

)
 ′(t)

]
dt

= −1L (R, ((t)−(0)))(v0 +(v)),

and

R, ((t)−(0)) =
∫ +

0

[
 ()

×T

(
(t)−(0)
()−(0)

) ((t)−(0))−1

(()−(0))
(v0 +(v)) ′()

]
d .

We can write R, (t) =
∫ +

0
()T (t(()−(0))) t−1 ′()d , such that

 () = (()−(0))−
1
 

[
−1

(( 1
()−(0)

) 1
 +(0)

)]
.

On other hand, we have L
((

(t)−(0)
)−

(1−)
)
( ) = −1 . Then,

I1 = L

( ((.)−(0))−

(1− )
∗R, (.)

)
(t)(v0 +(v))

= L
(
I1−,R, (t)

)
(v0 +(v)).

Let t = ()+(t)−(0) , and let us calculate I2 , we have

I2 =
∫ 

0
e−

 ((t)−(0))T (((t)−(0)))
(
f̂ ( )+ B̂c( )

)
 ′(t)dt

Then,

I2 =
∫∫ 

0

[
e−

 ((t)−(0))e− ((s)−(0))T (((t)−(0)))

× f
(
s,v(s),

∫ s

0
(s,)(s,,v())d

)
 ′(s) ′(t)

]
dsdt

+
∫∫ 

0

[
e−

 ((t)−(0))e− ((s)−(0))

×T (((t)−(0)))B(s)c(s) ′(s) ′(t)
]
dsdt

=
∫∫ 

0

[
 ((t)−(0))−1 e−( ((t)−(0))) e− ((s)−(0))

×T (((t)−(0)) ) f
(
s,v(s),

∫ s

0
(s,)(s,,v())d

)
 ′(s) ′(t)

]
dtds

+
∫∫ 

0

[
 ((t)−(0))−1 e−( ((t)−(0))) e− ((s)−(0))

×T (((t)−(0)) )B(s)c(s) ′(s) ′(t)
]
dsdt



NONLOCAL  -CAPUTO FRACTIONAL NONLINEAR EVOLUTION EQUATIONS 125

=
∫∫∫ 

0

[
 ((t)−(0))−1 e− ((t)−(0))(()−(0))e− ((s)−(0)) ()

×T (((t)−(0)) ) f
(
s,v(s),

∫ s

0
(s,)(s,,v())d

)
 ′() ′(s) ′(t)

]
ddsdt

+
∫∫∫ 

0

[
 ((t)−(0))−1 e− ((t)−(0))(()−(0))e− ((s)−(0))()

×T ((t)−(0)) B(s)c(s) ′() ′(s) ′(t)
]
ddsdt.

which implies that,

I2 =
∫∫∫ 

0

[
e− ((t)+(s)−2(0))T

(
(t)−(0)
()−(0)

) ((t)−(0))−1

(()−(0))
 ()

× f
(
s,v(s),

∫ s

0
(s,)(s,,v())d

)
 ′() ′(s) ′(t)

]
ddsdt

+
∫∫∫ 

0

[
e− ((t)+(s)−2(0))T

(
(t)−(0)
()−(0)

) ((t)−(0))−1

(()−(0))
()

×B(s)c(s) ′() ′(s) ′(t)
]
ddsdt.

So,

I2 =
∫∫∫ 

0

[
e− (()−(0))T

(
(t)−(0)
()−(0)

) ((t)−(0))−1

(()−(0))
()

× f
(
−1 (t ) ,v(−1 (t )),

∫ −1(t )

0
(−1 (t ) ,)(−1 (t ) ,,v())d

)
× ′() ′() ′(t)

]
dddt

+
∫∫∫ 

0

[
e− (()−(0))T

(
(t)−(0)
()−(0)

) ((t)−(0))−1

(()−(0))
 ()

×B
(
−1 (t )

)
c
(
−1 (t )

)
 ′() ′() ′(t)

]
d d dt.

And thus,

I2 =
∫∫∫ 

0

[
e− (()−(0))T

(
(t)−(0)
()−(0)

) ((t)−(0))−1

(()−(0))
()

× f
(
−1 (t ) ,v(−1 (t )),

∫ −1(t )

0
(−1 (t ) , )(−1 (t ) , ,v( ))d

)
× ′() ′() ′(t)

]
ddtd
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+
∫∫∫ 

0

[
e− (()−(0))T

(
(t)−(0)
()−(0)

) ((t)−(0))−1

(()−(0))
()

×B
(
−1 (t )

)
c
(
−1 (t )

)
 ′() ′() ′(t)ddtd.

Hence,

I2 =
∫ 

0
e− (()−(0))

(∫ 

0

∫ +

0
T

(
()−(s)
()−(0)

) (()−(s))−1

(()−(0))
()

× f

(
s,v(s),

∫ s

0
(s, )(s, ,v( ))d

)
 ′() ′(s)d ds

)
 ′()d

+
∫ 

0
e− (()−(0))

(∫ 

0

∫ +

0
T

(
()−(s)
()−(0)

) (()−(s))−1

(()−(0))
 ()

×B(s)c(s) ′() ′(s)d ds

)
 ′()d.

It follows that,

v̂( ) = L
(
I1−,R, (t)

)
+

∫ 

0
e− ((t)−(0))

[∫ t

0

∫ +

0
T

(
(t)−(s)
()−(0)

) ((t)−(s))−1

(()−(0))
()

× f

(
s,v(s),

∫ s

0
(s,)(s,,v())d

)
 ′() ′(s)d ds

]
 ′(t)dt

+
∫ 

0
e− ((t)−(0))

[∫ t

0

∫ +

0
T

(
(t)−(s)
()−(0)

) ((t)−(s))−1

(()−(0))
()

×B(s)c(s) ′() ′(s)d ds

]
 ′(t)dt.

By applying the inverse Laplace transform, we derive

v(t) = I1−,R, (t)(v0 +(v))+
∫ t

0
R, ((t)−(s))

×
[
f
(
s,v(s),

∫ s

0
(s,)(s,,v())d

)
+B(s)c(s)

]
 ′(s)ds

= S, (t)(v0 +(v))+
∫ t

0
R, ((t)−(s))

×
[
f
(
s,v(s),

∫ s

0
(s,)(s,,v())d

)
+B(s)c(s)

]
 ′(s)ds.

Which complets the proof. �
Throughout the paper, we assume the following about A .

H(A): A is an infinitesimal generator of a strongly continuous semigroup {T (s) : s � 0}
in X , and there is a real constant M > 1 with

sup
s∈[0,)

{|T (s)|L(X)} � M.
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PROPOSITION. We assume that (H(A)) holds, then

1. For a fixed strictly positive real number t , the operators {R, (t)}t>0 and
{S, (t)}t>0 are linear.

2. the operators {R, (t)}t>0 and {S, (t)}t>0 are strongly continuous.

3. For y ∈ X , then ‖R, (t)y‖ � t−1M
(1+)‖y‖ and ‖S, (t)y‖ � M

 ‖y‖.

Proof. Since
∫ +

0
() ′()d =

1
(1+ )

. Then,

‖ R, (t)x ‖ � t−1M
(1+ )

‖ x ‖.

From the above inequality it follows that∥∥∥S, ((t)−(0))y
∥∥∥ =

∥∥∥I1−,R, ((t)−(0))y
∥∥∥

� MI1−, ((t)−(0))−1

(1+ )
‖y‖

� M()
(1+ )

‖y‖

� M

‖y‖.

Which implies that ‖S, (t)y‖ � M
 ‖y‖ . Moreover, let x ∈ X0 and 0 < t1 < t2 �

T , from a simple calculation, it follows that lim
t1→t2

∥∥∥R, (t1)y− R, (t2)y
∥∥∥ = 0 and

lim
t1→t2

∥∥∥S, (t1)x−S, (t2)y
∥∥∥ = 0. �

Now, we introduce the following hypotheses:

(H1)  : X → X is continuous and there exist two positive real constants K and d
such that ‖(v)−(u)‖ � K‖v−u‖ and ‖(v)‖ � K‖v‖+d , for every v ∈ C .

(H2) The function f : [0,b]×X×X →X is of Carathéodory type, meaning that f (t, ., .)
is continuous for almost every t ∈ [0,b] and f (.,v,Gv) is measurable for every
v ∈ X .

(H3) (i) There is a non-decreasing continuous function  f : X → X and mf ∈
C ([0,b],X) such that ‖ f (t,u,v)‖ � mf f (‖v‖+ ‖u‖) , for every u,v ∈ X
almost every t ∈ [0,b] .

(ii) There exists an integrable function  : [0,b]→ [0,+) with ( f (t,C1,C2)�
(t)[ sup

−<�0
(C1( )+(C2)] for almost every t ∈ [0,b] and each bounded

subsets C1,C2 ⊂ X ,  is the Hausdorff noncompactness measure and∫ t

0
(s)ds � ∗.
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(H4) (i) (t,s, .) : X → X is continuous function for any (t,s) ∈ , and for every
v ∈ X , (., .,v) : → X is measurable function. Moreover, there is a func-

tion u : → R
+ such that sup

t∈[0,b]

∫ t

0
u(t,s)ds := u∗ <  and ‖(t,s,v)‖ �

u(t,s)‖v‖ , v ∈ X .

(ii) For every C1 , bounded subset of X and 0 � s � t � b , there is a  :→R+

such that ((t,s,C1)) � (s,t)(C1) where sup
t∈[0,b]

∫ t

0
(s, t)ds := ∗ .

(H5) For any t ∈ [0,b] , the function (t, .) is measurable on [0,t] and sup{|(t,s)|,
0 � s � t} = �(t) is bounded on [0,b] .

THEOREM 2. Under the conditions (H1)–(H5) and (H(A)) , the problem (1)
admits at least one mild solution, provided that

M
(K


+
2∗

(1+ )
((b)−(0))

[
1+2l∗]

)
< 1.

Proof. We define a mapping  : C −→ C by

 v(t) = S, (t)(v0 +(v))+
∫ t

0

[
R, ((t)−(s))

×
(

f
(
s,v(s),

∫ s

0
(s,)(s,,v())d

)
+B(s)c(s)

)]
 ′(s)ds.

The proof consists of several steps.

Step 1: We will show that the operator  is continuous. Let {vn} be a sequence
such that vn converge to v in C . Then, by (H2) , when n →  we have

f
(
s,vn(s),

∫ s

0
(s,)(s,,vn())d

)
→ f

(
s,v(s),

∫ s

0
(s,)(s,,v())d

)
,

for every s ∈ [0,b] . To simplify the expressions, we pose that

Kfn = f
(
s,vn(s),

∫ s

0
(s,)(s,,vn())d

)
,

Kf = f
(
s,v(s),

∫ s

0
(s,)(s,,v())d

)
.

For any t ∈ [0,b] , we know that

‖ vn(t)− v(t)‖
= ‖S, (t)(v0 +(vn))−S, (t)(v0 +(v))+

∫ t

0
R, ((t)−(s))

×
[
Kfn +B(s)c(s)−Kf −B(s)c(s)

]
 ′(s)ds‖
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� ‖S, (t)((vn))−(v)))‖
+

∫ t

0
‖R, ((t)−(s))‖ ′(s)‖Kfn −Kf ‖ds

� MK


‖vn− v‖+
M

(1+ )

∫ t

0
((t)−(s))−1 ′(s)‖Kfn −Kf ‖ds.

Thus, we infer that ‖ vn− v‖ → 0 as n →  , which implies that the mapping  is
continuous on C ([0,b],X) .

Step 2:  is a bounded operator. We claim that  (Br) ⊂ Br for every v ∈ Br , for
each t ∈ [0,b] , we know that

‖ v(t)‖ � M


(‖v0‖+K‖v‖+d)+
M

(1+ )

∫ t

0
((t)−(s))−1

×
[
‖ f

(
s,v(s),

∫ s

0
(s,)(s,,v())d

)
‖+‖B(s)c(s)‖

]
 ′(s)ds

� M


(‖v0‖+K‖v‖+d)

+
M((b)−(0))

(1+ )

[
mf f (‖v‖+ l

∫ s

0
u(s,)d‖v‖)+‖Bc‖L1

]
� M


(‖v0‖+Kr+d)+

M((b)−(0))

(1+ )

[
mf f r(1+ lu∗)+‖Bc‖L1

]
� r.

Step 3:  (Br) is equicontinuous. For any 2, 1,∈ [0,b] such that 1 � 2 , we
have

‖ v(2)− v(1)‖ � ‖S, (2)−S, (1)‖(‖v0‖+K‖v‖+d)

+
∥∥∥∥∫ 1

0
(R, ((2)−(s))−R, ((1)−(s)))

×
[
f
(
s,v(s),

∫ s

0
(s,)(s,,v())d

)
+B(s)c(s)

]
 ′(s)ds

+
∫ 2

1
R, ((2)−(s))

×
[
f
(
s,v(s),

∫ s

0
(s,)(s,,v())d

)
+B(s)c(s)

]
) ′(s)ds

∥∥∥∥ .

Then,

‖ v(2)− v(1)‖ � ‖S, (2)−S, (1)‖(‖v0‖+K‖v‖+d)

+
∫ 1

0
‖R, ((2)−(s))−R, ((1)−(s))‖

×
[
mf f r(1+ lu∗)+‖Bc‖L1

]
 ′(s)ds

+
∫ 2

1
‖R, ((2)−(s))‖

[
mf f r(1+ lu∗)+‖Bc‖L1

]
 ′(s)ds.
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Step 4: The Mönch condition is satisfied. Suppose that V ⊂ Br is a countable set
and V is subset of conv({0}∪ (V )) . We aim to demonstrate that (V ) = 0 where 
denotes the Hausdorff denotes the Hausdorff noncompactness measure. Without loss
of generality, we may suppose V = {u}k=1 , and it can be easily verified that V is both
bounded and equicontinuous. For every t ∈ [0,b] , we have the following

 v(t) = S, (t)(v0 +(v))+
∫ t

0
R, ((t)−(s))

×
[
f
(
s,v(s),

∫ s

0
(s,)(s,,v())d

)
+B(s)c(s)

]
 ′(s)ds

= 1v(t)+2v(t),

where 1v(t) = S, (t)(v0 +(v)) and

2v(t) =
∫ t

0
R, ((t)−(s))

×
[
f
(
s,v(s),

∫ s

0
(s,)(s,,v()

)
d)+B(s)c(s)

]
 ′(s)ds.

Moreover, 1 : V → C ([0,b],X) is Lipschitz continuous with constant KM due to the
hypothesis (H1) . In fact v and u two elements of V , we have the following

‖1v(t)−1u(t)‖ � sup
t∈[0,b]

‖S, (t)‖‖(v)−(u)‖

� MK


‖v−u‖.

So, from Lemmas 3, 4 and 5 and hypotheses (H3)(ii) , (H4)(ii) , we have

({ vn}k=1) � ({1vn}k=1)+ ({2vn}k=1)

� MK


({vn}k=1)+ 
(∫ t

0
R, ((t)−(s))

×
[
f
(
s,v(s),

∫ s

0
(s,)(s,,v()

)
d)+B(s)c(s)

]
 ′(s)ds

)
� MK


({vn}k=1)+

2M
(1+ )

∫ t

0

(
((t)−(s))−1

×
[
f (s,v(s),

∫ s

0
(s,)(s,,v())d)+B(s)c(s)

)
 ′(s)

]
ds.

So,

({ vn}k=1) � MK


({vn}k=1)+
2M

(1+ )

∫ t

0
((t)−(s))−1(s)

×
[

sup
0<s�b

({vn}k=1(s))+ 
(∫ s

0
(s,)(s,,{vn}k=1())d

)]
ds
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� MK


({vn}k=1)+
2M

(1+ )

∫ t

0
((t)−(s))−1(s)

×
[

sup
0<s�b

({vn}k=1(s))+2l
∫ s

0
(s,)d{vn}k=1()

]
ds

� MK


({vn}k=1)+
2M

(1+ )

∫ t

0
((t)−(s))−1(s)

×
[

sup
0<s�b

({vn}k=1(s))+2l∗{vn}k=1()
]
ds

� MK


({vn}k=1)+
2M∗

(1+ )
((b)−(0))

[
1+2l∗]

× sup
0<s�b

C(V (s))

� M
(K


+
2∗

(1+ )
((b)−(0))

[
1+2l∗]

)
sup

0<s�b
C(V (s)).

From above, we have

C( (V )) � M
[K


+
2∗

(1+ )
((b)−(0)) [1+2l∗]

]
C(V )

� ∗C(V ),

where ∗ = M
[

K
 + 2∗

(1+) ((b)−(0))
[
1+2l∗]

]
. Thus

C(V ) � C((conv{0})∪ (V )) = C( (V )) � ∗C(V ),

which leads to the conclusion that C(V ) = 0. Therefore, by applying Theorem 1,
there exists a fixed point v of the mapping  in Br , which serves as a solution to the
fractional problem (1). �

4. Application

In this section, we consider Y = L2([0, ],R) and A is an operator defined by
Av = v” with the domain

D(A) = {y ∈ Y : v” ∈ Y, v() = v(0) = 0}.
It is widely recognized that A is the bounded linear operator of {T (t), t � 0} , a com-
pact semigroup on Y with ‖T (t)‖ � e−t for every t � 0. Let’s consider a nonlocal
differential problem given below⎧⎪⎪⎨⎪⎪⎩

CD,
0+ v(t,w) =  2

w2 v(t,w)+
∫ t

0
(t,s,v(s,w))ds+P (t,v(t,w))+ c(t,w),

v(0,w)+
n


j=1

c ju(t j,w) = v0(w), w ∈ [0, ].
(5)

with 0= t0 < t1 � t2 . . . .. � tn � b are fixed real numbers, v0 ∈Y , P ∈C ([a,b]×R,R) .
To represent the problem (5) in the abstract form problem (1), we suppose that
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(i) f : [0,b]×Y → Y defined by f (t,v)(w) =
∫ t

0
(t,s,v(s,w))ds+P (t,v(t,w),)

for t ∈ [0,b] and w ∈ [0, ] .

(ii) The function  : C ([0,b],Y ) → Y is continuous and defined by (v)(w) =

v0(w)−
n


j=1

c ju(t j,w) , t ∈ [0,b] , w∈ [0, ] , where v(t)(w) = v(t,w) , for all t � 0

and w ∈ [0, ] .

Now, we say that v ∈ C (Y ) is a mild solution of the problem (5) if v(.) is a mild
solution of the associated abstract problem (1).
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