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Abstract. Approximation theory has been an established field of mathematics in the past cen-
tury. Analysis of signals or time functions is of great importance, because it conveys informa-
tion or attributes of some phenomenon. The engineers and scientists use properties of Fourier
approximation for designing digital filters. In the present paper, an attempt is made to deter-
mine a theorem on the degree of approximation of a function f̃ , conjugate to a 2π -periodic
signal belonging to the generalized weighted Lipschitz W ′(Lr,ξ (t)) , (r � 1) -class by product
(N, pn)(E,q) summability, which in turn generalizes the results of Mishra et al. [17]. In support
of our theorem, we illustrated examples and deduced some corollaries from our main result of
this paper.

1. Introduction

It is known that if f ∈ Lr (r > 1) then the Fourier series of signal f converges in
Lr -norm. Govil [3], Mohapatra and Chandra [19] study on the summability of a class
of the derived conjugate series of a Fourier series and degree of approximation of func-
tions in the Hölder metric respectively. Many authors, e.g., Khan ([6]–[9]), Mittal et al.
([10]–[12]), Mishra and Mishra [13], Mishra et al. ([14]–[17]) and Mishra et al. [18]
studied the degree of approximation of a function belonging to various classes using
different types of summability matrices. Recently, Canak and Erdem [2] studied very
interesting results on Tauberian theorems for A(C,α) summability method. Recently,
Mursaleen and Mohiuddine [20] discussed convergence methods for double sequences
and its applications in various fields. Mishra et al. [17] have defined (N, pn)(E,q)
summability means and determined the degree of approximation of a functions be-
longing to Lip(ξ (t),r) class using (N, pn)(E,q) product summability method. In this
paper, we continue the work in the same direction and extend the result of Mishra et al.
[17] to obtain a theorem on the degree of approximation of a function f̃ , conjugate to
a 2π -periodic signal f ∈W ′(Lr,ξ (t)) , (r � 1)-class by matrix (N, pn)(E,q) operator.
More precisely, we prove a theorem in this paper which provide sharper estimates than
those which were obtained in [17], while in a different setting
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2. Definitions and notations

Let ∑∞
n=0 un be a given infinite series with sequence of its nth partial sums {sn} .

Let {pn} be a non-negative generating sequence of constants, real or complex, and let
us write

Pn =
n

∑
k=0

pk �= 0 ∀ n � 0, p−1 = 0 = P−1 and Pn → ∞ as n → ∞.

An infinite matrix is called regular if it maps every bounded convergent sequence into
a convergent sequence with the same limit.

The conditions for regularity of Nörlund summability are easily seen to be

(1) lim
n→∞

pk

Pn
→ 0, ∀k and

(2)
n

∑
k=0

|pk| = O(Pn).

The sequence-to-sequence transformation

tNn =
n

∑
k=0

pn−ksk

Pn
(1)

defines the sequence {tNn } of Nörlund means of the sequence {sn} , generated by the
sequence of coefficients {pn} . The series ∑∞

n=0 un is said to be (N, pn) summable to
the sum s if limn→∞ tNn exists and is equal to s .

In the special case in which

pn =
(

n+ α −1
α −1

)
=

Γ(n+ α)
Γ(n+1)Γ(α)

; (α > 0).

The Nörlund summability Np reduces to the familiar (C,α) summability.
An infinite series ∑∞

n=0 un is said to be (C,1) summable to s if

(C,1) =
1

n+1

n

∑
k=0

sk → s, as n → ∞,

The (E, q) transform is defined as the nth partial sum of (E,q) , q > 0 summability and
we denote it by Eq

n . If

Eq
n =

1
(q+1)n

n

∑
k=0

(
n
k

)
qn−ksk → s, as n → ∞, (2)

then the infinite series ∑∞
n=0 un is summable (E,q) to a definite number s Hardy [5].

The (N, pn) transform of the (E,q) transform defines (N, pn)(E,q) product transform
and denotes it by tNE

n . Thus if

tNE
n =

1
Pn

n

∑
k=0

pn−k

(1+q)k

k

∑
ν=0

(
k
ν

)
qk−νsν → s, as n → ∞, (3)
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then the infinite series ∑∞
n=0 un is said to be summable (N, pn)(E,q) to the sum s .

sn → s ⇒ (E,q)(sn) = Eq
n =

1
(1+q)n

n

∑
k=0

(
n
k

)
qn−ksk → s, as n → ∞,

(E,q)method is regular,

⇒ ((N, pn)(E,q)(sn)) = tNE
n → s, as n → ∞, (N, pn) method is regular

⇒ (N, pn)(E,q) method is regular.

A signal f ∈ Lipα , if

f (x+ t)− f (x) = O(|tα |) f or 0 < α � 1, t > 0

and f ∈ Lip(α,r), f or 0 � x � 2π [6], if(∫ 2π

0
| f (x+ t)− f (x)|rdx

) 1
r

= O

(
|t|α

)
, 0 < α � 1, r � 1, t > 0.

Given a positive increasing function ξ (t), f ∈ Lip(ξ (t),r) if(∫ 2π

0
| f (x+ t)− f (x)|rdx

) 1
r

= O

(
ξ (t)

)
, r � 1, t > 0. (4)

A signal f ∈W (Lr,ξ (t))-class(∫ 2π

0
| f (x+ t)− f (x)|r sinβ r (x)dx

) 1
r

= O

(
ξ (t)

)
, β � 0, r � t > 0.

A signal f ∈W ′(Lr,(ξ (t)))-class ([8]–[9]), if(∫ 2π

0
| f (x+ t)− f (x)|r sinβ r

(
x/2

)
dx

) 1
r

= O

(
ξ (t)

)
, β � 0, r � t > 0. (5)

where ξ (t) is positive increasing function of t . If β = 0, then the generalized weighted
Lipschitz W ′(Lr,(ξ (t))) , (r � 1)-class reduces to the class Lip(ξ (t),r) , if ξ (t) = tα ,
(0 � α � 1) then Lip(ξ (t),r) class coincides with the class Lip(α,r) and if r → ∞
then Lip(α,r) reduces to the class Lipα .

Suppose that ω(δ ; f ) , ωr(δ ; f ) , ω2
r (δ ; f ) denote, respectively, stand for the mod-

ulus of continuity, integral modulus of continuity and integral modulus of smoothness
which are non-negative and non-decreasing (see [[22], pp. 42 and 45]). In the case
0 < α � 1 and ω(δ ; f ) = O(δ α) , we write f ∈ Lipα and if ωr(δ ; f ) = O(δ α ) we
write f ∈ Lip(α,r) . Also if either

ωr(δ ; f ) = O(δ ) or ω(δ ; f ) = O(δ ), as δ → 0,

holds then the function f turns out to be constant. Further, the class Lip(α,r) with
r = ∞ will be taken as f ∈ Lipα

ω(δ ) = ω(δ ; f ) = sup
0�h�δ

‖ f (x+h)− f (x)‖c
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is called modulus of continuity.

ωp(δ ) = ωp(δ ; f ) = sup
0�h�δ

‖ f (x+h)− f (x)‖p

is called the integral modulus of continuity.

ω(2)
p (δ ) = ω(2)

p (δ ; f ) = sup
0�h�δ

‖ f (x+h)+ f (x−h)−2 f (x)‖p

is called the integral modulus of smoothness.
The Lr -norm of a function f : R → R is defined by

‖ f‖r =
(∫ 2π

0

1
2π

| f (x)|rdx

) 1
r

, (1 � r < ∞). (6)

‖ f‖r =
(∫ 2π

0
| f (x)|rdx

)
, (0 < r < 1).

Throughout the paper, f ∈ Lr(r � 1) is taken to be non-constant so that (see [22], p.
45)

n−1 = O(1)wp(n−1; f ), as n → ∞.

For the convenience in the working, we also write ‖ f (x)‖r for ‖ f‖r (1 � r � ∞) .
Let f be a real valued and measurable function defined on [a,b] . If

| f (x)| � M a.e. on [a,b]

then f is said to be essential bounded on [a,b] and M is an essential bound of it. The
essential supremum of f on [a,b] is defined by

esssup| f (x)| = in f{M : | f (x)| � M a.e. on [a,b]}.
If f doest not have any essential bound, then its essential supremum is defined to be
∞ . Let us denote by L∞[a,b] the class of all those (Lebesgue) measurable functions
defined on [a,b] which are essentially bounded on [a,b] , i.e.,

L∞[a,b] = { f : [a,b] → R : esssup| f | < ∞}.
It is easy to verify that L∞[a,b] is a linear space over R . L∞ -norm of a function
f : R → R is defined by ‖ f‖∞ = ‖ f‖c = sup{| f (x)| : x ∈ R} . The space Lr[0,2π ] with
r = ∞ includes the space C2π of all 2π -periodic continuous functions over [0,2π ] ,
where C2π denote the Banach space of all 2π -periodic continuous functions defined
on [0,2π ] . The Lipschitz condition is given by

sup
0�h�δ

‖ f (x+h)− f (x)‖c

|δ |β � K (+ve constant) when p = ∞

sup
0�h�δ

‖ f (x+h)− f (x)‖p

|δ |β � K (+ve constant) when 0 < p < ∞.
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A signal (function) f is approximated by trigonometric polynomials tn of order n and
the degree of approximation En( f ) is given by Zygmund [22] as follows:

En( f ) = min
n

‖ f (x)− tn( f ;x)‖r (7)

in terms of n , where tn( f ;x) is a trigonometric polynomial of degree n . This method
of approximation is called Trigonometric Fourier Approximation (TFA) [12].

The degree of approximation of a function f : R → R by a trigonometric polyno-
mial tn of order n under sup norm ‖‖∞ is defined by

‖tn− f‖∞ = sup{|tn(x)− f (x)| : x ∈ R}.
Representation of a function over a certain interval by a linear combination of mutually
orthogonal functions is called Fourier series representation. Let f (x) be a 2π -periodic
function and Lebesgue integrable. The Fourier series of f (x) is given by

f (x) ∼
a0

2
+

∞

∑
n=1

(an cos nx+bn sin nx) ≡
∞

∑
n=0

An(x), (8)

with nth partial sums sn( f ;x) .
The conjugate series of Fourier series (8) is given by

∞

∑
n=1

(an sin nx−bncos nx−) ≡
∞

∑
n=1

Bn(x). (9)

We note that tNn and tNE
n are also trigonometric polynomials of degree (or order) n .

Particular Cases:
(1) (N, pn)(E,q) means reduces to (N,1/(n+1))(E,q) means if pn = 1/(n+1) .
(2) (N, pn)(E,q) means reduces to (N,1/(n+1))(E,1) means if pn = 1/(n+1)

and qn = 1 ∀ n .
(3) (N, pn)(E,q) means reduces to (N, pn)(E,1) means if qn = 1 ∀ n .
(4) (N, pn)(E,q) means reduces to (C,δ )(E,q) means if pn =

(n+δ−1
δ−1

)
δ > 0.

(5) (N, pn)(E,q) means reduces to (C,δ )(E,1) means if pn =
(n+δ−1

δ−1

)
δ > 0

and qn = 1 ∀ n .
(6) (N, pn)(E,q) means reduces to (C,1)(E,1) means if pn = 1 and qn = 1 ∀ n .
We use the following notations throughout this paper:

ψ(t) = f (x+ t)− f (x− t),

G̃n(t) =
1

2πPn

⎡⎢⎢⎣ n

∑
k=0

pn−k

(1+q)k

k

∑
v=0

(
k
v

)
qk−v

cos

(
v+1/2

)
t

sin

(
t/2

)
⎤⎥⎥⎦ .

We note that the series, conjugate to a Fourier series, is not necessarily a Fourier series
[1]. Hence a separate study of conjugate series is desirable and attracted the attention
of researchers.
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3. Known result

Approximation by trigonometric polynomials is at the heart of approximation the-
ory. The most important trigonometric polynomials used in the approximation theory
are obtained by linear summation methods of Fourier series of 2π - periodic signal
(functions) on the real line (i.e. Euler means, Nörlund means and Product Nörlund-
Euler means etc.). Much of the advance in the theory of trigonometric approximation
is due to the periodicity of the functions. Very recently, Mishra et al. [17] have proved
the following theorem:

THEOREM 3.1. If f̃ (x) is conjugate to a 2π -periodic function f belonging to
Lip(ξ (t),r)-class, then the degree of approximation by (N, pn)(E,q) product summa-
bility means of conjugate series of Fourier series is given by

‖t̃NE
n − f̃‖r = O

(
(n+1)1/rξ (1/(n+1))

)
, (10)

provided ξ (t) satisfies the following conditions:(∫ π/(n+1)

0

(
t|ψ(t)|

ξ (t)

)r

dt

) 1
r

= O((n+1)−1), (11)

and (∫ π

π/(n+1)

(
t−δ |ψ(t)|

ξ (t)

)r

dt

) 1
r

= O((n+1)δ), (12)

where δ is an arbitrary number such that s(1− δ )− 1 > 0 , r−1 + s−1 = 1 f or 1 �
r � ∞ , conditions (11) and (12) hold uniformly in x and t̃NE

n is ˜(N, pn)(E,q) means of
the series (9).

4. Main Theorem

The theory of approximation is a very extensive field and the study of theory of
trigonometric approximation is of great mathematical interest and of great practical im-
portance. It is well known that the theory of approximations i.e., TFA, which originated
from a well-known theorem of Weierstrass, has become an exciting interdisciplinary
field of study for the last 130 years. These approximations have assumed important
new dimensions due to their wide applications in signal analysis in general and in Dig-
ital Signal Processing in particular, in view of the classical Shannon sampling theorem
[14]. Broadly speaking, signals are treated as functions of one variable and images are
represented by functions of two variables. Analysis of signals or time functions is of
great importance, because it conveys information or attributes of some phenomenon.
The engineers and scientists use properties of Fourier approximation for designing dig-
ital filters. Especially, Psarakis and Moustakides [21] presented a new L2 based method
for designing the Finite Impulse Response (FIR) digital filters and get corresponding
optimum approximations having improved performance. In 2007 and 2012, one of the
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authors of present paper obtained a number of order estimates including those of “Jack-
son order” ([11], [13]). This has motivated us to proceed to obtain a general result and
deduce from it some other order-estimates of Jackson order, as the degree of approxi-
mation of signal f by (N, pn)(E,q) in Lr -norm. But till now, nothing seems to have
been done so far to obtain the degree of approximation of conjugate of a function us-
ing Nörlund-Euler (N, pn)(E,q) product summability method of its conjugate series of
Fourier series on the generalized weighted Lipschitz W

′
(Lr,ξ (t)) (r � 1)-class with a

proper (new) set of conditions.
In the present paper, we extend the result of Mishra et al. [17] on the generalized

weighted Lipschitz W
′
(Lr,ξ (t)) (r � 1)-class. The main theorem in this direction as

follows:

THEOREM 4.1. If f̃ (x) is conjugate to a 2π -periodic function f ∈W
′
(Lr,ξ (t))

(r � 1)-class, then its degree of approximation by matrix (N, pn)(E,q) operator of
conjugate series of its Fourier series is given by

‖t̃NE
n ( f )− f̃ (x)‖r = O

{
(n+1)

1
r +β

}
ξ
(

1
n+1

)
, (13)

provided ξ (t) satisfies the following conditions:

ξ (t)
t

is non-increasing in ′t ′, (14)

(∫ π
n+1

0

( |ψ(t)|
ξ (t)

)r

sinβ r(t/2)dt

)1/r

= O(1), (15)

(∫ π

π
n+1

(
t−δ |ψ(t)|

ξ (t)

)r

dt

)1/r

= O((n+1)δ), (16)

where δ is an arbitrary number such that s(β − δ )− 1 > 0 , 1
r + 1

s = 1 , 1 � r � ∞,

conditions (15) and (16) hold uniformly in x and t̃NE
n is ˜(N, pn)(E,q) means of the

series (9) and the conjugate function f̃ (x) is defined for almost every x by

f̃ (x) = − 1
2π

∫ π

0
ψ(t)cos(t/2)dt = lim

h→0

(
− 1

2π

∫ π

h
ψ(t)cos(t/2)dt

)
. (17)

NOTE 4.2. ξ
(

π
n+1

)
� πξ

(
1

n+1

)
, for

(
π

n+1

)
�

(
1

n+1

)
.

NOTE 4.3. The product transform (N, pn)(E,q) plays an important role in sig-
nal theory as a double digital filter and theory of machines in mechanical engineering
([14],[17]).
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5. Lemmas

In order to prove our Main Theorem, the following lemmas are required.

LEMMA 5.1. [17] |G̃n(t)| = O

[
1
t

]
for 0 < t � π

n+1 .

LEMMA 5.2. [17] |G̃n(t)| = O

[
1
t

]
for 0 < t � π and n.

6. Proof of Theorem

Let s̃n(x) denotes the partial sum of series (9), we have

s̃n(x)− f̃ (x) =
1
2π

∫ π

0
ψ(t)

cos

(
n+1/2

)
t

sin

(
t/2

) dt.

Therefore, using (2) the (E,q) transform Eq
n of s̃n is given by

Ẽq
n − f̃ (x) =

1
2π(1+q)n

∫ π

0

ψ(t)

sin

(
t/2

){ n

∑
k=0

(
n
k

)
qn−kcos

(
k+1/2

)
t

}
dt.

Now denoting ˜(N, pn)(E,q) transform of s̃n as t̃NE
n , we write

t̃NE
n − f̃ (x) =

1
2πPn

n

∑
k=0

[
pn−k

(1+q)k

∫ π

0

ψ(t)

sin

(
t/2

){ k

∑
ν=0

(
k
ν

)
qk−νcos

(
ν +1/2

)
t

}
dt

]

=
∫ π

0
ψ(t)G̃n(t)dt

=
[∫ π/(n+1)

0
+

∫ π

π(n+1)

]
ψ(t)G̃n(t)dt

= I1 + I2,(say). (18)

We consider,

|I1| �
∫ π/(n+1)

0
|ψ(t)|

∣∣∣∣G̃n(t)
∣∣∣∣dt.
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Using Hölder’s inequality, equation (15), (sin t/2)−1 � π/t , for 0 < t � π and Lemma
(5.1), we have

|I1| �
[∫ π/(n+1)

0

( |ψ(t)|
ξ (t)

)r

sinβ r(t/2)dt

]1/r[∫ π/(n+1)

0

(
ξ (t)|G̃n(t)|
sinβ (t/2)

)s

dt

]1/s

= O(1) esssup
0<t�π/(n+1)

[(ξ (t))s]1/s
[∫ π/(n+1)

0
t−(1+β )sdt

]1/s

= O

(
ξ
(

π
n+1

))
esssup

0<t�π/(n+1)

[∫ π/(n+1)

0
t−(1+β )sdt

]1/s

= O

[
ξ
(

1
n+1

)
(n+1)β+1−1/s

]
= O

[
ξ
(

1
n+1

)
(n+1)β+1/r

]
∴ 1

r
+

1
s

= 1, 1 � r � ∞.

Now, we consider,

|I2| �
∫ π

π/(n+1)
|ψ(t)|

∣∣∣∣G̃n(t)
∣∣∣∣dt.

Using Hölder’s inequality, equation (16), (sin t/2)−1 � π/t , for 0 < t � π , |sin t/2|�1
and Lemma (5.2), we have

|I2| �
[∫ π

π/(n+1)

(
t−δ sinβ (t/2)|ψ(t)|

ξ (t)

)r

dt

]1/r[∫ π

π/(n+1)

(
ξ (t)|G̃n(t)|

t−δ sinβ (t/2)

)s

dt

]1/s

�
[∫ π

π/(n+1)

(
t−δ |ψ(t)|

ξ (t)

)r

dt

]1/r[∫ π

π/(n+1)

(
ξ (t)

t1−δ sinβ (t/2)

)s

dt

]1/s

= O((n+1)δ )
[∫ π

π/(n+1)

(
ξ (t)

t1−δ sinβ (t/2)

)s

dt

]1/s

= O((n+1)δ )
[∫ π

π/(n+1)

(
ξ (t)

t−δ+β+1

)s

dt

]1/s

.

Now putting t = 1/y,

|I2| = O

(
(n+1)δ

)[∫ (n+1)/π

1/π

((
ξ (1/y)
yδ−β−1

)s dy
y2

)1/s]
.

Since ξ (t) is a positive increasing function so ξ (1/y)
1/y is also a positive increasing func-

tion and using second mean value theorem for integrals, we have
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|I2| = O

(
(n+1)δ ξ (π/n+1)

π/n+1

)[(∫ (n+1)/π

1/π

dy

y−β s+δ s+2

)1/s
]

= O

(
(n+1)δ+1ξ

(
1

n+1

)){[
y−δ s+β s−1

−δ s+ β s−1

](n+1)/π

1/π

}1/s

= O

(
(n+1)δ+1ξ

(
1

n+1

))
(n+1)−δ−1/s+β

= O

(
ξ
(

1
n+1

)
(n+1)β+1/r

)
∴ 1

r
+

1
s

= 1, 1 � r � ∞. (19)

Combining I1 and I2 yields

|̃tNE
n ( f )− f̃ (x)| = O

{
(n+1)β+1/rξ

(
1

n+1

)}
. (20)

Now, using the Lr -norm of a function, we get

‖t̃NE
n ( f )− f̃ (x)‖r =

{∫ 2π

0
|̃tNE

n ( f )− f̃ (x)|rdx

}1/r

= O

{∫ 2π

0

(
(n+1)β+1/rξ

(
1

n+1

))r

dx

}1/r

= O

{
(n+1)β+1/rξ

(
1

n+1

)(∫ 2π

0
dx

)1/r}
= O

(
(n+1)β+1/rξ

(
1

n+1

))
.

This completes the proof of Theorem 4.1.

7. Applications

Analysis and its applications have been major areas for research in mathematics
and allied fields. The fast growing power of computation also made a significant and
useful impact on these areas leading to computational analysis and emergence of fields
like Bézier-Bernstein methods for computer aided geometric design, constructive and
computational approximation, optimal control, and theory and its applications of func-
tion spaces and wavelets. The theory of approximation is a very extensive field, which
has various applications. The Lp -space in general, L2 and L∞ in particular play an
important role in the theory of signals and filters. From the point of view of the appli-
cations, sharper estimates of infinite matrices [3] are useful to get bounds for the lattice
norms (which occur in solid state physics) of matrix valued functions, and enables to
investigate perturbations of matrix valued functions and compare them. Approximation
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theory has widely influenced such other areas of mathematics as orthogonal polynomi-
als, partial differential equations, harmonic analysis and wavelet analysis. Some mod-
ern applications include computer graphics, signal processing, economic forecasting
and pattern recognition.

The following corollaries can be derived from Theorem 4.1.

COROLLARY 7.1. If β = 0 , then the generalized weighted Lipschitz class
W ′(Lr,ξ (t)) , r � 1 reduces to the class Lip(ξ (t),r) and the degree of approximation
is given by

‖t̃NE
n ( f )− f̃ (x)‖r = O

(
(n+1)1/rξ

(
1

n+1

))
. (21)

This is the result of Mishra et al. [17].

COROLLARY 7.2. If β = 0 , ξ (t) = tα , 0 < α � 1 , then f ∈ Lip(α,r) , α > 1/r ,

‖t̃NE
n ( f )− f̃ (x)‖r = O

(
1

(n+1)α−1/r

)
. (22)

COROLLARY 7.3. If r → ∞ in Corollary 7.2 then f ∈ Lipα (0 < α < 1) , (22)
gives

‖t̃NE
n ( f )− f̃ (x)‖∞ = O

(
1

(n+1)α

)
. (23)

8. Examples

(i) One should pick a sequence that it is summable (E,q) . Then it will be auto-
matically summable (N, p)(E,q) summable for any regular Nörlund matrix (N, p) .

Choose the sequence {sn} defined by s2n = 1, s2n+1 = 2 and choose q > 1/2.
(For the cases in which q � 1/2, one needs to choose a different bounded divergent
sequence.) Then verify that

t2n : =
1

q2n

2n

∑
k=0

(
2n
k

)
qk(1−q)2n−ksk

=
1

q2n

[ 2n

∑
k=0

(
2n
2k

)
q2k(1−q)2n−2k(1)+

n−1

∑
k=0

(
2n

2k+1

)
q2k+1(1−q)2n−(2k+1)(2)

]

=
1

q2n

[ 2n

∑
j=0

(
2n
j

)
q j(1−q)2n− j +(2)

2n−1

∑
j=0

(
2n
j

)
q j(1−q)2n− j

]
=

1
q2n

[
(q+1+q)2n+2(q+1−q)2n−q2n

]
=

1
q2n

[
3−q2n

]
→ 0.
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t2n+1 : =
1

q2n+1

2n+1

∑
k=0

(
2n+1

k

)
qk(1−q)2n+1−ksk

=
1

q2n+1

[ n

∑
k=0

(
2n+1

2k

)
q2k(1−q)2n+1−(2k)(1)+

n

∑
k=0

(
2n+1
2k+1

)
q2k+1(1−q)2n−2k(2)

]

=
1

q2n+1

[ 2n

∑
j=0

(
2n+1

j

)
q j(1−q)2n+2− j +2

n

∑
j=1

(
2n+1

j

)
q j(1−q)2n+1− j

]
=

1
q2n+1

[
(1−q)(q+1+q)2n+1+2(q+1−q)2n+1−2(1−q)2n+1

]
=

1
q2n+1

[
(1−q)+2−2(1−q2n+1)

]
→ 0.

(ii) In the example, first we define Cesàro operator as follows: Let x = (xi) ∈ lp
where 1 < p < ∞ .

Define
(T (x))n =

x1 + x2 + ...+ xn

n
.

We know that T ∈ L (lp) and that in fact, Hardy, Little wood and Polya also show that

‖T‖ � p
p−1

.

Now, we see how the sequence of averages (i.e. σ1
n (x)-means or (C,1) mean) and

product Np summability of partial sums of a Fourier series is better behaved than the
sequence of partial sums sn(x) itself. Let

f (x) =
{−1, −π � x < 0,

1, 0 � x < π ,

with f (x+ 2π) = f (x) for all real x . Since the function is odd. Therefore, we have a
sine series.

bn =
{

0, n even
− 4

nπ , n odd.

Fourier series of f (x) is given by

2
π

∞

∑
n=1

1− (−1)n

n
sin nx, −π � x � π . (24)

Then nth partial sum sn(x) of Fourier series (24) and nth Cesàro sum for δ = 1, i.e.
σ1

n (x) for the series (24) are given by

sn(x) =
4
π

(sin x+(1/3) sin 3x+ ...+(1/n) sin nx), (25)

σ1
n (x) =

2
π

n

∑
k=1

(1− k
n
)
(

1− (−1)k

k

)
sin k x. (26)
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Figure 1: Graph of f (x) (blue), sn(x) (pink), σ1
n (x) (yellow), tNn ( f ;x) (green), n = 5 and 10 .

From Theorem 20 of Hardy’s “Divergent Series”, if a Nörlund method Np has increas-
ing weights pn then it is stronger than (C,1) .

Now, take Np to be the Nörlund matrix generated by pn = n + 1 then Nörlund
means Np is given by

tNn ( f ;x) =
2

(n+1)(n+2)

n

∑
k=0

(n− k+1)sk( f ;x). (27)

In this graph (fig. 1), we observe that σ1
n (x) , tNn ( f ;x) converges to f (x) faster than

sn(x) in the interval [−π ,π ] . We further note that near the points of discontinuities
i.e. −π ,0 and π the graph of s5 and s10 show peaks and move closer the line passing
through points of discontinuity as n increases (Gibbs Phenomenon), but in the graph
of σ1

n (x) , tNn ( f ;x) , n = 5,10 the peaks become flatter. The Gibbs Phenomenon is
an overshoot a peculiarity of the Fourier series and other eigen function series at a
simple discontinuity i.e. the convergence of Fourier series is very slow at the point
of discontinuity. Thus the product summability means of the Fourier series of f (x)
overshoot the Gibbs Phenomenon and show the smoothing effect of the method. Thus
σ1

n (x) , tNn ( f ;x) is the better approximant than sn(x) .

9. Conclusion

Various results pertaining to the degree of approximation of periodic signals (func-
tions) belonging to the generalized weighted Lipschitz W

′
(Lr,ξ (t)) class by several

matrix operators has been reviewed. Further, a proper set of conditions have been
discussed in the Main Theorem 4.1 which is a generalization of Mishra et al. [17]. The-
orem of this paper is an attempt to formulate the problem of approximation of function
f ∈W

′
(Lr,ξ (t)) , (r � 1) through trigonometric polynomials generated by the product

summability (N, pn)(E,q) transform of the conjugate series of its Fourier series for
signal f in a simpler manner. Some interesting application of the matrix (N, pn)(E,q)
operator used in this paper pointed out in Note 4.3. Also, the result of our theorem is
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more general rather than the results of any other previous proved theorems, which will
be enrich the literate of summability analysis of an infinite series. The researchers and
professionals working or intend to work in areas of analysis and its applications will
find this research article to be quite useful.
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