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NONNEGATIVE SOLUTIONS OF DISCRETE SECOND-ORDER
UNDAMPED STURM—LIOUVILLE BOUNDARY VALUE PROBLEMS

JAGAN MOHAN JONNALAGADDA

Abstract. This article considers a second-order undamped difference equation satisfying the
Sturm-Liouville boundary conditions. We apply suitable fixed point theorems to establish suf-
ficient conditions for the existence of nonnegative solutions to the considered problem. We also
provide two examples to illustrate the applicability of established results.

Though there have been many works on the study of nonnegative solutions to the con-
sidered problem, most of the works used the application of the Guo—Krasnoselskii fixed point
theorem. This work’s novelty lies in applying new fixed point theorems that yield multiple fixed
points in conical shells to the considered problem. This work improves some previous results
and reports some new results.

1. Introduction

The mathematical modeling of many problems from economics, computer sci-
ence, control systems, mechanical engineering, biological neural networks, and others
leads to considering initial and boundary value problems for nonlinear difference equa-
tions [2, 4, 9, 10, 11]. In the last decades, many authors have studied such problems
using various methods, such as fixed point theory, fixed point index theory, variational
methods, critical point theory, etc.

In this article, using suitable fixed point theorems, we establish sufficient condi-
tions for the existence of nonnegative solutions to the following discrete second-order
undamped Sturm-Liouville boundary value problem:

(A%) (= 1) =Ay(8) =F(L.¥(8)), CeN], (1)
ay(0) — B (Ay) (0) =0, (T)+6(Ay)(T) =0, (2)

where T € N3; o, B, >0, A, 8 >0 with 2’ + B2 >0, 5 > y; y:NgJrl — R and
f: NT x [0,00) — [0,0) is a continuous function.

Second-order difference equations of the form (1) arise in many real-world prob-
lems such as undamped vibrating string, the motion of a particle under a central force,
diffusion of a gas into a liquid, etc. Researchers have been studying the existence
of nonnegative solutions for discrete boundary value problems of the form (1)-(2)
during the past few decades. However, most authors focused on applying the Guo—
Krasnoselskii fixed point theorem only [7]. Ferhan [13, 14] and Aykut at al. [3] proved
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the existence of positive solutions for (1)—(2) using the properties of differentiable op-
erators along a specific cone in a Banach space and the Guo—Krasnoselskii fixed point
theorem when A =0 and oyT + a.d + By > 0. In their monograph, Agarwal et al. [1]
presented the existence theory of the positive solutions for various classes of boundary
value problems involving second and higher-order difference equations using the Guo—
Krasnoselskii fixed point theorem. Recently, in their brief monograph, Henderson et
al. [8] presented the existence of positive solutions for some classes of second-order
nonlinear finite difference equations and systems of second-order nonlinear finite dif-
ference equations, subject to various multi point boundary conditions using the Guo—
Krasnoselskii fixed point theorem.

There has been an increasing interest in multiple fixed point theorems [12] and
their applications to boundary value problems for differential and finite difference equa-
tions. The applications of these fixed point theorems for (1)—(2) are not yet reported.
Motivated by these facts and [6], in this article, we establish the existence of nonneg-
ative solutions for the boundary value problem (1)—(2) using a few prominent conical
shell fixed point theorems. This work improves some previous results and reports some
new results.

This article is organized as follows. Section 2 constructs the Green’s function
associated with (1)—(2) and estimates its bounds. In Section 3, we establish sufficient
conditions for the existence of nonnegative solutions for (1)—(2). Section 4 presents two
examples to manifest the validity of the results obtained in Section 3.

2. Preliminaries

We use the following preliminaries throughout the article. Denote by N; = {i,i+
1,i+2,...} and N/ = {i,i+1,i+2,...,j} for any real numbers i and j such that
j—ieN.

DEFINITION 1. [5] For y: Ng +1 R, the first-order forward difference of y is
defined by

(M) (&) =y(&+1)~=y(8), CeNG,

and the second-order forward difference of y is defined by
(A%) (©) =y(E+2) =2+ D +y(), CeNg ™.

DEFINITION 2. By a solution to (1)—(2) we mean a function y : Ng 1 R such
that y satisfies both (1) and (2).

3. Green’s function and its properties

In this section, we construct the Green’s function for the linear boundary value
problem

(A%) (E—1)—Ay()=h(§), eN], 3)
ay(0) = B (Ay) (0) =0, v(T)+6(Ay)(T) =0, “4)
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associated with (1)—(2). Here & : NIT — R. Denote by

A= % [)L+2+ \/7L2+4?L}.

Then,

l:%{A-FZ—\/W].

A
Clearly, A > 1. For convenience, we use the following notations:

Ly =a-B(A-1),

L2:a+ﬁ (1—%),
Ly =A"[y+8(A-1)],

= hfre(-3)]

& =ILL3—LiLs,
0(0) =LA  — A5, e NIHL
W(8) = LA™ —L4AS, (e NIFL

Using Lemmas | and 2, we obtain the expression for a general solution of the
nonhomogeneous second-order difference equation (3).

LEMMA 1. A general solution of the homogeneous second-order difference equa-
tion

(A%) (E—1)=Ay(8) =0, CeN, (5)

is given by
V) =CA*+GA™C, (e, (6)

where Cy and Cy are arbitrary constants.

Proof. In order to prove that (6) is a general solution of (5), it is enough to show
that y;(§) =A% and y,({) =A~¢ are two linearly independent solutions of (5) on Ny.
We have

(A1) (C =D =y (+1)=21(8) +y1(E— 1)
=ASHT_2AS 4 ASTT = AC [A—2+%] =Ayi(¢), CeN,

and
(A%2) (C=1)=y2(E+1) = 2y2(8) +32(E — 1)
A 24 b A = n ¢ E - 2+A] =A%), CeN,
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implying that y;(£) = A% and y({) = A~¢ are solutions of (5) on Ny. Further, the
Wronskian of y; and y; is given by

_ | (@) ()
W (y1,y2) () = (Ayll)(C) (Ajz)(C)’

_ »(8) »(£) ’
i€ +1) =y1(8) y2(£+1) = y2(8)

ASHL A8 A1 _ 4 ¢
Ab {A*C*I _A*C} A€ [ACH _AC}

1
——_A#0 N
A 7é ) CE 1

B AS A—¢ ‘

implying that y; ({) = A and y,({) =A~¢ are linearly independent on Ny. The proof
is complete. [l

LEMMA 2. Let h: Ny — R. A general solution of the nonhomogeneous second-
order difference equation

(4%) (= 1) =Ay(5) =h(£), ey, (7
is given by

AL
C—s _ ps—C
w2 (AT A )he), Leto ®)

V() =ClAS +CA™S + @

where Cy and C, are arbitrary constants.

Proof. In view of Lemma 1, it is enough to show that

-1

s=1

(&) =

is a particular solution of (3). For this purpose, we claim that

(AW) (C—1)—Mv(8) =h((), ¢ eN. 9)

To see this, for { € Ny, consider
(A) (=) =v({+1)=20({) +v({—1)

- 7(A2A— ) i (AC“S—AW1)h(s)—2fil1 (A5 =) ()

¢—2
+s=zl<A¢1 —A ‘:“)h(s)]
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(4= 5 )1+ (a2 55 Jm -
—2 < - %) h(§—1) +f212 ( (ACH—S—AS—C—I)

—2(Af ) (A ) ags)

( —%)h(@)—i—(A—%) (A—2+%>h(§—1)

+ 22 (AC—S —AH?) (A —2+%) h(s)

“ (- a)

+ (A—2+%> (A2A_ Y cg <A‘:‘S—AS‘C> h(s)
=h(8)+2Av({),

implying that (9) holds. The proof is complete. [J

A
(A2

A
(A*—1)

In order to find the unique solution to the boundary value problem (3)—(4), we have
to apply the boundary conditions (4) which involve the first-order forward difference of
y. For this purpose, we compute Ay in the following remark.

REMARK 1. Consider (8). Then, for { € Ny,

(Ay) (§) =y(E+1)—y(¢
e (A‘f“ —A‘?) 0 (A—C—l —A—C)

~—

+ (AzA_ 0 rg (AC—S (A—1)+A%¢ (1 —%)) h(s)]
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—CAS(A—1)+CA¢ (% — 1)

+(A2A—_1) [i (AC_S(A—1)+AH: (1—%>)h(s)]~ (10)

s=1
In Lemmas 3, 4 and 5, we construct the Green’s function associated with (3)—(4)

and state its properties.

LEMMA 3. Assume & # 0. The linear boundary value problem (3)—(4) has a
unique solution given in the form

(&) =X 9. 5)h(s), ¢eN™, (11)

where

WO ¢ oS
: {€7s r (12)

s = eEO) - seNT.

Proof. From Lemma 2, a general solution of the second-order difference equation
(3) is given by

-1
D) (A a)n), Cenpt, a3

where C; and C, are arbitrary constants. It follows from Remark 1 that

() (§) = ClAf (A - 1)+ CA~ (% 1)
A é(AC-Y(A—l)JrA“‘¢<1—Al)>h(s)], ¢ eNj4)

JaveEy

s=1

Using ay(0) — B (Ay) (0) =0 in (13)—(14), we obtain
LiCy +L,Cy = 0. (15)

Using yy(T)+ 6 (Ay) (T) =0 in (13)—(14), we obtain

A I , ‘
L3Cy + LyCy = — Y [L3A™° —L4A°]. (16)
A2-1) &=
From (15) and (16), we have
c=1 LA i[L AT — L4A’] (17)
Tea-ngte ’
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and

1 LA & . s
Cz:_g(flzli—l)s:zl[LBA —L4A°]. (18)

Substituting the equalities (17) and (18) in (13), we obtain (12). [

LEMMA 4. Assume oo > B(A—1) and y> 0 (l — }4) Then, the following prop-
erties hold:

1. 0<Li<Lyand 0 <Ly < Ls;
2. E>0;
3. ¢ is a nondecreasing function on Ng +yith ¢(0) >0,
4.y is a nonincreasing function on Nb ™' with w(T +1) >0,
where
L= a—BA-1),

L,=0+f (1—%),

Ly =AT [y+8(A—1)],

1 1
L= lr-o(i-3)]
& =ILL3—LiLs,

0(0) =LA  —LA™S, e NIHL,
W(8) = LA™ —L4AS, (e NIFL

Proof. 1t follows from the hypothesis that 0 < L; and 0 < L. Consider
1
Ly—Li=(a—BA-1))— (a—i—ﬁ (1 _K>)

=ﬁ<1—%)>0,

implying that L; < L, . Now, consider

Lg—L4:AT[y+5<A—1>]—% [V“s(l_%ﬂ

:y(AT—%)+6[AT(A—1)+%(1—%)}
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implying that Ly < Lz. The proof of (1) is complete. To prove (2), consider
E=IrL3—LiLy>L1L3—LL3=0.

The proof of (2) is complete. Clearly, ¢(0) = L, —L; > 0. In order to show that ¢ is a
nondecreasing function on Ng 1 it is enough to show that (A¢) () is nonnegative on
NI For { € NI, we have

(A9) (8)=9(C+1)—9(L)
- (LzA‘?+1 —LlA—‘?—l) - <L2AC —LlA“:>

=LA (A—1)+LA¢ (1 - %) >0,

implying that ¢ is a nondecreasing function on Ng +1. The proof of (3) is complete.

Consider

w(T+1) =LA T AT

= Iy +8(A—1)]-A [Y_S <1 _%ﬂ

—6-n(a-3) >0

In order to show that y is a nonincreasing function on Ng *1 it is enough to show that
(Aw) (&) is nonpositive on N2 For { € NI, we have

(Ay) () = w(E+1)—w(E)
- <L3A’§’l —L4AC+1> - <L3A’§ —L4AC>

= L4 AS(A—1)—L13A"¢ (1 — %) <0,

implying that y is a nonincreasing function on Ng *1. The proof of (4) is com-

plete. 0

LEMMA 5. Assume oo > B(A—1) and y> 0 (l - %) such that & > 0. Then, the
following properties hold:

1. 9(8,5) >0 forall (§,s) € N[ ™' xNT;
G(,5) <Y(s,s) forall (§,s) € NJt' x NT;
G(C,s) =09 (s,s) forall (§,s) € NI x NI, where

2.
3.

Clearly, 0 <o < 1.
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Proof. The proofs of (1) follows from Lemma 4. For s € N ¢ , we have

Y vl _,

G(s,5)  wls) =

Similarly, for s € N, we have

Y(.5) 90 _ (1)
G(s) ~ 00) ~ (1)

Similarly, for s € Nf, we have

Y(Ls) _w(E) _ w(T)
D) wls) ~ (D)

The proof of (3) is complete. [

4. Existence of nonnegative solutions

The existence results for nonnegative solutions to the boundary value problem (1)-
(2) are stated and proven in this section. By Lemma 3, we note that y is a solution of
the summation equation

T
WO =X I(E9)f(sx(s), CeNg™, (19)
s=1
if and only if y is a solution of (1)—(2). Any solution y : Ng 1 5 R of (1)—~(2) can be
viewed as a real (T + 2)-tuple vector. Consider a T -dimensional Banach space
Y= {v: N[ =R | ax(0) = B(&y)(0) = 0, y(T) +8 (&) (T) = 0} C R,

with the norm
[[y[l = max [y(£)],
{eNT

e
and cone R in Y given by

fi={rer [y > 0forg €N and min () > ol }
1

Define the operator & : Y — Y by

T
(6)(8) = X 9(.9)f(s,3(s)), ¢ eNj (20)
s=1
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It’s obvious that y is a fixed point of & if and only if it solves (1)—(2). & is trivially
completely continuous because it is a summation operator on a discrete finite set. In
order to find nonnegative solutions of (1)—(2), we now look for nonnegative fixed points
of &. In this direction, Definition 3 and Theorems 1-3 will be crucial.

DEFINITION 3. [12] Let Y = (Y,]|-||) be a real Banach space and & C Y be a
cone. Let a, b be two numbers with 0 < a < b < e and g be a concave nonnegative
functional on K. We define the following sets

Ra={yeR: |yl <a},
R(g.a,b) ={yec R:a<g(y), [ly| <b}.

Clearly, 8, and £(g,a,b) are bounded, closed, and convex in K.

THEOREM 1. [12] Let ¢ > 0 be a number. Suppose S : K. — R is completely
continuous, and suppose we have a concave nonnegative functional g with g(y) < ||y||
forall y € R, and numbers 0 < a < b < ¢ < oo satisfying the following conditions:

(i) {ye€ R(g,a,b):g(y)>a}l#0 and g(Sy) >a if y € R(g,a,b);
(ii) &y € R if y€ R(g,a,c);
(iii) g(Sy) > a forall y € R(g,a,c) with ||Sy| > b.

Then, & has a fixed point in K(g,a,c).

THEOREM 2. [12] Let ¢ > 0 be a number. Suppose S : K. — R is completely
continuous, and suppose we have a concave nonnegative functional g with g(y) < ||y||
forall y € R, and numbers a and d, with 0 < d < a < ¢ < oo satisfying the following
conditions:

(i) {y€R(g,a,c):8(y) >a}t#0and g(&y) >a if y € R(g,a,c);
(ii) |6yl < d if y € Ry, and either
(iii) ||Sy| —g(&y) < c—a foreachy € R. such that ||Sy|| > c; or
(iv) g(&y) > &||&y| for each y € R such that ||&yl|| > c.

Then, & has minimum two fixed points in K.

THEOREM 3. [12] Let ¢ > 0 be a number. Suppose S : R, — K. is completely
continuous, and suppose we have a concave nonnegative functional g with g(y) < ||y||
forall y € R, and numbers 0 < d < a < b < ¢ < oo, satisfying the following conditions:

(i) {y€ R(g,a,b):g(y) >a}#0and g(&y) >a if y € R(g,a,b);

(ii) |Gyl <difyec Rq;
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(iii) g(Sy) > a forall y € R(g,a,c) with ||&y| > b.

Then, S has minimum three fixed points in fR..
LEMMA 6. G (R) C R.

Proof. Let y € &. Then, by Lemma 5, we have (&y)({) >0 forall { € NT.
Now, consider

T
min (&y)(£) = min [Eg(C,S)f(SJ(S))]

CenNt CeNT |5

T
> [min %(g,s)] fs,y(s))

s=1 QENIT

T
>0 Y 9(s,9)f(s.3(s))
s=1

§=

T
203, lmax (c;s)] (s,¥(s))

s=1 QENIT

> 0 max
CeNT

T
;%(QS)]‘(W(S))}

= o max (6y) () =o &yl

1
Therefore, Gy € K. The proof is complete. [
Denote by

M=) 9(s,s).

T
s=1

Let us define a concave nonnegative functional g : & — [0,00) by

g(y) = miny({), fek
Cent

Clearly, g(v) < ||y|| forall y € &.

THEOREM 4. Suppose there exist numbers 0 < b < g < ¢ < oo satisfying the
following conditions:

c

(C1) {(L.y) < (§,y) EN] x [b,c];

M?
b b
€2 9> 350 G e x|p.2).

Then, (1)—~(2) has a nonnegative solution y in K(g,b,c).
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Proof. We demonstrate that every requirement stated in Theorem 1 is met. It is
evident that & : R, — R is completely continuous. For all y € R(g,b,c), we have
b < g(y) and ||y|| < c. Thatis,

b<y(¢)<e, (EN].
From assumption (C 1), we get

1Syl = pa (Sy)(£)

implying that Sy € K.. Consequently, Theorem 1’s condition (ii) is met. We now
demonstrate that Theorem 1°s condition (i) is true. Let y* = g. Since

b\ b b
V=g(=)==>b and |y ==,
() g( ) and [|y"

we obtain y* € &(g,b,2), and
b
yeR(8b cg(y)>bp #0.
Also, if y € ﬁ(g,b, %) , then

b
b<y(() <o, CeN].

From assumption (C 2), we obtain
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b L .

> M—Gg‘l Lnelg%g(l,s)]
b T

> W Lzzig(s,s)] =b.

This demonstrates that Theorem 1’s condition (i) is met. Lastly, we verify that Theorem
I’s condition (iii) is likewise true. Assume that ||Sy|| > g for every y € R(g,b,c).
Then,
g(&y) = min (&y)({) > o[ &yl| > b.
CeNt

Therefore, Theorem 1’s condition (iii) is met. Thus, (1)—(2) has a nonnegative solution
y in R(g,b,c) according to Theorem 1. [J

THEOREM 5. Suppose there exist numbers 0 < a < b < % < oo satisfying the
following conditions:

(B1) §(8y) < 370 (§) €N] x[0.a];

B2 KE3)> o, Cyentx|n ).

Then, (1)—(2) has minimum two nonnegative solutions y; and y, in R .
o

Proof. We demonstrate that every condition stated in Theorem 2 is met. It is
evident that & : R, — £ is completely continuous. For all y € K,, we have [|y|| < a.
From assumption (B 1), we get

1Syl = gg;l; (Sy)(£)

Consequently, Theorem 2’s condition (ii) is met. We now demonstrate that Theorem 2
holds under condition (i). Let y* = % Since

2b 2b 2b
*) = —_ —_ >b d | = —,
g() g( ) - and [yl = —

o
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we obtain y* € &(g,b,22), and

{y € ﬁ(g,b,%) 1g(y) > b} £ 0.

Also, if y € &(g,b,2), then

2b
b<y(@)< o, CeN.

From assumption (B 2), we obtain

=
Mo s=1 CENIT

T
> LE lmin g(C,s)]

b T
> W S:ziff(s,s) =b.

This demonstrates that Theorem 2’s condition (i) is met. Lastly, we verify that Theorem
2’s condition (iv) is likewise true. Assume that |Sy|| > % and that y € 82 . Then,
o

o b
g(6y) = min (&y)({) = o||&y| > = [|6y|| = =< |ISy]-
Juin (&) 219V1= 1)

Therefore, Theorem 2’s condition (iv) is met. Thus, in K2 , (1)—-(2) has at least two
O
nonnegative solutions, denoted as y; and y,, according to Theorem 2. [

THEOREM 6. Suppose there exist numbers 0 < a < g < ¢ < oo satisfying the
following conditions:

(A1) HCy) <, (L) eNTx[0,d;

(A2) §(¢.y) < (¢,y) €N x[0,a]:

<
a
M7
(A3) 1Zy) > 2o, (L) eN x [b,f} .
Mo (02

Then, (1)—(2) has minimum three nonnegative solutions y1, y» and y3 in K. such that

Iyl <a, g(y2)>b, 3y
[y3ll >a with g(ys3) <b. (22)



DISCRETE SECOND-ORDER BOUNDARY VALUE PROBLEMS 91

Proof. We demonstrate that every condition stated in Theorem 3 is met. We have
|l¥|l < ¢ for every y € R.. From assumption (A 1), we get

16yl = pa (Sy)(£)

Hence, & : R, — 8. is completely continuous. For all y € &, we have ||y|| < a. From
assumption (A 2), we get

16yl = max (6y)(¢)

1

i >>]

Consequently, Theorem 3’s condition (ii) is met. We now demonstrate that Theorem 3
holds under condition (i). Let y* = g. Since

b\ b b
V=g(=)==>b and |y"||=—,
() g( ) and [|y"

we obtain y* € &(g,b, ), and
b
yeR g,b,g 1g(y)>bp £0.
Also, if y € ﬁ(g,b, %) , then

b
<y <2, CeN.
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From assumption (A 3), we obtain

g(6y) = Crggir (S6y)(£)

This demonstrates that Theorem 3’s condition (i) is met. Lastly, we verify that Theorem
3’s condition (iii) is likewise true. Assume that ||Sy| > g for every y € R(g,b,c).
Then,

g(&y) = min (6)(¢) = of|&y|| > b.

Therefore, Theorem 3’s condition (iii) is met. Thus, according to Theorem 3, there are
at least three nonnegative solutions to (1)—(2) in K., such that (21) and (22) hold. These
solutions are yi, y2,and y3. [

REMARK 2. Since o, 8, y=>0, § >0 with &>+ 2 >0 and § > 7, it follows

from the boundary conditions (2) that we have y(0) > 0 and y(T + 1) > 0 for each
y € K. If we remove the restriction § > 7y, then y(7 + 1) need not be nonnegative.

5. Applications

APPLICATION 1. (Dirichlet conditions) Consider (1)—(2) with A = %, T =4,
a=y=06=1,B=0and
L+ in& {eN}, 0<EL L
120 o0 bUS5SS 3y
37 1 1 1 1
)= —+150( & — — iné, Nt —<E<—,
e =mern ot (é 35)“1“5 ceNi pIsesgy
1 80 . s 1
2 % — < E <360.
120+63+sm§7 ¢ eNj, 27\§\36O
Clearly, T € N3; a, B, y>0, 4, § >0 with &> +B2>0, 6 >y; u: N; = R

and f: N} x [0,00) — [0,c0) is a continuous function. We obtain A =2, L; =L, =1,

Ly=32,Ly= 5, & =137,

9()=2°-27°, (eN,
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and
() =2"°%-2, (eN}.
The Green’s function of (3)—(4) is

a [@-27) (25—4 - 24—5) . sent,

g(gvg):—
3069 _ o s
(26-27¢) (2 -27%), sent
Then,
¢(1) (4)} 8
O=ming —=, ——= > = —,
{¢( ) w()) 85
and , .
_ _ 64 i_ 25—5 _ ~5-2s _@
M_S;éf(s,s)_—gows=1 [32+32 2 2 =30

Ifwechoosea:% b:% andc:360,then0<a<%<c<ooand

3069

[oN

AD f(&y) < SR (¢,y) € N} x [0,360];
341 4 1]
(A2) €) < poggge () enix [o.c];
5797 . [1 8
(A 3) f(:»y) > m7 (CJ’) e Nj x [ﬁ’ﬁ} .

Then, by Theorem 6, (1)—(2) has minimum three nonnegative solutions y;, y, and y3
in K360 such that

1
g(y2) > (23)

1
<3z
Il =

35

1
llysll > 5 with g (y3) < (24)

27

APPLICATION 2. (Right focal conditions) Consider (1)-(2) with A = %, T=4,
a=y=06=1,B=0and

1 . 1
I <eE< —
120+Sln§ CENM O\é\ 35a

19 1 l 1 1
G) = ==+ 150 (& - — in&, N = <E<—,
1 80 . 1
m+@+sm’g’ CENI, ﬁ g 360.

Clearly, T € N3; o, B, y>0, 2, 6§ >0 with 02 +82>0, 6> y; u:NJ >R

and f: N} x [0,00) — [0, )1sacont1nuous function. We obtain A =2, L; = L2 =1,
1 g _ 513

Ls = 16, L4———2 £=30,

9()=2°-27°, (eN,
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and
() =242, CeN.

The Green’s function of (3)—(4) is

o [@-2) (24—C +2¢—5) , seNS

g(gvg):—
1539 0Y (ot s
(26 -27¢) (2> +27%), sent
Then,
(1) (4)} 24
O=ming —=~ L4 =_——
{¢(4) w(l) ) 255
and
M—i%( )——64 S 16—i+22“‘*5—24*2“‘ _lod
I AR T | R T 57

Ifwechoosea:%,b:% andc:360,then0<a<§<c<ooand

5130

A1) §(Ey) <= (§y) €NEx [0,360);

57 . 17
(A2 G0 < 55 Enentxfo]:

1615 1 255
A3 — I\ —, —.

(A3 1E)> (o € eNix |5, 25
Then, by Theorem 6, (1)—(2) has minimum three nonnegative solutions y;, y» and y3
in K360 such that

1
Ivill < 220 &(n2) > =5, (25)
35

1 .
llysll > 5 with g (y3) < ==. (26)

6. Conclusion

In this article, we considered a second-order undamped difference equation satis-
fying the Sturm-Liouville boundary conditions, and applied suitable fixed point theo-
rems to establish sufficient conditions for the existence of nonnegative solutions. We
also provided two examples to illustrate the applicability of established results. This
work improves some previous results and reports some new results.
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