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Abstract. Asymptotic expansion of the arithmetic-geometric mean is obtained and it is used to analyze inequalities and relations between arithmetic-geometric mean and other classical means.

1. Introduction

Arithmetic-geometric mean is an example of interesting mean obtained by limiting process in the following way. Let \( s \) and \( t \) be positive numbers. Define \( a_0 = s \), \( g_0 = t \) and

\[
\begin{align*}
  a_{k+1} &= \frac{a_k + g_k}{2}, \\
  g_{k+1} &= \sqrt{a_k g_k}, \\
  &k \geq 0.
\end{align*}
\]

Then both sequences converge to the same limit \( D(s, t) \) which is called arithmetic-geometric mean. We shall use the letter \( D \) for this mean. It lies somewhere between \( A \) and \( G \), but, as we shall see, closer to the geometric mean.

The \( D \)-mean has a known integral representation in terms of the elliptic integral. Namely, the complete elliptic integral of the first kind is defined as

\[
K(s, t) = \int_0^{\pi/2} \frac{1}{\sqrt{s^2 \cos^2 \theta + t^2 \sin^2 \theta}} d\theta
\]

and it is proved in [2] that

\[
D(s, t) = \frac{\pi}{2K(s, t)}.
\]

For more information about this connection, please refer to [2] and references therein.

It is proved that \( D \)-mean lies between logarithmic and identric mean (see e.g. [3, 15, 20]):

\[
L(s, t) \leq D(s, t) \leq I(s, t)
\]
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where

\[ L(s, t) = \frac{t - s}{\log t - \log s}, \quad (1.5) \]

\[ I(s, t) = \exp \left( \frac{t \log t - s \log s}{t - s} - 1 \right). \quad (1.6) \]

F. Qi and A. Sofo used connection with elliptic integral to establish some properties of \( D \)-mean. The main result in [19] is the comparison of this mean and logarithmic mean

**Theorem 1.1.** The best choice of the constant \( a \) and \( b \) such that inequality

\[ aL(s, t) < D(s, t) < bL(s, t) \quad (1.7) \]

is satisfied for all \( s, t > 0 \), \( s \neq t \) is \( a = 1 \) and \( b = \pi/2 \).

In this paper we shall use the new technique of asymptotic expansions to establish various relations between arithmetic-geometric mean and other elementary means. The technique of deriving asymptotic expansion of mean is developed in recent papers [12, 13, 16, 17, 18] and it is successfully used in the comparison of classical means. See cited papers for details.

Namely, the asymptotic expansion of the mean \( M(s, t) \) is representation of this mean in the form

\[ M(x + s, x + t) = x \sum_{n=0}^{\infty} c_n(s, t)x^{-n}, \quad x \to \infty. \quad (1.8) \]

Here, \( c_n(s, t) \) are homogeneous polynomials of the degree \( n \) in variables \( s \) and \( t \). It is shown that simpler form of these coefficients is obtained under substitution

\[ t = \alpha + \beta, \quad s = \alpha - \beta. \quad (1.9) \]

Therefore, in the rest of the paper we shall use representations of means through variables \( \alpha \) and \( \beta \).

Obviously, expansion of the arithmetic mean in this variables is

\[ A(x + s, x + t) = x + \alpha \]

and it has only these two terms. Note that for all classical means it holds \( c_0 = 1 \) and \( c_1 = \alpha \). For an example, asymptotic expansion of the geometric mean is derived in [17] and it reads as

\[ G(x + s, x + t) \sim x + \alpha - \frac{1}{2} \beta^2 x^{-1} + \frac{1}{2} \alpha \beta^2 x^{-2} - \frac{1}{8} \beta^2 (4\alpha^2 + \beta^2) x^{-3} + \ldots \]

In the next chapter, using same technique, we will derive coefficients in asymptotic expansion of the arithmetic-geometric mean. These coefficients will be used in the third
section where we give necessary conditions for various inequalities between $D$ mean and other classical means.

We shall need the following fundamental lemma for the transformation of the asymptotic series. The proof is easy, see e.g. [17].

**Lemma 1.2.** Let function $f(x)$ have asymptotic expansion $(a_0 = 1)$

$$f(x) \sim \sum_{n=0}^{\infty} a_n x^{-n}, \quad x \to \infty.$$ 

Then for all real $p$ it holds

$$[f(x)]^p \sim \sum_{n=0}^{\infty} c_n(p) x^{-n},$$

where $c_0 = 1$ and

$$c_n = \frac{1}{n} \sum_{k=1}^{n} [k(1+p) - n] a_k c_{n-k}. \quad (1.10)$$

In particular, for $p = -1$, the coefficients of the reciprocal value of an asymptotic series are given by:

$$c_n = -\sum_{k=1}^{n} a_k c_{n-k}. \quad (1.11)$$

We shall also need the following standard result:

**Lemma 1.3.** Let $f(x)$ and $g(x)$ have asymptotic expansions $(a_0 = b_0 = 1)$:

$$f(x) \sim \sum_{n=0}^{\infty} a_n x^{-n}, \quad g(x) \sim \sum_{n=0}^{\infty} b_n x^{-n}.$$ 

Then their product $f(x)g(x)$ and quotient $f(x)/g(x)$ have asymptotic expansions

$$f(x)g(x) \sim \sum_{n=0}^{\infty} c_n x^{-n}, \quad \frac{f(x)}{g(x)} \sim \sum_{n=0}^{\infty} d_n x^{-n},$$

where $c_0 = d_0 = 1$ and

$$c_n = \sum_{k=0}^{n} a_k b_{n-k}, \quad d_n = a_n - \sum_{k=1}^{n} b_k d_{n-k}. \quad (1.12)$$
2. Asymptotic expansion of arithmetic-geometric mean

Since the arithmetic-geometric mean is defined as a result of the limiting process, we shall follow this process in calculating its expansion into asymptotic series. The idea is as follows.

We will consider the sequence \((a_n)\) as limiting sequence, which converges above to the limit \(D(s,t)\). Let us denote \(A_n(s,t)\) for the value of \(n\)-th iteration. Similarly, let \(G_n(s,t)\) is defined through the sequence \((g_n)\). The \(A_n\) and \(G_n\) are also means, since they are obtained as the composition of arithmetic and geometric mean to the previous members of these sequences.

Let
\[
A_n(s,t) = x \sum_{k=0}^{\infty} a_k^{(n)}(s,t)x^{-k},
\]
and
\[
G_n(s,t) = x \sum_{k=0}^{\infty} g_k^{(n)}(s,t)x^{-k},
\]
be asymptotic expansions of the \(n\)-th iteration.

We shall show that functions \(a_k^{(n)}\) and \(g_k^{(n)}\) converge to the same limit \(c_k(t,s)\) when \(n \to \infty\), and it holds
\[
D(s,t) = x \sum_{k=0}^{\infty} c_k(s,t)x^{-k}.
\]

In fact, the following theorem holds true:

**Theorem 2.1.** Let \(n\) be arbitrary natural number. Then we have
\[
a_k^{(n)} = g_k^{(n)}
\]
for all \(k \leq 2n\).

Moreover, for fixed \(k\), the sequence \(a_k^{(n)}\) is stationary sequence which defines the limiting value \(c_k\). Proof of the theorem follows from the next lemma by mathematical induction.

**Lemma 2.2.** Suppose that coefficients \(a_k^{(n)}\) and \(g_k^{(n)}\), for arbitrary \(n \geq 1\) satisfy
\[
a_k^{(n)} = g_k^{(n)}, \quad k = 0, 1, \ldots, K.
\]

Then it holds
\[
a_k^{(j)} = g_k^{(j)} = a_k^{(n)}, \quad j \geq n + 1, k = 0, \ldots, K,
\]
and
\[
a_{K+1}^{(n+1)} = g_{K+1}^{(n+1)}, \quad a_{K+2}^{(n+1)} = g_{K+2}^{(n+1)}.
\]
Therefore, in each following step, at least two new coefficients coincide and remain equal in the future.

**Proof.** Let us first prove (2.5). For the arithmetic series the statement is obvious. Let us examine geometric series.

Denote
\[ A_{n,k} = \sum_{j=0}^{k} a_j^{(n)} x^{-j+1}, \quad AR_{n,k} = \sum_{j=k+1}^{\infty} a_j^{(n)} x^{-j+1}, \]

and similarly for \( G_{n,k}, GR_{n,k} \).

Then
\[ G_{n+1} = \sqrt{A_n G_n} = \sqrt{(A_{n,k} + AR_{n,k})(G_{n,k} + GR_{n,k})}. \]

Since \( A_{n,k} = G_{n,k} \), this can be written as
\[ G_{n+1} = A_{n,k} \left( 1 + \frac{AR_{n,k}}{A_{n,k}} \right) \left( 1 + \frac{GR_{n,k}}{A_{n,k}} \right) \]

and clearly (2.5) follows.

Now, to prove (2.6), let us find the first two coefficients in the expansion of the quotient \( AR_{n,k}/A_{n,k} \). Using Lemma 1.3 (recall that \( a_0 = g_0 = 1 \)), we have
\[ \frac{AR_{n,k}}{A_{n,k}} = a_{k+1}^{(n)} x^{k+1} + \frac{a_{k+2}^{(n)} - a_1^{(n)} a_{k+1}^{(n)}}{x^{k+2}} + \ldots \]

In a same way,
\[ \frac{GR_{n,k}}{A_{n,k}} = g_{k+1}^{(n)} x^{k+1} + \frac{g_{k+2}^{(n)} - a_1^{(n)} g_{k+1}^{(n)}}{x^{k+2}} + \ldots \]

Now, applying binomial formula to (2.7) it follows
\[ G_{n+1} = x \left( 1 + \frac{a_1^{(n)}}{x} + \ldots \right) \left( 1 + \left( \frac{1}{x} \right)^{\frac{1}{k+1}} + \left( \frac{1}{x} \right)^{\frac{1}{k+1}} \frac{a_{k+2}^{(n)} - a_1^{(n)} a_{k+1}^{(n)}}{x^{k+2}} + \ldots \right), \]

and therefore
\[ g_{k+1}^{(n+1)} = a_{k+1}^{(n)} + g_{k+1}^{(n)} = a_{k+1}^{(n+1)}, \]
\[ g_{k+2}^{(n+1)} = a_{k+1}^{(n)} a_{k+2}^{(n)} = a_{k+2}^{(n+1)}. \]

Now we can calculate coefficients \( c_k \) of the asymptotic expansion (2.3). In each iteration, coefficients \( a_k^{(n)} \) are easily obtained, but for calculating \( g_k^{(n)} \) we use Lemma 1.3 and Lemma 1.2 where \( p = \frac{1}{2} \).
Here are the first few coefficients in terms of variables $\alpha$ and $\beta$:

\[
\begin{align*}
c_0 &= 1, \\
c_1 &= \alpha, \\
c_2 &= -\frac{\beta^2}{4}, \\
c_3 &= \frac{\alpha \beta^2}{4}, \\
c_4 &= -\frac{\beta^2}{64}(16\alpha^2 + 5\beta^2), \\
c_5 &= \frac{\alpha \beta^2}{64}(16\alpha^2 + 15\beta^2), \\
c_6 &= -\frac{\beta^2}{256}(64\alpha^4 + 120\alpha^2\beta^2 + 11\beta^4), \\
c_7 &= \frac{\alpha \beta^2}{256}(64\alpha^4 + 200\alpha^2\beta^2 + 55\beta^4).
\end{align*}
\]

3. Asymptotic comparison with classical means

In [13, 18], authors developed techniques for comparison of means through their asymptotic expansions.

**Definition 3.1.** Let $M_1$ and $M_2$ be any two means and

\[
M_1(x+s,x+t) - M_2(x+s,x+t) = c_k(s,t)x^{-k+1} + O(x^{-k}).
\]

If $c_k(s,t) > 0$ for all $s$ and $t$ then we say that mean $M_1$ is asymptotically greater than mean $M_2$ and write

\[ M_1 \succ M_2. \]

Of course, this is equivalent to

\[ M_1 \prec M_2. \]

Following theorem holds true:

**Theorem 3.2.** If $M_1 \geq M_2$, then $M_1 \succ M_2$.

**Proof.** For $x$ large enough, the sign of the difference $M_1(x+s,x+t) - M_2(x+s,x+t)$ is the same as the sign of the first term in its asymptotic expansion. \(\square\)

Therefore, asymptotic inequalities can be considered as a necessary relation between comparable means.

To establish relation of the arithmetic-geometric mean with other classical means, we shall need their asymptotic expansions which can be found in the papers [13, 17, 18].
It is shown in [13] that for the comparison of means, it is sufficient to consider the case $\alpha = 0$. In this case, $c_{2n+1} = 0$ and even coefficients are given in the following table. Letters $N$, $Q$, $A$, $I$, $L$, $G$, and $H$ stand for contraharmonic, quadratic, arithmetic, identric, logarithmic, geometric and harmonic mean, respectively. Coefficients of $D$ mean derived in previous chapter are also put in the table in corresponding place.

<table>
<thead>
<tr>
<th>$M$</th>
<th>$x$</th>
<th>$\beta^2/x$</th>
<th>$\beta^4/x^3$</th>
<th>$\beta^6/x^5$</th>
<th>$\beta^8/x^7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$Q$</td>
<td>1</td>
<td>$\frac{1}{2}$</td>
<td>$-\frac{1}{8}$</td>
<td>$\frac{1}{16}$</td>
<td>$-\frac{5}{128}$</td>
</tr>
<tr>
<td>$A$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$I$</td>
<td>1</td>
<td>$-\frac{1}{8}$</td>
<td>$\frac{13}{384}$</td>
<td>$-\frac{737}{45360}$</td>
<td>$-\frac{50801}{5443200}$</td>
</tr>
<tr>
<td>$D$</td>
<td>1</td>
<td>$-\frac{1}{4}$</td>
<td>$\frac{5}{64}$</td>
<td>$-\frac{11}{2352}$</td>
<td>$-\frac{469}{16384}$</td>
</tr>
<tr>
<td>$L$</td>
<td>1</td>
<td>$-\frac{1}{3}$</td>
<td>$\frac{4}{45}$</td>
<td>$-\frac{44}{945}$</td>
<td>$-\frac{428}{14175}$</td>
</tr>
<tr>
<td>$G$</td>
<td>1</td>
<td>$-\frac{1}{2}$</td>
<td>$-\frac{1}{8}$</td>
<td>$-\frac{1}{16}$</td>
<td>$-\frac{3}{128}$</td>
</tr>
<tr>
<td>$H$</td>
<td>1</td>
<td>$-1$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

According to the table, $D$-mean clearly lies between logarithmic and identric mean, which is proved to be true inequality (1.4). And as we mentioned in the beginning of the paper, in comparison with arithmetic and geometric mean, $D$-mean is somewhere in the middle, but if we observe $c_4$, it is closer to the geometric mean.

We will now consider the asymptotic expansion of the linear combination of three means:

$$M_2 - (1 - \mu)M_1 - \mu M_3 \sim c_m(\mu)x^{-m+1} + c_{m+1}(\mu)x^{-m} + \ldots$$ (3.1)

where $c_j$ equals the corresponding combination of $j$-th coefficients of means $M_i$, that is

$$c_j(\mu) = M_2^{(j)} - (1 - \mu)M_1^{(j)} - \mu M_3^{(j)},$$ (3.2)

and $c_m$ denotes the first coefficient that is not zero function of $\mu$.

Since we deal here with comparable means, we shall assume $M_1 \leq M_2 \leq M_3$. Suppose that mean $M_2$ is greater than convex combination of means $M_1$ and $M_3$

$$M_2(s,t) \geq (1 - \mu)M_1(s,t) + \mu M_3(s,t)$$ (3.3)

for all values of argument $(s,t)$, and let $\mu$ be such that $c_m(\mu) = 0$. Taking smaller $\mu$ will decrease $c_m(\mu)$ to some negative value and the following asymptotic inequality will hold

$$M_2(s,t) < (1 - \mu)M_1(s,t) + \mu M_3(s,t)$$ (3.4)

which along with the Theorem 3.2 contradicts the inequality (3.3). Hence, $\mu$ such that $c_m(\mu) = 0$ is optimal. Analogous conclusion is made for the reverse inequality in (3.3).

In the next table, optimal parameters $\mu$ for the linear combination of the $D$ mean with two other classical means are given.
The signs of the coefficients are chosen in such a way that the whole combination is asymptotically greater than zero. For an example, the third row should be read as

$$\frac{1}{10} H - D + \frac{9}{10} I \sim \frac{73}{1600} \beta^4 x^{-3} + \ldots$$

wherefrom it follows

$$\frac{1}{10} H + \frac{9}{10} I \geq D. \quad (3.5)$$

The sign + in the last column means that this inequality is a true one, i.e.

$$\frac{1}{10} H + \frac{9}{10} I \geq D. \quad (3.6)$$

This can be verified by CAS, we used Mathematica for this purpose. Since D-mean has explicit form through elliptic integral, proving this inequalities in a traditional way with calculus can be very tedious job and there aren’t many known results. Therefore, our method gives numerous new relations with optimal parameters between arithmetic-geometric mean and other classical means.
4. Asymptotic expansion of the elliptic integral

Through connection (1.3) between arithmetic-geometric mean and elliptic integral, we are able to easily derive asymptotic expansion of the elliptic integral of the first kind.

Using asymptotic expansion of the arithmetic-geometric mean (2.3) and applying Lemma 1.2 for \( p = -1 \), we obtain following expansion:

\[
K(s, t) = \int_0^{\pi/2} \frac{d\theta}{\sqrt{s^2 \cos^2 \theta + t^2 \sin^2 \theta}} \sim \frac{\pi}{2} \sum_{k=0}^{\infty} c_k(s, t)x^{-k+1},
\]

where the first few coefficients in terms of variables \( \alpha \) and \( \beta \) are \( c_0 = 1 \) and:

\[
\begin{align*}
    c_1 &= -\alpha \\
    c_2 &= \frac{1}{4}(4\alpha^2 + \beta^2) \\
    c_3 &= -\frac{\alpha}{4}(4\alpha^2 + 3\beta^2) \\
    c_4 &= \frac{1}{64}(64\alpha^4 + 96\alpha^2\beta^2 + 9\beta^4) \\
    c_5 &= -\frac{\alpha}{64}(64\alpha^4 + 160\alpha^2\beta^2 + 45\beta^4) \\
    c_6 &= \frac{1}{256}(256\alpha^6 + 960\alpha^4\beta^2 + 540\alpha^2\beta^4 + 25\beta^6)
\end{align*}
\]

The complete elliptic integral of the first kind is usually defined through one parameter \( 0 \leq m \leq 1 \) in a way:

\[
K(m) = \int_0^{\pi/2} \frac{d\theta}{\sqrt{1 - m \sin^2 \theta}}
\]

and relation with arithmetic-geometric mean is as follows:

\[
K(m) = \frac{\pi/2}{D(1 - \sqrt{m}, 1 + \sqrt{m})}.
\]

Hence, if we apply expansion (4.1) with \( \alpha = 0 \), \( \beta = \sqrt{m} \) and \( x = 1 \), we get:

\[
K(m) = \frac{\pi}{2} \left( 1 + \frac{9}{64}m^2 + \frac{25}{256}m^3 + \frac{1225}{16384}m^4 + \frac{3969}{65536}m^5 + \ldots \right).
\]

This is exactly a known expansion for the complete elliptic integral

\[
K(m) = \frac{\pi}{2} \sum_{k=0}^{\infty} \left[ \frac{(2k-1)!!}{(2k)!!} \right]^2 m^k,
\]

see [1, p. 591] for details.
Therefore, looking vice versa, asymptotic expansion for the arithmetic-geometric mean can be also derived from the known expansion for the elliptic integral, but the iterative process shown in the second section showed interesting convergence and stationary properties of the coefficients in this expansion.
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