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#### Abstract

Let $T$ be a linear bounded operator on a complex Banach space $\mathscr{X}$. In this paper, we introduce a local version of the Ritt resolvent condition $[L R]$ for Banach space operators $T$. We start by showing that this concept is weaker than the classical Ritt condition $[R]$. We prove that, for operators with single-valued extension property (SVEP), estimate $[L R]$ extends, with a larger constant, to some sector $K_{\delta}$. Moreover, by extending some Ritt's theorems to the local case for operators with the SVEP, several characterizations of the local sublinear decay of $T^{n}-T^{n+1}$ have been established.


## 1. Introduction and preliminaries

Let $\mathscr{X}$ be a complex Banach space and let $\|$.$\| be the operator norm induced by$ the vector norm in $\mathscr{X}$, and let $B(\mathscr{X})$ be the algebra of bounded linear operators on $\mathscr{X}$. We denote the spectrum of $T \in B(\mathscr{X})$ by $\sigma(T)$, the identity operator on $\mathscr{X}$ by $I$, and the resolvent of $T$ by $R(T, \lambda)=(\lambda I-T)^{-1}, \lambda \notin \sigma(T)$. Let us recall (see, e.g., $[9,17])$ that an operator $T$ with spectrum in the unit disc is said to satisfy the Ritt resolvent condition with constant $M \geqslant 1$ if

$$
\|R(T, \lambda)\| \leqslant \frac{M}{|\lambda-1|} \text { for all }|\lambda|>1
$$

An operator $T \in B(\mathscr{X})$ is called power bounded, if there exists a constant $M \geqslant 0$ such that

$$
\begin{equation*}
\left\|T^{n}\right\| \leqslant M, \quad \text { for all } n \in \mathbb{N} \tag{1}
\end{equation*}
$$

In the literature, the estimate of the powers of operators under various resolvent conditions has been largely studied [9, 10, 11, 13, 16, 17, 18, 19, 21, 22].

In [21], Ritt proved that for Banach space setting The condition $[R]$ yield $\left\|T^{n}\right\|=$ $O(n)$ as $n \longrightarrow \infty$. In [16], it was shown that if Ritt resolvent condition holds for an operator $T$ acting on a Banach space, then $\left\|T^{n}\right\|=O(\log n)$ as $n \longrightarrow \infty$, and $\left\|T^{n}-T^{n+1}\right\| \rightarrow 0$ as $n \longrightarrow \infty$. These results have been generalized by Pater for operators acting on locally convex spaces [19, Theorem 3]. Another important study was

[^0]made by Moore when he extended the notions of states and of numerical ranges of operators to the case of locally convex spaces [15]. In this work, we introduce the local Ritt resolvent condition and relate it to the local power boundedness and the local decay of $T^{n}-T^{n+1}$. In fact, we prove local versions of some results of [19, 21]. For this we need to introduce some preliminaries on local spectral theory; for more details on this subject, we refer to $[6,14]$.

The local resolvent set $\rho_{T}(x)$ of $T$ at $x \in \mathscr{X}$ is defined as the set of all complex $\lambda \in \mathbb{C}$ for which there exists an analytic $\mathscr{X}$-valued function $w$ on some open neighborhood $U$ of $\lambda$ such that

$$
(\mu I-T) w(\mu)=x \text { for all } \mu \in U
$$

The local spectrum $\sigma_{T}(x)$ of $T$ at $x$ is the complement in $\mathbb{C}$ of $\rho_{T}(x)$. It is well known that the resolvent mapping is unbounded. On the other hand, as observed in [12], the behavior of local resolvent functions may be quite different.

An operator $T \in B(\mathscr{X})$ is said to have the single-valued extension property (hereafter referred to as SVEP) if, for every open set $U \subseteq \mathbb{C}$, the only analytic solution $w: U \rightarrow \mathscr{X}$ of the equation

$$
(\lambda I-T) w(\lambda)=0 \quad(\lambda \in U)
$$

is the constant function $w \equiv 0$.
If $T$ has SVEP, then, for every $x \in \mathscr{X}$, there exists a unique analytic function $\hat{x}_{T}():. \rho_{T}(x) \rightarrow \mathscr{X}$ such that

$$
(\lambda I-T) \hat{x}_{T}(\lambda)=x \text { for all } \lambda \in \rho_{T}(x)
$$

This function is called the local resolvent function of $T$ at $x$ and satisfies

$$
\hat{x}_{T}(\lambda)=(\lambda I-T)^{-1} x \text { for all } \lambda \in \rho(T)
$$

For $T \in B(\mathscr{X})$, the local spectral radius of $T$ at $x$ is defined by

$$
r_{T}(x):=\sup \left\{|\lambda|: \lambda \in \sigma_{T}(x)\right\}
$$

If $T$ has the SVEP, then

$$
r_{T}(x)=\lim \sup _{n \rightarrow \infty}\left\|T^{n} x\right\|^{\frac{1}{n}}
$$

In the following, we use the local functional calculus developed in [2, 24] which extends, in several directions, the holomorphic functional calculus developed by D . Dunford and A. E. Taylor in [8, 23].

Let $T \in B(\mathscr{X})$ have the SVEP and let $x \in X$ such that $\sigma_{T}(x) \subset K$, where $K$ is a compact subset of $\mathbb{C}$. For every holomorphic function $f$ on a neighborhood of $K$, the vector $f[T] x$ is defined, in [4] (see also [2]), by

$$
f[T] x:=\frac{1}{2 \pi i} \int_{\Gamma} f(\mu) \hat{x}_{T}(\mu) d \mu .
$$

For every $\lambda \in \mathbb{C}$, we denote by $f_{\lambda}^{n}$ is the function given by $f_{\lambda}^{n}(\mu)=(\lambda-\mu)^{-n}, n=$ $1,2, \ldots$ If $n=1$, we write simply $f_{\lambda}$ for $f_{\lambda}^{1}$.

In [3], Bermúdez, González and Martinón gave an example which shows that $f[T]$ is not well defined when $T$ does not satisfy the SVEP. Thus, to develop the proofs of the main results, we will assume that the operator $T$ satisfies the SVEP.

Lemma 1. [3] Assume that $T \in B(\mathscr{X})$ has the SVEP and let $x \in \mathscr{X}$. If $\lambda \in$ $\rho_{T}(x)$, then $\hat{x}_{T}(\lambda)=f_{\lambda}[T] x$.

Analyticity of $\hat{x}_{T}($.$) , Cauchy's differentiation formula and the definitions yield the$ following.

Proposition 1. [2] Assume that $T \in B(\mathscr{X})$ has the SVEP and let $x \in \mathscr{X}$. For $\lambda \in \rho_{T}(x)$, we have

$$
\begin{equation*}
\frac{d^{n} \hat{x}_{T}(\lambda)}{d \lambda^{n}}=(-1)^{n} n!f_{\lambda}^{n+1}[T] x \tag{2}
\end{equation*}
$$

## 2. Main results

In this section, we will give local versions of some definitions and we will establish some results relating these notions.

Definition 1. Let $T \in B(\mathscr{X})$ and $x \in \mathscr{X}$ such that $r_{T}(x) \leqslant 1$. We say that $T$ satisfies the local Ritt resolvent condition at $x$ if there exists an analytic function $x_{T}():. \mathbb{C} \backslash \sigma_{T}(x) \rightarrow \mathscr{X}$ such that $(\lambda I-T) x_{T}(\lambda)=x$ and

$$
\left\|x_{T}(\lambda)\right\| \leqslant \frac{M}{|\lambda-1|} \text { for all }|\lambda|>1, \quad[L R]
$$

for some constant $M \geqslant 0$.
This concept is weaker than that of the Ritt condition $[R]$, because the subspace $\left\{x \in \mathscr{X}: r_{T}(x) \leqslant 1\right\}$ does not necessarily coincide with $\mathscr{X}$ or is closed.

Example 1. Let $\mathscr{X}_{1}$ and $\mathscr{X}_{2}$ be two Banach spaces. Let $T \in B\left(\mathscr{X}_{1}\right)$ be an operator satisfying the $[R]$ condition and $S=2 I \in B\left(\mathscr{X}_{2}\right)$. Hence, the operator $L=$ $T \oplus S \in B\left(\mathscr{X}_{1} \oplus \mathscr{X}_{2}\right)$ does not satisfy the $[R]$ condition. Indeed, $\sigma(L)=\sigma(T) \cup \sigma(S) \nsubseteq$ $\overline{\mathbb{D}}(0,1)$. But, for $x \in \mathscr{X}_{1}$, we set $f(\mu)=\left(L_{\mid \mathscr{X}_{1}}-\mu I\right)^{-1} x$ for all $\mu \in \mathbb{C} \backslash \overline{\mathbb{D}}$. Then, we get an analytic function satisfying $(L-\mu I) f(\mu)=x$ for all $\mu \in \mathbb{C} \backslash \overline{\mathbb{D}}$. Moreover, there exists $M>0$ such that

$$
\|f(\mu)\|=\left\|\left(L_{\mid \mathscr{X}_{1}}-\mu I\right)^{-1} x\right\|=\left\|(T-\mu I)^{-1} x\right\| \leqslant \frac{M}{|\mu-1|}, \text { for all } \mu \in \mathbb{C} \backslash \overline{\mathbb{D}}
$$

Example 2. Let $\alpha=\left(\alpha_{k}\right)_{k \in \mathbb{N}}$ be a sequence in $\ell^{\infty}(\mathbb{N})$ such that $\alpha_{k} \in(0,1)$ for all $k \neq 0$, and $\alpha_{k} \nearrow 1$ as $k \rightarrow \infty$, and $\left|\alpha_{0}\right|>1$. Define the operator $T_{\alpha}$ on $\mathscr{X}=\ell^{2}(\mathbb{N})$ by

$$
\begin{aligned}
& T_{\alpha}: \mathscr{X} \longrightarrow \mathscr{X} \\
& \left(x_{k}\right)_{k \in \mathbb{N}} \longmapsto\left(\alpha_{0} x_{0}, \alpha_{1} x_{1}, \alpha_{2} x_{2}, \ldots\right) .
\end{aligned}
$$

Since $\alpha_{0} \in \sigma\left(T_{\alpha}\right)$. Hence $T_{\alpha}$ does not satisfy the $[R]$ condition. On the other hand, we choose $\left(e_{k}\right)_{k \in \mathbb{N}}$ such that $e_{k}$ be the element whose $k$-th entry is 1 , while all others vanish. For $k \neq 0$, we have $T_{\alpha} e_{k}=\alpha_{k} e_{k}$, hence $\sigma_{T_{\alpha}}\left(e_{k}\right)=\left\{\alpha_{k}\right\} \subset \mathbb{D}$. We set

$$
e_{k T_{\alpha}}(\mu)=\sum_{j=0}^{\infty} \frac{\alpha_{k}^{j}}{\mu^{j+1}} e_{k} \text { for all }|\mu|>1
$$

thus $\left(\mu I-T_{\alpha}\right) e_{k T_{\alpha}}(\mu)=e_{k}$ for each $k \neq 0$. Moreover, one can show that

$$
(\mu-1) e_{k T_{\alpha}}(\mu)=e_{k}+\sum_{j=1}^{\infty}\left(\alpha_{k}^{j}-\alpha_{k}^{j-1}\right) \mu^{-j} e_{k}=e_{k}+\left(\alpha_{k}-1\right) \sum_{j=1}^{\infty} \frac{\alpha_{k}^{j}}{\mu^{j+1}} e_{k}
$$

Then

$$
\left\|(\mu-1) e_{k T_{\alpha}}(\mu)\right\|=\left\|e_{k}+\left(\alpha_{k}-1\right) \sum_{j=1}^{\infty} \frac{\alpha_{k}^{j}}{\mu^{j+1}} e_{k}\right\| \leqslant 1+\frac{\left|\alpha_{k}-1\right|}{|\mu|-\left|\alpha_{k}\right|},
$$

for all $\mu \in \mathbb{C}$ such that $|\mu|>1$.
Since $\left|\alpha_{k}-1\right|<|\mu|-\left|\alpha_{k}\right|$ for all $k \neq 0$. Hence

$$
\left\|e_{k T_{\alpha}}(\mu)\right\| \leqslant \frac{2}{|\mu-1|}, \text { for all } \mu \in \mathbb{C} \backslash \overline{\mathbb{D}}
$$

Therefore, $T_{\alpha}$ satisfies the $[L R]$ condition at each $e_{k}$ with $k \neq 0$.
Let $\delta>0$ and consider the set

$$
K_{\delta}=\left\{\lambda=1+r e^{i \theta}, r>0,|\theta|<\frac{\pi}{2}+\delta\right\}
$$

THEOREM 1. Let $T \in B(\mathscr{X})$ have the SVEP and let $x \in \mathscr{X}$. If there exists $C>0$ such that

$$
\begin{equation*}
\left\|\hat{x}_{T}(\lambda)\right\| \leqslant \frac{C}{|\lambda-1|} \text { for all }|\lambda|>1 \tag{3}
\end{equation*}
$$

then

$$
\begin{equation*}
\left\|\hat{x}_{T}(\lambda)\right\| \leqslant \frac{M}{|\lambda-1|} \text { for all } \lambda \in K_{\delta} \tag{4}
\end{equation*}
$$

for some strictly positive constants $\delta$ and $M$.

Proof. Let $S=T-I$. Then, $\hat{x}_{S}(\lambda)=f_{\lambda}[T-I] x=\hat{x}_{T}(\lambda+1)$. Thus, by using condition (3), we have

$$
\begin{align*}
& \sigma_{S}(x) \subset\{\lambda \in \mathbb{C}:|\lambda+1|<1\} \cup\{0\}, \text { and } \\
& \left\|\hat{x}_{S}(\lambda)\right\| \leqslant \frac{C}{|\lambda|}, \text { for all }|\lambda+1|>1 \tag{5}
\end{align*}
$$

In particular, the above estimate is true for each $\lambda_{0} \in \mathbb{C}$ such that $\Re\left(\lambda_{0}\right)=0$ and $\mathfrak{I}\left(\lambda_{0}\right) \neq 0$.

Using Proposition 1, we obtain

$$
\begin{equation*}
\hat{x}_{S}(\lambda)=\sum_{n=0}^{\infty}(-1)^{n}\left(\lambda-\lambda_{0}\right)^{n} f_{\lambda_{0}}^{n+1}[S] x \tag{6}
\end{equation*}
$$

whenever

$$
\begin{equation*}
\left|\lambda-\lambda_{0}\right|\left\|f_{\lambda_{0}}[S] x\right\|<1 \tag{7}
\end{equation*}
$$

One can show that $\hat{x}_{S}(\lambda)$ exists for all $\lambda$ such that $\mathfrak{I}(\lambda)=\mathfrak{I}\left(\lambda_{0}\right)$, then $|\mathfrak{R}(\lambda)|<\frac{\left|\lambda_{0}\right|}{C}$. Indeed, by using (5), we get

$$
\begin{equation*}
\left|\lambda-\lambda_{0}\right| \| f_{\lambda_{0}}[S] x| |<\left|\lambda-\lambda_{0}\right| \frac{C}{\left|\lambda_{0}\right|} \tag{8}
\end{equation*}
$$

If $\left|\lambda-\lambda_{0}\right| \frac{C}{\left|\lambda_{0}\right|}<1$ then $\left|\lambda-\lambda_{0}\right|<\frac{\left|\lambda_{0}\right|}{C}$. So, for $\mathfrak{I}(\lambda)=\mathfrak{I}\left(\lambda_{0}\right)$ we have $|\mathfrak{R}(\lambda)|<\frac{\left|\lambda_{0}\right|}{C}$. Since $\lambda_{0} \neq 0$ is arbitrary on the imaginary axis. Thus, if we choose $\zeta$ such that $\tan \zeta=$ $\frac{1}{C}$ then $\hat{x}_{S}(\lambda)$ exists for all $\lambda \in K_{\zeta}-1$.

In order to obtain an appropriate estimate, fix $\delta \in(0,1)$ such that $\tan \delta=\frac{q}{C}$, for some $q \in(0,1)$. Let $\lambda \in K_{\delta}-1$ with $\mathfrak{R}(\lambda)<1$, and let $\lambda_{0}=i \mathfrak{J}(\lambda)$. Then

$$
\begin{equation*}
\frac{\left|\lambda-\lambda_{0}\right|}{\left|\lambda_{0}\right|} \cdot \frac{C}{q}<1 \tag{9}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\left\|\hat{x}_{S}(\lambda)\right\| \leqslant\left\|\hat{x}_{S}\left(\lambda_{0}\right)\right\| \sum_{n=0}^{\infty} q^{n} \leqslant \frac{C}{\left|\lambda_{0}\right|(1-q)}<\frac{C}{|\lambda|(1-q) \cos \delta} \tag{10}
\end{equation*}
$$

Therefore, by choosing

$$
M=\frac{C}{(1-q) \cos \delta}=\frac{C}{(1-q) \sqrt{\frac{C^{2}}{C^{2}+q^{2}}}}=\frac{\sqrt{C^{2}+q^{2}}}{1-q} \geqslant C
$$

and going back to the operator $T$, we obtain the result.
Definition 2. The peripheral local spectrum of $T \in B(\mathscr{X})$ at $x \in \mathscr{X}$ is the set

$$
\gamma_{T}(x):=\left\{\lambda \in \sigma_{T}(x):|\lambda|=r_{T}(x)\right\} .
$$

Note that $\gamma_{T}(x)=\emptyset$ provided that $\max \left\{|\lambda|: \lambda \in \sigma_{T}(x)\right\}<r_{T}(x)$. The books P . Aiena [1], K. B. Laursen and M. M. Neumann [14] provide a rich bibliography of local spectral theory.

The local power boundedness for an operator $T \in B(\mathscr{X})$ has been studied in many works, see e.g. [4, 5, 7]. First, we give the definition of local power bounded operator.

Definition 3. Let $T \in B(\mathscr{X})$ and $x \in \mathscr{X} . T$ is said to be a locally powerbounded operator at $x$ if there exists a constant $M>0$ such that

$$
\left\|T^{n} x\right\| \leqslant M \text { for each } n \in \mathbb{N}
$$

In order to prove the second part of the Theorem 2, we need the following Lemma.
Lemma 2. [17] For any $0<\varepsilon<1$ there exists a nonnegative $\chi_{\varepsilon} \in C^{2}[-\pi, \pi]$ such that

$$
\chi_{\varepsilon}(\theta)= \begin{cases}1, & \text { for }|\theta| \leqslant \varepsilon / 2 \\ 0 & \text { for }|\theta| \geqslant \varepsilon\end{cases}
$$

and the Fourier coefficients

$$
\hat{\chi}_{\varepsilon}(n)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} e^{-i n \theta} \chi_{\varepsilon}(\theta) d \theta
$$

satisfy

$$
\sum_{-\infty}^{\infty}\left|\hat{\chi}_{\varepsilon}(n+1)-\hat{\chi}_{\varepsilon}(n)\right|<\varepsilon
$$

THEOREM 2. Let $T \in B(\mathscr{X})$ have the SVEP and let $x \in \mathscr{X}$ such that $\left\|T^{n} x\right\| \leqslant C$, $n \in \mathbb{N}$ and $r_{T}(x)=1$. Then

$$
\begin{equation*}
\lim _{k \longrightarrow \infty}\left\|T^{k}(T-I) x\right\|=0 \tag{11}
\end{equation*}
$$

if and only if $\gamma_{T}(x)=\{1\}$.
Proof. Assume that $z \in \gamma_{T}(x)$. Then

$$
\left\|T^{k}(T-I) x\right\| \geqslant r_{T^{k}(T-I)}(x)=\sup _{\lambda \in \sigma_{T^{k}(T-I)}(x)}\left|\lambda^{k}(\lambda-1)\right| \geqslant|z-1|
$$

Thus, by (11), we obtain $z=1$.
Conversely, suppose that $\gamma_{T}(x)=\{1\}$. By choosing the integration path $\Gamma=$ $\left\{\lambda \in \mathbb{C}:|\lambda|=r e^{i \theta}, r>1\right\}$ and using the local functional calculus, we get

$$
T^{k} x=\frac{1}{2 \pi i} \int_{\Gamma} \lambda^{k} \hat{x}_{T}(\lambda) d \lambda
$$

Then

$$
\begin{equation*}
r^{-(k+1)} T^{k}\left(r^{-1} T-I\right) x=\frac{1}{2 \pi} \int_{-\pi}^{\pi} e^{i(k+1) \theta}\left(e^{i \theta}-1\right) \hat{x}_{T}\left(r e^{i \theta}\right) d \theta \tag{12}
\end{equation*}
$$

Define $B_{\mathcal{E}, r}(\theta)=\left(e^{i \theta}-1\right)\left(1-\chi_{\varepsilon}(\theta)\right) \hat{x}_{T}\left(r e^{i \theta}\right)$. Consider

$$
I=\frac{1}{2 \pi} \int_{-\pi}^{\pi} e^{i(k+1) \theta}\left(e^{i \theta}-1\right) \chi_{\varepsilon}(\theta) \hat{x}_{T}\left(r e^{i \theta}\right) d \theta
$$

The "Fourier Coefficients" of $\left(e^{i \theta}-1\right) \chi_{\varepsilon}(\theta) \hat{x}_{T}\left(r e^{i \theta}\right)$ are given by $I$ and they could be obtained by convolving the Coefficients of $\phi(\theta)=\left(e^{i \theta}-1\right) \chi_{\varepsilon}(\theta)$ with those of $\psi(\theta)=\hat{x}_{T}\left(r e^{i \theta}\right)$. Since $r_{T}(x)=1$, the local resolvent function is defined in $\{\lambda \in \mathbb{C}$ : $|\lambda|>1\}$ by

$$
\hat{x}_{T}(\lambda)=R(\lambda, T) x=\sum_{k=0}^{\infty} \frac{T^{k} x}{\lambda^{k+1}} .
$$

By Lemma 2, $\|\hat{\phi}\|_{1}$ and as $T$ is locally power-bounded at $x,\left\|\frac{T^{k} x}{\lambda^{k+1}}\right\| \leqslant C$ for $k=$ $0,1, \ldots$ The estimation obtained is of the form $\|\hat{\phi} * \hat{\psi}\|_{\infty} \leqslant\|\hat{\phi}\|_{1}\|\hat{\psi}\|_{\infty}$, with $\|\hat{\phi}\|_{1} \leqslant$ $\varepsilon$ and $\|\hat{\psi}\|_{\infty} \leqslant C$. Then, $\|I\| \leqslant C \varepsilon$.

Consider now

$$
J=\frac{1}{2 \pi} \int_{-\pi}^{\pi} e^{i(k+1) \theta} B_{\varepsilon, r}(\theta) d \theta
$$

Since $\chi_{\varepsilon} \in C^{2}$, by partial integration we obtain

$$
J=\frac{-1}{2 \pi i(k+1)} \int_{-\pi}^{\pi} e^{i(k+1) \theta} \frac{d}{d \theta}\left[B_{\varepsilon, r}(\theta)\right] d \theta
$$

As $1-\chi_{\varepsilon}$ is vanishes for $|\theta| \leqslant \varepsilon / 2$, so is $B_{\varepsilon, r}(\theta)$. We claim that then there exists a $T(\varepsilon)$, such that for, say $1<r<2$ satisfies

$$
\begin{equation*}
\left\|\frac{d}{d \theta} B_{\varepsilon, r}(\theta)\right\| \leqslant T(\varepsilon) \tag{13}
\end{equation*}
$$

Indeed, let us define the compact set

$$
K_{\mathcal{\varepsilon}}:=\left\{r e^{i \theta} / \frac{\varepsilon}{2} \leqslant|\theta| \leqslant \pi, 1 \leqslant r \leqslant 2\right\} .
$$

$\hat{x}_{T}(\boldsymbol{\lambda})$ is analytic in $K_{\mathcal{E}}$, and thus both $\hat{x}_{T}(\boldsymbol{\lambda})$ and $\frac{d}{d \theta} \hat{x}_{T}(\boldsymbol{\lambda})$ are bounded in $K_{\mathcal{\varepsilon}}$. Hence (13) follows. Combining the estimates for $I$ and $J$ implies the inequality

$$
\begin{equation*}
\left\|r^{-(k+1)} T^{k}\left(r^{-1} T-I\right) x\right\| \leqslant C \varepsilon+\frac{C(\varepsilon)}{k+1} \tag{14}
\end{equation*}
$$

As the right hand side of (14) is independent of $r$. Thus, by letting $r \longrightarrow 1$, we get (11).

THEOREM 3. Let $T \in B(\mathscr{X})$ have the SVEP and let $x \in \mathscr{X}$ such that $\left\|T^{n} x\right\| \leqslant C$, $n \in \mathbb{N}$ and there exists $M>0$ such that

$$
\begin{equation*}
\left\|T^{k}(T-I) x\right\| \leqslant \frac{M}{k}, k \in \mathbb{N} \tag{15}
\end{equation*}
$$

with

$$
\begin{equation*}
\left\|\hat{x}_{T}(\lambda)\right\| \leqslant \frac{L}{|\lambda-1|} \text { for } \lambda \in K_{\delta} \tag{16}
\end{equation*}
$$

Then, there exists $\delta>0$ such that

$$
\sigma_{T}(x) \cap K_{\delta} \subset \emptyset .
$$

Conversely, suppose that $\gamma_{T}(x)=\{1\}$ or $\rho_{T}(x)<1$ and for some $\delta>0$ and $L>0$ we have

$$
\begin{equation*}
\left\|\hat{x}_{T}(\lambda)\right\| \leqslant \frac{L}{|\lambda-1|} \text { for } \lambda \in K_{\delta} \tag{17}
\end{equation*}
$$

Then $T$ is locally power-bounded at $x$ and there exists $M>0$ such that (15) is satisfied.

Proof. Assume that $T$ satisfies (15) but there is no $\delta$ such as $\sigma_{T}(x) \cap K_{\delta}=\emptyset$. By Theorem 2, we have $\gamma_{T}(x) \subset\{1\}$ and there exists a sequence $\left\{\lambda_{j}\right\} \subset \sigma_{T}(x)$ such that $\left|\mathfrak{I}\left(\lambda_{j}\right)\right|>j\left(1-\Re\left(\lambda_{j}\right)\right)$ for any $j$. This means that $\lambda_{j} \rightarrow 1$ and

$$
\left|\lambda_{j}\right|^{2}=\left[1-\left(1-\Re\left(\lambda_{j}\right)\right)\right]^{2}+\left[\mathfrak{I}\left(\lambda_{j}\right)\right]^{2} \geqslant 1-2\left(1-\mathfrak{R}\left(\lambda_{j}\right)\right) \geqslant 1-2 \frac{\left|\lambda_{j}-1\right|}{\sqrt{1+j^{2}}}
$$

By choosing $k_{j}$ such that $\frac{1}{k_{j}+1}<\frac{\left|\lambda_{j}-1\right|}{\sqrt{1+j^{2}}}<\frac{1}{k_{j}}$ we get $\left|\lambda_{j}\right|^{2} \geqslant 1-\frac{2}{k_{j}}$. Then, by using (16), we obtain

$$
M \geqslant k_{j}\left|\lambda_{j}\right|^{k_{j}}\left|\lambda_{j}-1\right| \geqslant \frac{k_{j}}{k_{j+1}}\left(1-\frac{2}{k_{j}}\right)^{\frac{k_{j}}{2}} \sqrt{1+j^{2}} \text { for any } j
$$

which is a contradiction.
For the converse statement, consider the integral

$$
T^{k}(T-I) x=\frac{1}{2 \pi i} \int_{\Gamma} \lambda^{k}(\lambda-1) \hat{x}_{T}(\lambda) d \lambda
$$

where $\Gamma$ is any curve enclosing $\sigma_{T}(x)$. Choosing $\Gamma=\Gamma_{1} \cup \Gamma_{2} \cup \Gamma_{3}$ such that $\Gamma_{2}$ denotes a circular arc of the form $\left\{\lambda=\rho e^{i \theta}, \rho<1\right.$ is fixed and $\theta$ varies $\}, \Gamma_{1}$ is a line segment of the form $\left\{\lambda=1+\frac{1}{k}+t e^{i\left(\frac{\pi}{2}+\delta\right)}, t \geqslant 0\right\}$, and $\Gamma_{3}$ is symmetric with $\Gamma_{1}$. Since $\gamma_{T}(x) \subset\{1\}$, we may choose $\rho$ such that $\left\|(\lambda-1) \hat{x}_{T}(\lambda)\right\|$ be uniformly
bounded over $\Gamma_{2}$. For $\Gamma_{1}$ and $\Gamma_{3}$ it suffices to use (17) in order to have this result. The path is connected only for large enough values of $k$. Over $\Gamma_{2}$ we have

$$
\left\|\frac{1}{2 \pi} \int_{\Gamma_{2}} \lambda^{k}(\lambda-1) \hat{x}_{T}(\lambda) d \lambda\right\| \leqslant C_{1} \rho^{k}
$$

On the other hand, over $\Gamma_{1}$ there exists two positive constants, $c_{1}$ and $c_{2}$ such that $|\lambda(t)| \leqslant\left(1+\frac{c_{1}}{k}\right) e^{-c_{2} t}$. Then, by using (17), we get

$$
\left\|\frac{1}{2 \pi} \int_{\Gamma_{1}} \lambda^{k}(\lambda-1) \hat{x}_{T}(\lambda) d \lambda\right\| \leqslant \frac{C}{2 \pi} \int_{0}^{\infty}\left(1+\frac{c_{1}}{k}\right)^{k} e^{-c_{2} k t} d t \leqslant \frac{C e^{c_{1}}}{2 \pi c_{2} k}
$$

Analogously for the integral over $\Gamma_{1}$. Then we have

$$
\left\|T^{k}(T-I)\right\| \leqslant C_{2}\left(\rho^{k}+\frac{1}{k}\right)
$$

hence (15) follows. In order to complete the proof we have to show the local power boundedness of $T$. We have

$$
T^{k} x=\frac{1}{2 \pi i} \int_{\Gamma} \lambda^{k} \hat{x}_{T}(\lambda) d \lambda
$$

By evaluating the integral over $\Gamma_{2}$. We have

$$
\frac{1}{2 \pi} \int_{\Gamma_{2}}|\lambda|^{k}\left\|\hat{x}_{T}(\lambda)\right\||d \lambda| \leqslant C_{3} \rho^{k}
$$

Further, over $\Gamma_{1}$ ( and analogously over $\Gamma_{3}$ ) we have

$$
\begin{aligned}
& \frac{1}{2 \pi} \int_{\Gamma_{1}} \frac{\left|\lambda^{k}\right|}{|\lambda-1|}|\lambda-1|| | \hat{x}_{T}(\lambda)| ||d \lambda| \\
& \leqslant \frac{C}{2 \pi} \int_{\Gamma_{1}} \frac{\left|\lambda^{k}\right|}{|\lambda-1|}|d \lambda| \\
& \leqslant \frac{C}{2 \pi} \int_{0}^{\infty} e^{c_{1}} \frac{e^{-c_{2} k t}}{\left|\frac{1}{k}+t e^{i\left(\frac{\pi}{2}+\delta\right)}\right|} d t \\
& =\frac{C e^{c_{1}}}{2 \pi} \int_{0}^{\infty} \frac{e^{-c_{2} \tau}}{\left|1+\tau e^{i\left(\frac{\pi}{2}+\delta\right)}\right|} d \tau=: C_{4}
\end{aligned}
$$

Therefore, $\left\|T^{k} x\right\| \leqslant C$ with $C=2 C_{4}+C_{3} \rho^{k}$ which complete the proof.
THEOREM 4. Let $T \in B(\mathscr{X})$ have the SVEP and let $x \in \mathscr{X}$ such that $\left\|T^{n} x\right\| \leqslant C$, $n \in \mathbb{N}$ and $\sigma_{T}(x) \cap \Gamma \subset\{1\}$, where $\Gamma$ denotes the unit circle. Then the following statements are equivalent
(i) There exists $M<\infty$ such that $\left\|T^{n}(T-I) x\right\| \leqslant \frac{M}{n+1}, n \geqslant 0$;
(ii) there exists $K<\infty$ such that $\left\|(T-I) e^{t(T-I)} x\right\| \leqslant K \frac{1-e^{-t}}{t}, t>0$;
(iii) there exists $K<\infty$ such that $\left\|(T-I) f_{\lambda}^{n+1}[T] x\right\| \leqslant \frac{K}{n}\left[\frac{1}{(\lambda-1)^{n}}-\frac{1}{\lambda^{n}}\right], n \geqslant 1, \lambda>$ 1 ;
(iv) there exists $B<\infty$, and $\delta>0$ such that $\left\|\hat{x}_{T}(\lambda)\right\| \leqslant \frac{B}{|\lambda-1|}$, for any $\lambda \in K_{\delta}$.

Proof. $(i) \Longrightarrow$ (ii) For $t>0$, we have

$$
\left\|(T-I) e^{t T} x\right\| \leqslant \sum_{0}^{\infty}\left\|T^{n}(T-I) x\right\| \frac{t^{n}}{n!} \leqslant \frac{M}{t} \sum_{1}^{\infty} \frac{t^{n}}{n!}=M \frac{e^{t}-1}{t}
$$

$(i i) \Longrightarrow(i i i)$ We define

$$
f_{x}(\lambda)=\int_{0}^{\infty} e^{-\lambda t} e^{t T} x \mathrm{~d} t
$$

Since $\left\|e^{t T} x\right\| \leqslant e^{\omega t}$ for some $\omega>0$ and all $t \geqslant 0$ (see [20, pages 1-3]), $f_{x}(\lambda)$ is defined for every $\lambda \in \mathbb{C}$ such that $\mathfrak{R}(\lambda)>\omega$. One can show that, for $h>0$

$$
\frac{e^{h T}-I}{h} f_{x}(\lambda)=\frac{e^{\lambda h}-1}{h} \int_{0}^{\infty} e^{-\lambda t} e^{t T} x \mathrm{~d} t-\frac{e^{\lambda h}}{h} \int_{0}^{h} e^{-\lambda t} e^{t T} x \mathrm{~d} t
$$

and by letting $h \longrightarrow 0$, we get

$$
T f_{x}(\lambda)=\lambda f_{x}(\lambda)-x
$$

which implies that $(\lambda I-T) f_{x}(\lambda)=x$ for every $|\lambda|>1$. As $T$ has the SVEP, $f_{x}(\lambda)=$ $\hat{x}_{T}(\lambda)$. It is easy to see that

$$
\frac{\mathrm{d}^{n} \hat{x}_{T}(\lambda)}{\mathrm{d} \lambda^{n}}=(-1)^{n} \int_{0}^{\infty} t^{n} e^{-(\lambda-1) t} e^{t(T-I)} x \mathrm{~d} t
$$

Thus, by Proposition 1, for $n \geqslant 1, \lambda>0$

$$
f_{\lambda}^{n+1}[T] x=\frac{1}{n!} \int_{0}^{\infty} t^{n} e^{-(\lambda-1) t} e^{t(T-I)} x \mathrm{~d} t
$$

By multiplying with $T-I$ and from relation (ii) we get (iii).
$(i i i) \Longrightarrow(i i)$ It suffices to substitute $\lambda:=(n+1) / t$, in

$$
\left\|(T-I) f_{1}^{n+1}\left[\frac{1}{\lambda} T\right] x\right\| \leqslant \frac{K \lambda}{n}\left[\frac{1}{\left(1-\frac{1}{\lambda}\right)^{n}}-1\right]
$$

and by making $n \rightarrow \infty$, we get (ii) [20, Theorem 8.3] (indeed, for all real number $t$ there exists $n_{0} \in \mathbb{N}$ such that for all $n \geqslant n_{0},\left\|\frac{t}{n+1} T\right\|<1$ ).
(ii) $\Longrightarrow(i v) \mathrm{By}$

$$
\left\|e^{t T} x\right\| \leqslant C \sum_{n} \frac{t^{n}}{n!}=C e^{t}
$$

it follows that $\left\|e^{t(T-I)} x\right\| \leqslant C$, for $t>0$. By estimating $\left\|e^{z(T-I)} x\right\|$ uniformly in a sector that surrounds the positive axis $t>0$, which made it possible to change the integration path in

$$
\hat{x}_{T}(\lambda)=\int_{0}^{\infty} e^{-(\lambda-1) t} e^{t(T-I)} x \mathrm{~d} t, \text { for } \lambda>1
$$

to the path $z=r e^{i \theta}$ for $\theta$ small enough. Therefore, the proof of $(i i)$ is the same as in [20, Proof. pp. 62-63].
$(i v) \Longrightarrow(i)$ Direct and immediate application of Theorem 3.
Acknowledgement. The authors would like to express their sincere gratitude to the anonymous referees and the handling editor for their careful reading and for relevant remarks/suggestions, which helped them to improve the paper.

Conflict of interest. The authors declare that there is no conflict of interest.

## REFERENCES

[1] P. AIENA, Fredholm and Local Spectral Theory, with Applications to Multipliers, Kluwer Academic Publishers: Dordrecht, The Netherlands, 2004.
[2] T. Bermúdez, M. González and A. Martinón, Properties and applications of the local functional calculus, Extracta mathematicae, 11, 2 (1996), 375-380.
[3] T. Bermúdez, M. GonzÁlez and A. Martinón, Properties of the Local Functional Calculus, Math. Proc. Royal Irish Acad. 102A, 2 (2002), 215-225.
[4] T. Bermúdez, M. González and M. Mbekhta, local ergodic theorems, Extracta mathematicae, 13, (1997), 243-248.
[5] T. Bermúdez, M. González and M. Mbekhta, Operators with an ergodic power, Studia Math. 141, (2000) 201-208.
[6] I. Colojoară and C. Foiaş Theory of Generalized Spectral Operators, Gordon and Breach, New York, 1968.
[7] D. Drissi, On a theorem of Gelfand and its local generalizations, Studia Mathematica 123, 2 (1997), 185-194.
[8] N. Dunford, J. T. Schwartz, Linear Operators, Part I: General Theory, Interscience, New York, 1958.
[9] A. Gomilko, J. Zemánek, On the strong Kreiss resolvent condition in the Hilbert space Oper. Theory Adv. Appl. 190, (2009) 237-242.
[10] A. Gomilko, J. Zemánek, On the strong Kreiss resolvent condition, Complex Anal. Oper. Theory, 7 (2013), 421-435.
[11] A. Gomilko, J. Zemánek, On the uniform Kreiss resolvent condition, Funct. Anal. Appl. 42, (2008), 230-233.
[12] M. GonzÁLEZ, An example of a bounded local resolvent, Operator Theory, Operator Algebras and Related Topics Proc. 16th Int. Conf. Operator Theory, Timisoara, 1996. Theta Found., Bucharest, (1997), 159-162.
[13] H.-O. Kreiss, Über die Stabilitätsdefinition für Differenzengleichungen die partielle Differentialgleichungen approximieren, BIT 2, (1962), 153-181.
[14] K. B. Laursen and M. M. Neumann, An Introduction to Local Spectral Theory, London Math. Soc. Monographs 20, Clarendon Press, Oxford, 2000.
[15] R. T. Moore, Adjoints, numerical ranges and spectra of operators on locally convex spaces, Bull. Am. Math. Soc. 75, (1969), 85-90.
[16] B. NAGY, J. ZEMÁNEK, A resolvent condition implying power boundedness, Studia Math. 134, 2, (1999), 143-151.
[17] O. Nevanlinna, Convergence of Iterations for Linear Equations, Birkhäuser, Basel, Switzerland, 1993.
[18] O. Nevanlinna, Resolvent conditions and powers of operators. Studia Math. 145, (2001), 113-134.
[19] F. Pater, Some inequalities on power bounded operators acting on locally convex spaces, Journal of Mathematical Inequalities, 11, 2 (2017), 485-494.
[20] A. Pazy, Semigroups of Linear Operators and Applications to Partial Differential Equations, Applied Mathematical Sciences, 44, Springer-Verlag, New York 1983.
[21] R. K. Ritt, A condition that $\lim _{n \rightarrow \infty} n^{-1} T^{n}=0$, Proc. Amer. Math. Soc. 4, (1953), 898-899.
[22] A. L. Shields, On Möbius bounded operators, Acta Sci. Math., Szeged, 40, (1978), 371-374.
[23] A. E. TAYLor and D. C. Lay, Introduction to Functional Analysis, (2nd. ed.), Wiley, 1980.
[24] L. Williams, A Local Functional Calculus and Related Results on the Single-Valued Extension Property, Integr. equ. oper. theory 45, (2003), 485-502.
(Received June 21, 2022)

Abdellah Akrym<br>Chouaïb Doukkali University<br>Faculty of Sciences<br>El Jadida, Morocco<br>e-mail: akrym.maths@gmail.com<br>Abdeslam El Bakkali<br>Chouaïb Doukkali University<br>Faculty of Sciences<br>El Jadida, Morocco<br>e-mail: abdeslamelbakkalii@gmail.com<br>aba0101q@yahoo.fr


[^0]:    Mathematics subject classification (2020): 47AXX, 47A10, 47A11.
    Keywords and phrases: Banach space, Ritt resolvent condition, local resolvent, power boundedness, SVEP.

    * Corresponding author.

