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#### Abstract

In this work, the complete moment convergence for weighted sums of negatively associated random variables is discussed without assumptions of identical distribution. Under the moment condition $E|X|^{\alpha} /(\log (1+|X|))^{\alpha / \gamma-1}<\infty$ for the case $0<\gamma<\alpha$ with $1<\alpha \leqslant 2$, the complete moment convergence theorem for weighted sums of negatively associated setup is presented. The main results obtained in this article extend and improve the corresponding ones of Chen and Sung (Stat. Probabil. Lett., 92: 45-52 (2014)), Sung (Stat. Pap., 52: 447-454 (2011)).


## 1. Introduction

Let $\left\{X_{n} ; n \geqslant 1\right\}$ be a sequence of random variables and let $\left\{a_{n i} ; 1 \leqslant i \leqslant n, n \geqslant 1\right\}$ be an array of real constants. Since many useful linear statistics, such as least squares estimators, nonparametric regression function estimators and jackknife estimates are based on the weighted sums of $\sum_{i=1}^{n} a_{n i} X_{i}$, it is important and meaningful to deeply investigate the probability limiting behaviors for them. Many scholars devoted to study the limiting behaviors of the form of the weighted sums. We refer to the readers to Cuzick [8], Wu [19], Bai and Cheng [2], Chen and Gan [4], Sung [16] and among others.

In many probabilistic applications and stochastic models, the assumption of independent variables is not plausible. Hence, it is necessary to extend the results of independent random variables to dependent cases. One of dependence structures is negative association, which has attracted the interest by probabilists and statisticians. The concept of negatively associated (NA, for short) random variables, which was introduced by Alam and Saxena [1] and carefully studied by Joag-Dev and Proschan [10] is as follows.

[^0]DEFINITION 1.1. Random variables $X_{1}, X_{2}, \cdots, X_{n}$ are said to be NA if for every pair of disjoint subsets $A, B$ of $\{1,2, \cdots, n\}$,

$$
\begin{equation*}
\operatorname{Cov}\left(f_{1}\left(X_{i}, i \in A\right), f_{2}\left(X_{j}, j \in B\right)\right) \leqslant 0, \tag{1.1}
\end{equation*}
$$

whenever $f_{1}$ and $f_{2}$ are any real coordinatewise non-decreasing (or non-increasing) functions such that this covariance exists. A sequence of random variables $\left\{X_{n} ; n \geqslant 1\right\}$ is NA if every finite subfamily is NA.

Joag-Dev and Proschan [10] pointed out and proved that many known multivariate distributions possess the NA property. Since the concept of NA random variables was introduced by Alam and Saxena [1], many applications have been found. For example, Shao [15] for the moment inequalities, Matula [14] for the almost sure convergence, Chen et al. [5] and Kuczmaszewska [11] for the complete convergence, Cai [3], Sung [18] and Liang et al. [13] for the strong convergence of weighed sums, and so forth.

A sequence of random variables $\left\{X_{n} ; n \geqslant 1\right\}$ is said to converge completely to a constant $\lambda$ if $\sum_{n=1}^{\infty} P\left(\left|X_{n}-\lambda\right|>\varepsilon\right)<\infty$ for all $\varepsilon>0$. This notion was firstly given by Hsu and Robbins [9]. In view of the Borel-Cantelli lemma, this implies that $X_{n} \rightarrow \lambda$ almost surely (a.s.). Hence, the complete convergence has been an important basic tool to investigate the convergence properties for summation of random variables as well as weighted sums.

Chow [7] introduced the complete moment convergence as follows: Let $\left\{Z_{n} ; n \geqslant 1\right\}$ be a sequence of random variables, and $a_{n}>0, b_{n}>0, q>0$. If $\sum_{n=1}^{\infty} a_{n} E\left(b_{n}^{-1}\left|Z_{n}\right|-\varepsilon\right)_{+}^{q}$ $<\infty$ for all $\varepsilon \geqslant 0$, then $\left\{Z_{n} ; n \geqslant 1\right\}$ is called the complete moment convergence. It is clearly seen that the complete moment convergence implies the complete convergence. Thus, the complete moment convergence is the more general version of the complete convergence.

For $0<\gamma<\alpha$ and $1<\alpha \leqslant 2$, Chen and Sung [6] discussed the complete convergence for weighted sums of identically distributed NA random variables. They obtained the following result under the moment condition $E|X|^{\alpha} /(\log (1+|X|))^{\alpha / \gamma-1}<\infty$, which is weaker than that of Sung [18].

THEOREM A. Let $\left\{X, X_{n} ; n \geqslant 1\right\}$ be a sequence of identically distributed NA random variables with $E X_{n}=0,\left\{a_{n i}, 1 \leqslant i \leqslant n, n \geqslant 1\right\}$ be an array of real constants such that $\sum_{i=1}^{n}\left|a_{n i}\right|^{\alpha}=O(n)$ for $1<\alpha \leqslant 2$. Set $b_{n}=n^{1 / \alpha}(\log n)^{1 / \gamma}$ for $0<\gamma<\alpha$. If $E|X|^{\alpha} /(\log (1+|X|))^{\alpha / \gamma-1}<\infty$, then

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1}{n} P\left(\max _{1 \leqslant j \leqslant n}\left|\sum_{i=1}^{j} a_{n i} X_{i}\right|>\varepsilon b_{n}\right)<\infty \quad \text { for } \quad \forall \varepsilon>0 \tag{1.2}
\end{equation*}
$$

It is worthy noting that the main tool of Sung [18], Chen and Sung [6] is Theorem 1 of Chen et al. [5], which follows from an exponent inequality for NA random variables established by Shao [15]. In addition, Li et al. [12] extended the result of Chen and Sung [6] for NA random variables to $\rho^{*}$-mixing cases by using the different method from those of Chen and Sung [6].

Inspired by Chen and Sung [6], Li et al. [12], we further study the convergence behaviors for weighted sums of NA setup without assumptions of identical distribution. Under the moment condition $E|X|^{\alpha} /(\log (1+|X|))^{\alpha / \gamma-1}<\infty$ for $0<\gamma<\alpha$ with $1<\alpha \leqslant 2$, we establish a complete moment convergence theorem for weighted sums of NA random variables. As applications, the complete convergence theorem and the Marcinkiewicz-Zygmund type strong law of large numbers for weighted sums of NA cases are obtained. Our results extend and improve the corresponding ones of Chen and Sung [6], Sung [18].

DEFINITION 1.2. A sequence of random variables $\left\{X_{n} ; n \geqslant 1\right\}$ is said to be stochastically dominated by a random variable $X$ if there exists a positive constant $C$ such that

$$
P\left(\left|X_{n}\right| \geqslant x\right) \leqslant C P(|X| \geqslant x)
$$

for all $x \geqslant 0$ and $n \geqslant 1$.
Throughout this paper, let $I(A)$ be the indicator function of the set $A$ and $I(A, B)=$ $I(A \cap B)$. The symbol $C, C_{1}, C_{2}, \ldots$ always present different positive constants in various places, and $a_{n}=O\left(b_{n}\right)$ stands for $a_{n} \leqslant C b_{n}$.

## 2. Main results and proofs

In the following, the main results and proofs are given in this section.
THEOREM 2.1. Let $\left\{X_{n} ; n \geqslant 1\right\}$ be a sequence of mean zero NA random variables which is stochastically dominated by a random variable $X$, let $\left\{a_{n i} ; 1 \leqslant i \leqslant n, n \geqslant 1\right\}$ be an array of real constants such that $\sum_{i=1}^{n}\left|a_{n i}\right|^{\alpha}=O(n)$ for $0<\alpha \leqslant 2$. Set $b_{n}=$ $n^{1 / \alpha}(\log n)^{1 / \gamma}$ for $0<\gamma<\alpha$ with $1<\alpha \leqslant 2$. If $E|X|^{\alpha} /(\log (1+|X|))^{\alpha / \gamma-1}<\infty$, then

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1}{n} E\left(\frac{1}{b_{n}} \max _{1 \leqslant j \leqslant n}\left|\sum_{i=1}^{j} a_{n i} X_{i}\right|-\varepsilon\right)_{+}^{\alpha}<\infty \quad \text { for } \quad \forall \varepsilon>0 \tag{2.1}
\end{equation*}
$$

To prove this theorem, we will present the following important lemmas.
Lemma 2.1. (Shao [15]) Let $\left\{X_{n}, n \geqslant 1\right\}$ be a sequence of NA random variables. If $\left\{f_{n}, n \geqslant 1\right\}$ is a sequence of Borel functions all of which are monotone nondecreasing (or all monotone non-increasing), then $\left\{f_{n}\left(X_{n}\right), n \geqslant 1\right\}$ is still a sequence of NA random variables.

Lemma 2.2. (Shao [15]) Let $\left\{X_{n}, n \geqslant 1\right\}$ be a sequence of $N A$ random variables with $E X_{n}=0$ and $E\left|X_{n}\right|^{M}<\infty$ for $1 \leqslant M \leqslant 2$ and all $n \geqslant 1$. Then there exists a positive constant depending only on $M$ such that

$$
\begin{equation*}
E\left(\max _{1 \leqslant j \leqslant n}\left|\sum_{i=1}^{j} X_{i}\right|^{M}\right) \leqslant C \sum_{i=1}^{n} E\left|X_{i}\right|^{M} \tag{2.2}
\end{equation*}
$$

LEMMA 2.3. Let $\left\{X_{n}, n \geqslant 1\right\}$ be a sequence of random variables which is stochastically dominated by a random variable $X$. For all $\alpha>0$ and $b>0$, the following two statements hold:

$$
\begin{gather*}
E\left|X_{n}\right|^{\alpha} I\left(\left|X_{n}\right| \leqslant b\right) \leqslant C_{1}\left(E|X|^{\alpha} I(|X| \leqslant b)+b^{\alpha} P(|X|>b)\right),  \tag{2.3}\\
E\left|X_{n}\right|^{\alpha} I\left(\left|X_{n}\right|>b\right) \leqslant C_{2} E|X|^{\alpha} I(|X|>b), \tag{2.4}
\end{gather*}
$$

where $C_{1}$ and $C_{2}$ are different positive constants. Consequently, $E\left|X_{n}\right|^{\alpha} \leqslant C E|X|^{\alpha}$.
LEMMA 2.4. Let $\left\{X_{n} ; n \geqslant 1\right\}$ be a sequence of NA random variables which is stochastically dominated by a random variable $X$, let $\left\{a_{n i} ; 1 \leqslant i \leqslant n, n \geqslant 1\right\}$ be an array of real constants such that $\sum_{i=1}^{n}\left|a_{n i}\right|^{\alpha}=O(n)$ for $0<\alpha \leqslant 2$. Set $b_{n}=n^{1 / \alpha}(\log n)^{1 / \gamma}$ for $0<\gamma<\alpha$. Assume that $E X_{n}=0$ for $1<\alpha \leqslant 2$. If $E|X|^{\alpha} /(\log (1+|X|))^{\alpha / \gamma-1}<$ $\infty$, then (1.2) holds.

Proof. Analogous to the proof of Theorem 1.1 in Li et al. [12], we need to substitute the identical distribution condition of random variables with stochastic domination. The rest is similar to that of Theorem 1.1 in Li et al. [12]. So we omit the detail.

LEMMA 2.5. Under the conditions of Theorem 2.1, if $E|X|^{\alpha} /(\log (1+|X|))^{\alpha / \gamma-1}$ $<\infty$ for $0<\gamma<\alpha$ and $0<\alpha \leqslant 2$, then

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1}{n} \int_{1}^{\infty} \sum_{i=1}^{n} P\left(\left|a_{n i} X_{i}\right|>b_{n} t^{1 / \alpha}\right) d t<\infty \tag{2.5}
\end{equation*}
$$

Proof. By the definition of the stochastic domination, it easily follows that

$$
\begin{aligned}
\sum_{n=1}^{\infty} \frac{1}{n} \int_{1}^{\infty} \sum_{i=1}^{n} P\left(\left|a_{n i} X_{i}\right|>b_{n} t^{1 / \alpha}\right) d & \leqslant C \sum_{n=1}^{\infty} \frac{1}{n} \int_{1}^{\infty} \sum_{i=1}^{n} P\left(\left|a_{n i} X\right|>b_{n} t^{1 / \alpha}\right) d t \\
& \leqslant C \sum_{n=1}^{\infty} \frac{1}{n} \int_{0}^{\infty} \sum_{i=1}^{n} P\left(\frac{\left|a_{n i} X\right|^{\alpha}}{b_{n}^{\alpha}}>t\right) d t \\
& \leqslant C \sum_{n=1}^{\infty} n^{-1} b_{n}^{-\alpha} \sum_{i=1}^{n} E\left|a_{n i} X\right|^{\alpha} I\left(\left|a_{n i} X\right|>b_{n}\right)
\end{aligned}
$$

Obviously,

$$
\begin{align*}
E\left|a_{n i} X\right|^{\alpha} I\left(\left|a_{n i} X\right|>b_{n}\right)= & E\left|a_{n i} X\right|^{\alpha} I\left(\left|a_{n i} X\right|>b_{n},|X| \leqslant b_{n}\right) \\
& +E\left|a_{n i} X\right|^{\alpha} I\left(\left|a_{n i} X\right|>b_{n},|X|>b_{n}\right) . \tag{2.6}
\end{align*}
$$

It is clearly shown that

$$
\begin{align*}
& E\left|a_{n i} X\right|^{\alpha} I\left(\left|a_{n i} X\right|>b_{n},|X| \leqslant b_{n}\right) \leqslant C_{3} E\left|a_{n i} X\right|^{\alpha} I\left(|X| \leqslant b_{n}\right),  \tag{2.7}\\
& E\left|a_{n i} X\right|^{\alpha} I\left(\left|a_{n i} X\right|>b_{n},|X|>b_{n}\right) \leqslant C_{4} E\left|a_{n i} X\right|^{\alpha} I\left(|X|>b_{n}\right) . \tag{2.8}
\end{align*}
$$

Note that

$$
\begin{align*}
& \sum_{n=1}^{\infty} n^{-1} b_{n}^{-\alpha} \sum_{i=1}^{n}\left|a_{n i}\right|^{\alpha} E|X|^{\alpha} I\left(|X| \leqslant b_{n}\right) \\
\leqslant & C \sum_{n=1}^{\infty} b_{n}^{-\alpha} E|X|^{\alpha} I\left(|X| \leqslant b_{n}\right) \\
\leqslant & C \sum_{n=1}^{\infty} b_{n}^{-\alpha} \sum_{j=1}^{n} E|X|^{\alpha} I\left(b_{j}<|X| \leqslant b_{j+1}\right) \\
\leqslant & C \sum_{j=1}^{\infty} E|X|^{\alpha} I\left(b_{j}<|X| \leqslant b_{j+1}\right)(\log j)^{1-(\alpha / \gamma)} \\
\leqslant & C E|X|^{\alpha} /(\log (1+|X|))^{(\alpha / \gamma)-1}<\infty \tag{2.9}
\end{align*}
$$

and

$$
\begin{align*}
& \sum_{n=1}^{\infty} n^{-1} b_{n}^{-\alpha} \sum_{i=1}^{n}\left|a_{n i}\right|^{\alpha} E|X|^{\alpha} I\left(|X|>b_{n}\right) \\
\leqslant & C \sum_{n=1}^{\infty} b_{n}^{-\alpha} E|X|^{\alpha} I\left(|X|>b_{n}\right) \\
= & C \sum_{n=1}^{\infty} b_{n}^{-\alpha} \sum_{j=n}^{\infty} E|X|^{\alpha} I\left(b_{j}<|X| \leqslant b_{j+1}\right) \\
= & C \sum_{j=1}^{\infty} E|X|^{\alpha} I\left(b_{j}<|X| \leqslant b_{j+1}\right) \sum_{n=1}^{j} n^{-1}(\log n)^{-\alpha / \gamma} \\
\leqslant & C \sum_{j=1}^{\infty}(\log j)^{1-(\alpha / \gamma)} E|X|^{\alpha} I\left(b_{j}<|X| \leqslant b_{j+1}\right) \\
\leqslant & C E|X|^{\alpha} /(\log (1+|X|))^{(\alpha / \gamma)-1}<\infty . \tag{2.10}
\end{align*}
$$

Then, (2.5) follows from (2.9) and (2.10).

LEMMA 2.6. Under the conditions of Theorem 2.1, if $E|X|^{\alpha} /(\log (1+|X|))^{\alpha / \gamma-1}$ $<\infty$ for $0<\gamma<\alpha$ with $1<\alpha \leqslant 2$, then

$$
\begin{equation*}
\sup _{t \geqslant 1} \frac{1}{b_{n} t^{1 / \alpha}} \max _{1 \leqslant j \leqslant n}\left|\sum_{i=1}^{j} E a_{n i} X_{i} I\left(\left|a_{n i} X_{i}\right| \leqslant b_{n} t^{1 / \alpha}\right)\right| \rightarrow 0 . \tag{2.11}
\end{equation*}
$$

Proof. By $E X_{n}=0$ and (2.4) of Lemma 2.3, we have

$$
\begin{aligned}
& \sup _{t \geqslant 1} \frac{1}{b_{n} t^{1 / \alpha}} \max _{1 \leqslant j \leqslant n}\left|\sum_{i=1}^{j} E a_{n i} X_{i} I\left(\left|a_{n i} X_{i}\right| \leqslant b_{n} t^{1 / \alpha}\right)\right| \\
= & \sup _{t \geqslant 1} \frac{1}{b_{n} t^{1 / \alpha}} \max _{1 \leqslant j \leqslant n}\left|\sum_{i=1}^{j} E a_{n i} X_{i} I\left(\left|a_{n i} X_{i}\right|>b_{n} t^{1 / \alpha}\right)\right| \\
\leqslant & C \sup _{t \geqslant 1} \frac{1}{b_{n} t^{1 / \alpha}} \sum_{i=1}^{n} E\left|a_{n i} X_{i}\right| I\left(\left|a_{n i} X_{i}\right|>b_{n} t^{1 / \alpha}\right) \\
\leqslant & C \sup _{t \geqslant 1} \frac{1}{b_{n} t^{1 / \alpha}} \sum_{i=1}^{n} E\left|a_{n i} X\right| I\left(\left|a_{n i} X\right|>b_{n} t^{1 / \alpha}\right) .
\end{aligned}
$$

Obviously,

$$
\begin{align*}
& E\left|a_{n i} X\right| I\left(\left|a_{n i} X\right|>b_{n} t^{1 / \alpha}\right) \\
= & E\left|a_{n i} X\right| I\left(\left|a_{n i} X\right|>b_{n} t^{1 / \alpha},|X| \leqslant b_{n}\right) \\
& +E\left|a_{n i} X\right| I\left(\left|a_{n i} X\right|>b_{n} t^{1 / \alpha},|X|>b_{n}\right) . \tag{2.12}
\end{align*}
$$

For $0<\gamma<\alpha$ and $1<\alpha \leqslant 2$, it is clearly shown that

$$
\begin{align*}
& E\left|a_{n i} X\right| I\left(\left|a_{n i} X\right|>b_{n} t^{1 / \alpha},|X| \leqslant b_{n}\right) \\
\leqslant & C_{5} b_{n}^{1-\alpha} t^{(1 / \alpha)-1}\left|a_{n i}\right|^{\alpha} E|X|^{\alpha} I\left(|X| \leqslant b_{n}\right) \\
\leqslant & C_{5} b_{n}^{1-\alpha} t^{(1 / \alpha)-1}\left|a_{n i}\right|^{\alpha} E\left(\frac{|X|^{\alpha}}{(\log (1+|X|))^{\alpha / \gamma-1}}(\log (1+|X|))^{\alpha / \gamma-1}\right) I\left(|X| \leqslant b_{n}\right) \\
\leqslant & C_{5} t^{(1 / \alpha)-1} n^{-1+(1 / \alpha)}\left|a_{n i}\right|^{\alpha}(\log n)^{(1 / \gamma)-1} \tag{2.13}
\end{align*}
$$

and

$$
\begin{align*}
& E\left|a_{n i} X\right| I\left(\left|a_{n i} X\right|>b_{n} t^{1 / \alpha},|X|>b_{n}\right) \\
\leqslant & C_{6}\left|a_{n i}\right| E|X| I\left(|X|>b_{n}\right) \\
\leqslant & C_{6} b_{n}^{1-\alpha}\left(\log \left(1+b_{n}\right)\right)^{(\alpha / \gamma)-1}\left|a_{n i}\right| \\
\leqslant & C_{6} n^{-1+(1 / \alpha)}(\log n)^{-1+(1 / \gamma)}\left|a_{n i}\right| . \tag{2.14}
\end{align*}
$$

Hence,

$$
\begin{align*}
& \sup _{t \geqslant 1} \frac{1}{b_{n} t^{1 / \alpha}} \sum_{i=1}^{n} E\left|a_{n i} X\right| I\left(\left|a_{n i} X\right|>b_{n} t^{1 / \alpha},|X| \leqslant b_{n}\right) \\
\leqslant & C b_{n}^{-1} n^{-1+(1 / \alpha)}(\log n)^{(1 / \gamma)-1} \sum_{i=1}^{n}\left|a_{n i}\right|^{\alpha} \\
\leqslant & C(\log n)^{-1} \rightarrow 0 \tag{2.15}
\end{align*}
$$

and

$$
\begin{align*}
& \sup _{t \geqslant 1} \frac{1}{b_{n} t^{1 / \alpha}} \sum_{i=1}^{n} E\left|a_{n i} X\right| I\left(\left|a_{n i} X\right|>b_{n} t^{1 / \alpha},|X|>b_{n}\right) \\
\leqslant & C b_{n}^{-1} n^{-1+(1 / \alpha)}(\log n)^{-1+(1 / \gamma)} \sum_{i=1}^{n}\left|a_{n i}\right| \\
\leqslant & C(\log n)^{-1} \rightarrow 0 . \tag{2.16}
\end{align*}
$$

Thus, (2.11) follows immediately from the above statements.
LEMMA 2.7. Under the conditions of Theorem 2.1, if $E|X|^{\alpha} /(\log (1+|X|))^{\alpha / \gamma-1}$ $<\infty$ for $0<\gamma<\alpha$ and $0<\alpha \leqslant 2$, then

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1}{n} \frac{1}{b_{n}^{\alpha}} \sum_{i=1}^{n} E\left|a_{n i} X_{i}\right|^{\alpha} I\left(\left|a_{n i} X_{i}\right| \leqslant b_{n}\right)<\infty . \tag{2.17}
\end{equation*}
$$

Proof. Analogous to the proof of Lemma 2.2 in Li et al. [12], it follows that

$$
\begin{align*}
E\left|a_{n i} X_{i}\right|^{\alpha} I\left(\left|a_{n i} X_{i}\right| \leqslant b_{n}\right)= & E\left|a_{n i} X_{i}\right|^{\alpha} I\left(\left|a_{n i} X_{i}\right| \leqslant b_{n},\left|X_{i}\right| \leqslant b_{n}\right) \\
& +E\left|a_{n i} X_{i}\right|^{\alpha} I\left(\left|a_{n i} X_{i}\right| \leqslant b_{n},\left|X_{i}\right|>b_{n}\right) . \tag{2.18}
\end{align*}
$$

By Lemma 2.3, it clearly follows that

$$
\begin{align*}
E\left|a_{n i} X_{i}\right|^{\alpha} I\left(\left|a_{n i} X_{i}\right| \leqslant b_{n},\left|X_{i}\right| \leqslant b_{n}\right) \leqslant & C_{7}\left|a_{n i}\right|^{\alpha} E\left|X_{i}\right|^{\alpha} I\left(\left|X_{i}\right| \leqslant b_{n}\right) \\
\leqslant & C_{7}\left|a_{n i}\right|^{\alpha} E|X|^{\alpha} I\left(|X| \leqslant b_{n}\right) \\
& +C_{7}\left|a_{n i}\right|^{\alpha} b_{n}^{\alpha} P\left(|X|>b_{n}\right) . \tag{2.19}
\end{align*}
$$

For $\forall 0<\theta<\alpha$,

$$
\begin{align*}
E\left|a_{n i} X_{i}\right|^{\alpha} I\left(\left|a_{n i} X_{i}\right| \leqslant b_{n},\left|X_{i}\right|>b_{n}\right) & \leqslant C_{8} b_{n}^{\alpha-\theta}\left|a_{n i}\right|^{\theta} E\left|X_{i}\right|^{\theta} I\left(\left|X_{i}\right|>b_{n}\right) \\
& \leqslant C_{8} b_{n}^{\alpha-\theta}\left|a_{n i}\right|^{\theta} E|X|^{\theta} I\left(|X|>b_{n}\right) . \tag{2.20}
\end{align*}
$$

Hence,

$$
\begin{align*}
& \sum_{n=1}^{\infty} n^{-1} b_{n}^{-\alpha} \sum_{i=1}^{n}\left|a_{n i}\right|^{\alpha} E|X|^{\alpha} I\left(|X| \leqslant b_{n}\right) \\
\leqslant & C \sum_{n=1}^{\infty} b_{n}^{-\alpha} E|X|^{\alpha} I\left(|X| \leqslant b_{n}\right) \\
\leqslant & C \sum_{n=1}^{\infty} b_{n}^{-\alpha} \sum_{k=1}^{n} E|X|^{\alpha} I\left(b_{k}<|X| \leqslant b_{k+1}\right) \\
\leqslant & C \sum_{k=1}^{\infty} E|X|^{\alpha} I\left(b_{k}<|X| \leqslant b_{k+1}\right)(\log k)^{-(\alpha / \gamma)+1} \\
\leqslant & C E|X|^{\alpha} /(\log (1+|X|))^{(\alpha / \gamma)-1}<\infty \tag{2.21}
\end{align*}
$$

Similarly, we have

$$
\begin{align*}
& \sum_{n=1}^{\infty} n^{-1} \sum_{i=1}^{n}\left|a_{n i}\right|^{\alpha} P\left(|X|>b_{n}\right) \\
= & \sum_{n=1}^{\infty} P\left(|X|>b_{n}\right) \\
= & \sum_{n=1}^{\infty} \sum_{k=n}^{\infty} P\left(k^{1 / \alpha}(\log k)^{1 / \gamma}<|X| \leqslant(k+1)^{1 / \alpha}(\log (k+1))^{1 / \gamma}\right) \\
= & \sum_{k=1}^{\infty} P\left(k^{1 / \alpha}(\log k)^{1 / \gamma}<|X| \leqslant(k+1)^{1 / \alpha}(\log (k+1))^{1 / \gamma}\right) k \\
\leqslant & C E|X|^{\alpha} /(\log (1+|X|))^{\alpha / \gamma}<\infty . \tag{2.22}
\end{align*}
$$

By $\sum_{i=1}^{n}\left|a_{n i}\right|^{\alpha}=O(n)$, we have $\sum_{i=1}^{n}\left|a_{n i}\right|^{\theta}=O(n)$ for $\forall 0<\theta<\alpha$. Therefore,

$$
\begin{align*}
& \sum_{n=1}^{\infty} n^{-1} \sum_{i=1}^{n} b_{n}^{-\theta}\left|a_{n i}\right|^{\theta} E|X|^{\theta} I\left(|X|>b_{n}\right) \\
\leqslant & C \sum_{n=1}^{\infty} b_{n}^{-\theta} E|X|^{\theta} I\left(|X|>b_{n}\right) \\
\leqslant & C \sum_{k=1}^{\infty} E|X|^{\theta} I\left(k^{1 / \alpha}(\log k)^{1 / \gamma}<|X| \leqslant(k+1)^{1 / \alpha}(\log (k+1))^{1 / \gamma}\right) \\
& \times \sum_{n=1}^{k} n^{-\theta / \alpha}(\log n)^{-\theta / \gamma} \\
\leqslant & C \sum_{k=1}^{\infty} k^{1-(\theta / \alpha)}(\log k)^{-\theta / \gamma} E|X|^{\theta} \\
& \times I\left(k^{1 / \alpha}(\log k)^{1 / \gamma}<|X| \leqslant(k+1)^{1 / \alpha}(\log (k+1))^{1 / \gamma}\right) \\
\leqslant & C \sum_{k=1}^{\infty}(\log k)^{-\alpha / \gamma} E|X|^{\alpha} I\left(k^{1 / \alpha}(\log k)^{1 / \gamma}<|X| \leqslant(k+1)^{1 / \alpha}(\log (k+1))^{1 / \gamma}\right) \\
\leqslant & C E|X|^{\alpha} /(\log (1+|X|))^{\alpha / \gamma}<\infty . \tag{2.23}
\end{align*}
$$

Based on the above statements, the desired result (2.17) follows immediately.
Proof of Theorem 2.1. For $\forall \varepsilon>0$, it follows that

$$
\begin{aligned}
& \sum_{n=1}^{\infty} \frac{1}{n} E\left(\frac{1}{b_{n}} \max _{1 \leqslant j \leqslant n}\left|\sum_{i=1}^{j} a_{n i} X_{i}\right|-\varepsilon\right)_{+}^{\alpha} \\
= & \sum_{n=1}^{\infty} \frac{1}{n} \int_{0}^{\infty} P\left(\frac{1}{b_{n}} \max _{1 \leqslant j \leqslant n}\left|\sum_{i=1}^{j} a_{n i} X_{i}\right|-\varepsilon>t^{1 / \alpha}\right) d t
\end{aligned}
$$

$$
\begin{align*}
= & \sum_{n=1}^{\infty} \frac{1}{n} \int_{0}^{1} P\left(\frac{1}{b_{n}} \max _{1 \leqslant j \leqslant n}\left|\sum_{i=1}^{j} a_{n i} X_{i}\right|>\varepsilon+t^{1 / \alpha}\right) d t \\
& +\sum_{n=1}^{\infty} \frac{1}{n} \int_{1}^{\infty} P\left(\frac{1}{b_{n}} \max _{1 \leqslant j \leqslant n}\left|\sum_{i=1}^{j} a_{n i} X_{i}\right|>\varepsilon+t^{1 / \alpha}\right) d t \\
\leqslant & \sum_{n=1}^{\infty} \frac{1}{n} P\left(\max _{1 \leqslant j \leqslant n}\left|\sum_{i=1}^{j} a_{n i} X_{i}\right|>\varepsilon b_{n}\right) \\
& +\sum_{n=1}^{\infty} \frac{1}{n} \int_{1}^{\infty} P\left(\max _{1 \leqslant j \leqslant n}\left|\sum_{i=1}^{j} a_{n i} X_{i}\right|>b_{n} t^{1 / \alpha}\right) d t \\
\triangleq & I+J . \tag{2.24}
\end{align*}
$$

To prove (2.1), it suffices to show that $I<\infty$ and $J<\infty$. By Lemma 2.4 (or Theorem A for identical distribution condition of random variables substituted by stochastic domination), $I<\infty$ clearly follows.

Without loss of generality, we can assume that $a_{n i} \geqslant 0$. For any $t \geqslant 1$ and all $1 \leqslant i \leqslant n, n \in \mathbb{N}$, define
$Y_{i}=-b_{n} t^{1 / \alpha} I\left(a_{n i} X_{i}<-b_{n} t^{1 / \alpha}\right)+a_{n i} X_{i} I\left(\left|a_{n i} X_{i}\right| \leqslant b_{n} t^{1 / \alpha}\right)+b_{n} t^{1 / \alpha} I\left(a_{n i} X_{i}>b_{n} t^{1 / \alpha}\right)$.
It is easily seen that

$$
\left(\max _{1 \leqslant j \leqslant n}\left|\sum_{i=1}^{j} a_{n i} X_{i}\right|>b_{n} t^{1 / \alpha}\right) \subset\left(\max _{1 \leqslant j \leqslant n}\left|\sum_{i=1}^{j} Y_{i}\right|>b_{n} t^{1 / \alpha}\right) \bigcup\left(\bigcup_{i=1}^{n}\left(\left|a_{n i} X_{i}\right|>b_{n} t^{1 / \alpha}\right)\right)
$$

which implies

$$
\begin{align*}
P\left(\max _{1 \leqslant j \leqslant n}\left|\sum_{i=1}^{j} a_{n i} X_{i}\right|>b_{n} t^{1 / \alpha}\right) \leqslant & P\left(\max _{1 \leqslant j \leqslant n}\left|\sum_{i=1}^{j} Y_{i}\right|>b_{n} t^{1 / \alpha}\right) \\
& +P\left(\bigcup_{i=1}^{n}\left(\left|a_{n i} X_{i}\right|>b_{n} t^{1 / \alpha}\right)\right) \tag{2.25}
\end{align*}
$$

Hence, it suffices to show that

$$
\begin{aligned}
J_{1} & =\sum_{n=1}^{\infty} \frac{1}{n} \int_{1}^{\infty} P\left(\max _{1 \leqslant j \leqslant n}\left|\sum_{i=1}^{j} Y_{i}\right|>b_{n} t^{1 / \alpha}\right) d t<\infty \\
J_{2} & =\sum_{n=1}^{\infty} \frac{1}{n} \int_{1}^{\infty} P\left(\bigcup_{i=1}^{n}\left(\left|a_{n i} X_{i}\right|>b_{n} t^{1 / \alpha}\right)\right) d t<\infty .
\end{aligned}
$$

By Lemma 2.4, we have

$$
J_{2} \leqslant C \sum_{n=1}^{\infty} \frac{1}{n} \int_{1}^{\infty} \sum_{i=1}^{n} P\left(\left|a_{n i} X_{i}\right|>b_{n} t^{1 / \alpha}\right) d t<\infty
$$

By Lemma 2.5, for $n$ large enough, $\max _{1 \leqslant j \leqslant n}\left|\sum_{i=1}^{j} E Y_{i}\right| \leqslant \frac{b_{n} t^{1 / \alpha}}{2}$ holds uniformly for all $t \geqslant 1$. Hence, by the Markov's inequality, Lemma 2.2 and (2.3) of Lemma 2.3, we have

$$
\begin{align*}
J_{1} \leqslant & C \sum_{n=1}^{\infty} \frac{1}{n} \int_{1}^{\infty} P\left(\max _{1 \leqslant j \leqslant n}\left|\sum_{i=1}^{j}\left(Y_{i}-E Y_{i}\right)\right|>\frac{b_{n} t^{1 / \alpha}}{2}\right) d t \\
\leqslant & C \sum_{n=1}^{\infty} \frac{1}{n} \int_{1}^{\infty} \frac{1}{b_{n}^{2} t^{2 / \alpha}} E\left(\max _{1 \leqslant j \leqslant n}\left|\sum_{i=1}^{j}\left(Y_{i}-E Y_{i}\right)\right|^{2}\right) d t \\
\leqslant & C \sum_{n=1}^{\infty} \frac{1}{n} \int_{1}^{\infty} \frac{1}{b_{n}^{2} t^{2 / \alpha}}\left(\sum_{i=1}^{n} E\left|Y_{i}-E Y_{i}\right|^{2}\right) d t \\
\leqslant & C \sum_{n=1}^{\infty} \frac{1}{n} \int_{1}^{\infty} \frac{1}{b_{n}^{2} t^{2 / \alpha}}\left(\sum_{i=1}^{n} E\left|a_{n i} X_{i}\right|^{2} I\left(\left|a_{n i} X_{i}\right| \leqslant b_{n} t^{1 / \alpha}\right)\right) d t \\
& +C \sum_{n=1}^{\infty} \frac{1}{n} \int_{1}^{\infty} \frac{\sum_{i=1}^{n} P\left(\left|a_{n i} X_{i}\right|>b_{n} t^{1 / \alpha}\right) d t}{\leqslant} \quad C \sum_{n=1}^{\infty} \frac{1}{n} \int_{1}^{\infty} \frac{1}{b_{n}^{2} t^{2 / \alpha}}\left(\sum_{i=1}^{n} E\left|a_{n i} X\right|^{2} I\left(\left|a_{n i} X\right| \leqslant b_{n} t^{1 / \alpha}\right)\right) d t \\
& +C \sum_{n=1}^{\infty} \frac{1}{n} \int_{1}^{\infty} \sum_{i=1}^{n} P\left(\left|a_{n i} X\right|>b_{n} t^{1 / \alpha}\right) d t \\
\leqslant & C \sum_{n=1}^{\infty} \frac{1}{n} \int_{1}^{\infty} \frac{1}{b_{n}^{2} t^{2 / \alpha}}\left(\sum_{i=1}^{n} E\left|a_{n i} X\right|^{2} I\left(\left|a_{n i} X\right| \leqslant b_{n}\right)\right) d t \\
& +C \sum_{n=1}^{\infty} \frac{1}{n} \int_{1}^{\infty} \frac{1}{b_{n}^{2} t^{2 / \alpha}}\left(\sum_{i=1}^{n} E\left|a_{n i} X\right|^{2} I\left(b_{n}<\left|a_{n i} X\right| \leqslant b_{n} t^{1 / \alpha}\right)\right) d t \\
= & +C \sum_{n=1}^{\infty} \frac{1}{n} \int_{1}^{\infty} \sum_{i=1}^{n} P\left(\left|a_{n i} X\right|>b_{n} t^{1 / \alpha}\right) d t \\
& +J_{12}+J_{13} .
\end{align*}
$$

For $1<\alpha \leqslant 2$ and Lemma 2.7, note that

$$
\begin{align*}
J_{11} & =\sum_{n=1}^{\infty} \frac{1}{n} \int_{1}^{\infty} \frac{1}{b_{n}^{2} t^{2 / \alpha}}\left(\sum_{i=1}^{n} E\left|a_{n i} X\right|^{2} I\left(\left|a_{n i} X\right| \leqslant b_{n}\right)\right) d t \\
& \leqslant \sum_{n=1}^{\infty} \frac{1}{n} \frac{1}{b_{n}^{\alpha}}\left(\sum_{i=1}^{n} E\left|a_{n i} X\right|^{\alpha} I\left(\left|a_{n i} X\right| \leqslant b_{n}\right)\right)<\infty . \tag{2.27}
\end{align*}
$$

Letting $t=x^{\alpha}$. By (2.3) of Lemma 2.3, the Markov's inequality and Lemma 2.5, we have

$$
J_{12}=\sum_{n=1}^{\infty} \frac{1}{n} \int_{1}^{\infty} \frac{1}{b_{n}^{2} t^{2 / \alpha}}\left(\sum_{i=1}^{n} E\left|a_{n i} X\right|^{2} I\left(b_{n}<\left|a_{n i} X\right| \leqslant b_{n} t^{1 / \alpha}\right)\right) d t
$$

$$
\begin{align*}
& \leqslant C \sum_{n=1}^{\infty} \frac{1}{n b_{n}^{2}} \int_{1}^{\infty} x^{\alpha-3} \sum_{i=1}^{n} E\left|a_{n i} X\right|^{2} I\left(b_{n}<\left|a_{n i} X\right| \leqslant b_{n} x\right) d x \\
& \leqslant C \sum_{n=1}^{\infty} \frac{1}{n b_{n}^{2}} \sum_{m=1}^{\infty} \int_{m}^{m+1} x^{\alpha-3} \sum_{i=1}^{n} E\left|a_{n i} X\right|^{2} I\left(b_{n}<\left|a_{n i} X\right| \leqslant b_{n} x\right) d x \\
& \leqslant C \sum_{n=1}^{\infty} \frac{1}{n b_{n}^{2}} \sum_{m=1}^{\infty} m^{\alpha-3} \sum_{i=1}^{n} E\left|a_{n i} X\right|^{2} I\left(b_{n}<\left|a_{n i} X\right| \leqslant b_{n}(m+1)\right) \\
& =C \sum_{n=1}^{\infty} \frac{1}{n b_{n}^{2}} \sum_{i=1}^{n} \sum_{m=1}^{\infty} \sum_{s=1}^{m} m^{\alpha-3} E\left|a_{n i} X\right|^{2} I\left(b_{n} s<\left|a_{n i} X\right| \leqslant b_{n}(s+1)\right) \\
& =C \sum_{n=1}^{\infty} \frac{1}{n b_{n}^{2}} \sum_{i=1}^{n} \sum_{s=1}^{\infty} E\left|a_{n i} X\right|^{2} I\left(b_{n} s<\left|a_{n i} X\right| \leqslant b_{n}(s+1)\right) \sum_{m=s}^{\infty} m^{\alpha-3} \\
& \leqslant C \sum_{n=1}^{\infty} \frac{1}{n b_{n}^{2}} \sum_{i=1}^{n} \sum_{s=1}^{\infty} E\left|a_{n i} X\right|^{2} I\left(b_{n} s<\left|a_{n i} X\right| \leqslant b_{n}(s+1)\right) s^{\alpha-2} \\
& \leqslant C \sum_{n=1}^{\infty} \frac{1}{n b_{n}^{\alpha}} \sum_{i=1}^{n} E\left|a_{n i} X\right|^{\alpha} I\left(\left|a_{n i} X\right|>b_{n}\right) \\
& \leqslant C E|X|^{\alpha} /(\log (1+|X|))^{\alpha / \gamma-1}<\infty . \tag{2.28}
\end{align*}
$$

Analogous to the proof of Lemma 2.5, it follows that

$$
\begin{align*}
J_{13} & =\sum_{n=1}^{\infty} \frac{1}{n} \int_{1}^{\infty} \sum_{i=1}^{n} P\left(\left|a_{n i} X\right|>b_{n} t^{1 / \alpha}\right) d t \\
& \leqslant C E|X|^{\alpha} /(\log (1+|X|))^{\alpha / \gamma-1}<\infty . \tag{2.29}
\end{align*}
$$

Hence, the desired result $J_{1}<\infty$ follows immediately. The proof of Theorem 2.1 is completed.

REMARK 2.1. Under the conditions of Theorem 2.1, it is easy to check that

$$
\begin{align*}
\infty & >\sum_{n=1}^{\infty} \frac{1}{n} E\left(\frac{1}{b_{n}} \max _{1 \leqslant j \leqslant n}\left|\sum_{i=1}^{j} a_{n i} X_{i}\right|-\varepsilon\right)_{+}^{\alpha} \\
& =\sum_{n=1}^{\infty} \frac{1}{n} \int_{0}^{\infty} P\left(\frac{1}{b_{n}} \max _{1 \leqslant j \leqslant n}\left|\sum_{i=1}^{j} a_{n i} X_{i}\right|-\varepsilon>t^{1 / \alpha}\right) d t \\
& \geqslant \sum_{n=1}^{\infty} \frac{1}{n} \int_{0}^{\varepsilon^{\alpha}} P\left(\frac{1}{b_{n}} \max _{1 \leqslant j \leqslant n}\left|\sum_{i=1}^{j} a_{n i} X_{i}\right|>\varepsilon+t^{1 / \alpha}\right) d t \\
& =\varepsilon^{\alpha} \sum_{n=1}^{\infty} \frac{1}{n} P\left(\max _{1 \leqslant j \leqslant n}\left|\sum_{i=1}^{j} a_{n i} X_{i}\right|>2 \varepsilon b_{n}\right) . \tag{2.30}
\end{align*}
$$

Since $\varepsilon>0$ is arbitrary. Therefore, from (2.30), we obtain that the complete moment convergence implies the complete convergence. Compared with the corresponding ones
of Sung [18], Chen and Sung [6], it is worth pointing out that the main result is an extension and improvement under the same moment condition.

Taking $a_{n i}=a_{i}$ in Theorem 2.1, we can get the following result.
COROLLARY 2.1. Let $\left\{X_{n} ; n \geqslant 1\right\}$ be a mean zero sequence of NA random variables which is stochastically dominated by a random variable $X$, let $\left\{a_{n} ; n \geqslant 1\right\}$ be a sequence of real constants such that $\sum_{i=1}^{n}\left|a_{i}\right|^{\alpha}=O(n)$ for $0<\alpha \leqslant 2$. Set $b_{n}=$ $n^{1 / \alpha}(\log n)^{1 / \gamma}$ for $0<\gamma<\alpha$ with $1<\alpha \leqslant 2$. If $E|X|^{\alpha} /(\log (1+|X|))^{\alpha / \gamma-1}<\infty$, then

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1}{n} P\left(\max _{1 \leqslant j \leqslant n}\left|\sum_{i=1}^{j} a_{i} X_{i}\right|>\varepsilon b_{n}\right)<\infty \quad \text { for } \quad \forall \varepsilon>0 \tag{2.31}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{b_{n}} \sum_{i=1}^{n} a_{i} X_{i} \rightarrow 0 \quad \text { a.s. } \quad n \rightarrow \infty \tag{2.32}
\end{equation*}
$$

Proof of Corollary 2.1. By Remark 2.1, it is easily to show that

$$
\sum_{n=1}^{\infty} \frac{1}{n} P\left(\max _{1 \leqslant j \leqslant n}\left|\sum_{i=1}^{j} a_{i} X_{i}\right|>\varepsilon b_{n}\right)<\infty \quad \text { for } \quad \forall \varepsilon>0
$$

which implies (2.32) by a standard computation method (see for example, Lemma 2.4 in Sung [17]).

Acknowledgements. The authors are most grateful to the Associate Editor Professor Lenka Mihoković, the Assigned Editor and the anonymous referees for carefully reading the manuscript and for offering some valuable suggestions and comments, which greatly enabled them to improve this paper.

## REFERENCES

[1] K. Alam, K. M. L. Saxena, Positive dependence in multivariate distributions, Commun. Stat. Theor. M., 10 (12): 1183-1196 (1981).
[2] Z. D. Bai, P. E. Cheng, Marcinkiewicz strong laws for linear statistics, Stat. Probabil. Lett. 46: 105-112 (2000).
[3] G. H. CAI, Strong laws for weighted sums of NA random variables, Metrika, 68: 323-331 (2008).
[4] P. Y. CHEN, S. X. GAN, Limiting behavior of weighted sums of i.i.d. random variables, Stat. Probabil. Lett.,77: 1589-1599 (2007).
[5] P. Y. Chen, T. C. Hu, X. D. Liu, A. Volodin, On complete convergence for arrays of rowwise negatively associated random variables, Theory Probab. Appl. 52: 323-328 (2008).
[6] P. Y. Chen, S. H. Sung, On the strong convergence for weighted sums of negatively associated random variables, Stat. Probabil. Lett., 92: 45-52 (2014).
[7] Y. S. Chow, On the rate of moment complete convergence of sample sums and extremes, Bull. Inst. Math. Acad. Sin., 16: 177-201 (1988).
[8] J. CuZICK, A strong law for weighted sums of i.i.d. random variables, J. Theor. Probab., 8: 625-641 (1995).
[9] P. L. Hsu, H. Robbins, Complete convergence and the law of large numbers, Proc. Natl. Acad. Sci. USA, 33 (2): 25-31 (1947).
[10] K. Joag-Dev, F. Proschan, Negative association of random variables with applications, Ann. Stat., 11: 286-295 (1983).
[11] A. KUCZMASZEWSKA, On complete convergence for arrays of rowwise negatively associated random variables, Stat. Probabil. Lett., 79: 116-124 (2009).
[12] W. Li, P. Y. Chen, S. H. Sung, Remark on convergence rate for weighted sums of $\rho^{*}$-mixing random variables, RACSAM, 111: 507-513 (2017).
[13] H. Y. Liang, D. L. Li, A. Rosalsky, Complete moment convergence for sums of negatively associated random variables, Acta Math. Sin. English Ser., 26: 419-432 (2010).
[14] P. Matula, A note on the almost sure convergence of sums of negatively dependent random variables, Stat. Probabil. Lett., 15: 209-213 (1992).
[15] Q. M. SHAO, A comparison theorem on moment inequalities between negatively associated and independent random variables, J. Theor. Probab., 13 (2): 343-356 (2000).
[16] S. H. Sung, Complete convergence for weighted sums of random variables, Stat. Probabil. Lett., 77: 303-311 (2007).
[17] S. H. Sung, Marcinkiewicz-Zygmund type strong law of large numbers for pairwise i.i.d. random variables, J. Theor. Probab. 27: 96-106 (2014).
[18] S. H. Sung, On the strong convergence for weighted sums of random variables, Stat. Pap., 52: 447454 (2011).
[19] W. B. WU, On the strong convergence of a weighted sum, Stat. Probabil. Lett., 44: 19-22 (1999).

Haiwu Huang<br>School of Science<br>Guilin University of Aerospace Technology<br>Guilin 541004, P.R. China<br>e-mail: haiwuhuang@126.com

Yanchun Yi
College of Mathematics and Statistics Hengyang Normal University Hengyang 421002, P.R. China

Xiongtao Wu
College of Mathematics and Statistics
Hengyang Normal University Hengyang 421002, P.R. China


[^0]:    Mathematics subject classification (2020): 60F15.
    Keywords and phrases: Complete moment convergence, weighted sums, negatively associated random variables.

    This paper is supported the Doctor and Professor Natural Science Foundation of Guilin University of Aerospace Technology (KX202103701), Guangxi Special Project of Science and Technology Base and Talent Development (Guike AD23026016), the Scientific Research Project of Hunan Education Department (19C0265) and Hengyang Normal University Open Fund project (IIPA20K02).

    * Corresponding author.

