
Journal of
Mathematical

Inequalities

Volume 17, Number 2 (2023), 779–797 doi:10.7153/jmi-2023-17-50

IMPROVEMENTS OF THE WEIGHTED HERMITE–HADAMARD

INEQUALITY AND APPLICATIONS TO MEAN INEQUALITY

SHIGERU FURUICHI, NICUŞOR MINCULETE AND HAMID REZA MORADI

(Communicated by T. Burić)

Abstract. This paper aims to characterize the function appearing in the weighted Hermite-Hada-
mard inequality. We provide improved inequalities for the weighted means as applications of the
obtained results. Modifications of the weighted Hermite-Hadamard inequality are also presented.
Our results contain some exciting inequalities and extensions of the known results.

1. Introduction and preliminiaries

For a,b > 0 and 0 �  � 1, the weighted arithmetic-geometric mean inequal-
ity asserts that a�b � ab , where a�b := a1−b and ab := (1− )a+ b are
named the weighted geometric mean and the weighted arithmetic mean, respectively.
We use the symbols  and � instead of 1/2 and �1/2 . During the past decades, the
study of inequalities involvingmathematical means has attracted many mathematicians;
see, for example, [4, 6, 7, 8, 9, 10].

Recently, in [15, Theorem 2.2], the weighted logarithmic mean was introduced in
the following structure:

L(a,b) :=
1

loga− logb

{
1−


(a−a1−b)+


1−
(a1−b −b)

}
(1)

for a,b > 0, a �= b with  ∈ (0,1) and L (a,a) = a . For  = 1/2 , (1) reduces to the

logarithmic mean L1/2(a,b) = L(a,b) :=
a−b

loga− logb
. Besides, it has been shown that

a�b � L(a,b) � ab. (2)

Inequality (2) provides a modification of the famous Young’s inequality

ab � 1
p loga−q logb

(
q
p
(ap−ab)+

p
q
(ab−bq)

)
� ap

p
+

bq

q

for a,b > 0, ap �= bq with p,q > 1 and 1/p+1/q = 1.
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Notice that inequality (2) is an immediate consequence of the following general-
ization of the Hermite-Hadamard inequality (see [15, Theorem 2.1])

f (ab)

� (1−)
1∫

0

f ( (b−a)+a)d +
1∫

0

f ((1−) (b−a)+b+(1−)a)d

� f (a) f (b)
(3)

for a convex Riemann integrable function f : [a,b] → R and a,b > 0 with  ∈ [0,1] .
Indeed, by letting  = 1/2 in (3), we recover the Hermite-Hadamard inequality:

f (ab) �
1∫

0

f (ab)d � f (a) f (b) . (4)

For additional refinements and applications related to Hermite-Hadamard inequality,
see [5, 13, 17].

Since a0b=a , a1b=b , a1−t b=bta , and (ab)
(
ab

)
=a(1−)+b

with , , ∈ [0,1] , inequality (3) can be written as

f (ab) � C f , (a,b) � f (a) f (b) (5)

where

C f , (a,b) =

⎛⎝ 1∫
0

f (ab)d

⎞⎠

⎛⎝ 1∫
0

f
(
b(1−)a

)
d

⎞⎠ , (6)

due to
1∫

0

f
(
b(1−)(1− )a

)
d =

1∫
0

f
(
b(1−)a

)
d .

In [15], the representing function of the weighted logarithmic mean, i.e.,

f (t) :=
1

log t

{
1−


(t −1)+


1−
(t − t)

}
= L(1,t), (1 �= t > 0) (7)

was studied and characterized by the following inequalities:

t � f (t) � 1
2

(t +(1−)+t) � (1−)+t.

The following results have been established in [7]:

THEOREM 1.1. Let f : [a,b] → R be a convex function. Then for any  ∈ [0,1] ,

f (ab) � R
(1)
f ,(a,b) � C f ,(a,b) � R

(2)
f ,(a,b) � f (a) f (b),
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where
R

(1)
f ,(a,b) := f (a

2
b) f (a 1+

2
b),

and
R

(2)
f ,(a,b) := ( f (a) f (b))( f (ab)) .

COROLLARY 1.2. Let a,b > 0 and  ∈ (0,1) . Then

a�b �
(
a� 

2
b
)


(
a� 1+

2
b
)

� L(a,b) � (ab)(a�b) � ab.

In this paper, we refine inequalities (2). Refinement of the Hermite-Hadamard
inequality is also provided. The inequalities demonstrated in the next section can be
extended to the positive Hilbert space operators by utilizing the standard functional
calculus. We leave this idea for the interested reader.

2. Main results

We begin with the following lemma, which includes two identities for C f , .

LEMMA 2.1. Let f : [0,1)∪ (1,) → R be a convex function. Then, for any
 ∈ (0,1) ,

C f ,(t,1) =
1

1− t

⎛⎜⎝1−


(1−)t+∫
t

f ( )d +


1−

1∫
(1−)t+

f ( )d

⎞⎟⎠ , (8)

and

C f ,(1, t) =
1

t−1

⎛⎜⎝1−


(1−)+t∫
1

f ( )d +


1−

t∫
(1−)+t

f ( )d

⎞⎟⎠ . (9)

Proof. Putting a = t and b = 1 in (6), we deduce the equality (8), with calcula-
tions. Relation (9) can be obtained likewise. �

REMARK 2.2.

(i) If we take f ( ) =  in (9), then we have C ,(1, t) = (1−)+t which is the
representing function of the weighted arithmetic mean.

(ii) If we take  = 1/2 in (8) and (9), then we reach

C f , 1
2
(t,1) =

1
1− t

1∫
t

f ( )d =
1

t−1

t∫
1

f ( )d = C f , 1
2
(1,t), (1 �= t > 0).
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(iii) For t = 0, in equality (8), we obtain

C f ,(0,1) =
1−


∫
0

f ( )d +


1−

1∫


f ( )d . (10)

If we take f ( ) = t in (10), then we deduce Ct ,(0,1) = f (t) , where f (t) is
given as in (7).

On account of Remark 2.2, it is interesting to study the function C f ,(t,1) . The
following result presents an upper and a lower bound for C f ,(t,1) .

THEOREM 2.3. Let f : [0,1)∪ (1,) → R+ be a convex function. Then for any
 ∈ (0,1) ,

min

{
1−


,


1−

}
C f , 1

2
(t,1) � C f ,(t,1) � max

{
1−


,


1−

}
C f , 1

2
(t,1). (11)

Proof. Employing Remark 2.2 (ii), we have

min

{
1−


,


1−

}
C f , 1

2
(t,1)

= min

{
1−


,


1−

}
1

1− t

1∫
t

f ( )d

= min

{
1−


,


1−

}
1

1− t

⎛⎜⎝ (1−)t+∫
t

f ( )d +
1∫

(1−)t+

f ( )d

⎞⎟⎠
� 1

1− t

⎛⎜⎝1−


(1−)t+∫
t

f ( )d +


1−

1∫
(1−)t+

f ( )d

⎞⎟⎠
� max

{
1−


,


1−

}
1

1− t

⎛⎜⎝ (1−)t+∫
t

f ( )d +
1∫

(1−)t+

f ( )d

⎞⎟⎠
= max

{
1−


,


1−

}
1

1− t

1∫
t

f ( )d

= max

{
1−


,


1−

}
C f , (t,1) .

Consequently, we prove the inequality of the statement. �
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REMARK 2.4. Letting t = 0 in (11). Then for any  ∈ (0,1) ,

min

{
1−


,


1−

} 1∫
0

f ( )d � C f ,(0,1) � max

{
1−


,


1−

} 1∫
0

f ( )d .

(12)
If we take f ( ) = t in (12), we infer

min

{
1−


,


1−

}
t−1
logt︸ ︷︷ ︸
L(t,1)

� f (t) � max

{
1−


,


1−

}
t−1
logt︸ ︷︷ ︸
L(t,1)

.

The above inequalities have been demonstrated in [6, Theorem 2.2]. More precisely,
Theorem 2.3 provides an extension of [6, Theorem 2.2].

In the following lemma, the difference between the weighted arithmetic mean and
the weighted geometric mean has been represented by the representing function of the
weighted logarithmic mean L(t,1) .

LEMMA 2.5. Let t ∈ [0,1)∪ (1,) and  ∈ (0,1) . Then

L(t,1)−L(t ,1) =
(1−)+t− t

 log t
.

Proof. It is easy to see that

 logt {L(t,1)−L(t ,1)} = ( log t)L(t,1)− ( logt)L(t ,1) = t −− t +1,

which proves the equality of the statement. �
In the sequel, we need the following refinements and reverses of Young inequality.

(i) Kittaneh-Manasrah’s inequality [11, 12]: For any t > 0,

r(
√

t−1)2 � (1−)+t− t � R(
√

t −1)2, (13)

where r = min{,1−} , R = max{,1−} , and  ∈ [0,1] .

(ii) Cartwright-Field’s inequality [2]: For any t > 0 and 0 �  � 1,

1
2
(1−)

(t−1)2

max{t,1} � (1−)+t− t � 1
2
(1−)

(t −1)2

min{t,1} . (14)

(iii) Alzer-Fonseca-Kovačec’s inequality [1]: For any t > 0 and 0 < , < 1,

1
2
(1−)min{t,1} log2 t � (1−)+t− t � 1

2
(1−)max{t,1} log2 t,

(15)
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and

min

{



,
1−
1−

}(
 t +(1− )− t

)
� (1−)+t− t

� max

{



,
1−
1−

}(
 t +(1− )− t

)
.

(16)
In particular, if  = 1− , in (16), then

min

{
1−


,


1−

}(
(1−)t +− t1−

)
� (1−)+t− t

� max

{


1−
,
1−


}(
(1−)t +− t1−

)
.

(17)

Employing the above inequalities together with Lemma 2.5, we get the following
result:

PROPOSITION 2.6. Let  ∈ (0,1) . If t > 1 , then

r


(
√

t−1)2

logt
� L(t,1)−L(t ,1) � R


(
√

t−1)2

logt
,

1−
2

(t−1)2

max{t,1} logt
� L(t,1)−L(t ,1) � 1−

2
(t−1)2

min{t,1} logt
,

1−
2

min{t,1} logt � L(t,1)−L(t ,1) � 1−
2

max{t,1} logt,

and
1−


min

{


1−
,
1−


}(
L(t,1)−L(t1− ,1)

)
� L(t,1)−L(t ,1)

� 1−


max

{


1−
,
1−


}(
L(t,1)−L(t1− ,1)

)
.

The reversed inequalities hold when 0 < t < 1 .

Proof. Using Lemma 2.5, we find

(1−)+t− t =  logt (L(t,1)−L(t ,1)) .

Replacing the expression (1−)+t− t in inequalities (13), (14), (15), and (17), we
deduce the inequalities from the statement. �

We can obtain the alternative expression of the difference between the weighted
arithmetic mean and the weighted geometric mean by the weighted logarithmic mean
and the logarithmic mean. Related to this, we state the following lemma.
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LEMMA 2.7. Let t ∈ [0,1)∪ (1,) and  ∈ (0,1) . Then

L (1,t)−L(1,t) =
(2−1)

(1−) logt
{(1−)+t− t} .

Proof. Making the difference between the weighted logarithmic mean and the log-
arithmic mean of t and 1, we have:

L(1, t)−L(1, t) =
1

log t

(
1−


(t −1)+


1−
(t− t)− t +1)

)
=

1
log t

{(
1−


− 
1−

)
t +

(


1−
−1

)
t +1− 1−



}
=

1−2
logt

{
1

(1−)
t − 1

1−
t− 1



}
=

1−2
(1−) logt

{t −t− (1−)}

for all t > 0, t �= 1 and  ∈ (0,1) . �

REMARK 2.8. Using Lemma 2.7, we can obtain similar results like Proposition
2.6 with the help of inequalities (13), (14), (15), and (17). However, we leave them for
interested readers.

Inequality (2) can be improved by using Theorem 1.1. Indeed, we have:

THEOREM 2.9. Let a,b > 0 , a �= b. Then for any  ∈ (0,1) ,

a�b �
(
a� 3

4
b
)


(
a� 1+3

4
b
)

�
(√

a�
√

b
)

L
(√

a,
√

b
)

� (a�b)
((

a� 
2
b
)


(
a� 1+

2
b
))

�
(
a� 

2
b
)


(
a� 1+

2
b
)

� L (a,b)
� (a�b)(ab)
� ab.

Proof. We set a = 0, b = 1, and f ( ) = t , (t > 0) in Theorem 1.1. Then we
have

t � R
(1)
t , (0,1) � Ct ,(0,1) � R

(2)
t ,(t

 ,1) � t +(1−),

where
R

(1)
t ,(0,1) = t


2  t

1+
2 = (1−)t


2 +t

1+
2 ,
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and

R
(2)
t ,(0,1) = (t +(1−))t =

1
2
[t +(1−)+t].

That is, we obtain

t � (1−)t

2 +t

1+
2 � f (t) � 1

2
(t +(1−)+t)� t +(1−) (18)

for all t ∈ [0,1)∪ (1,) and  ∈ (0,1) .
If we replace t by t

1
2 in inequality (18), then we deduce the following sequence

of inequalities:

t

2 � (1−)t


4 +t

1+
4 � f (t

1
2 ) � 1

2

(
t

2 +(1−)+t

1
2

)
� t

1
2 +(1−).

Multiplying by t

2 the above sequence of inequalities, we have

t � (1−)t
3
4 +t

1+3
4 � t


2 f (t

1
2 )� 1

2

(
t +(1−)t


2 +t

+1
2

)
� t

+1
2 +(1−)t


2 ,

for all t ∈ (0,1)∪ (1,) and  ∈ (0,1) . From the first and the second inequalities in
(18), we find

1
2

(
t +(1−)t


2 +t

1+
2

)
� (1−)t


2 +t

1+
2 � f (t).

Thus we have the inequalities

t � (1−)t
3
4 +t

1+3
4

� t

2 f
(
t

1
2

)
� 1

2

(
t +(1−)t


2 +t

1+
2

)
� (1−)t


2 +t

1+
2

� f (t)

� 1
2

(t +(1−)+t)

� (1−)+t.

(19)

Putting t = b
a �= 1 in inequalities (19) and multiplying by a to both sides, we deduce

the sequence of inequalities. �
The following corollary gives an interpolation between the weighted geometric

mean and the weighted logarithmic mean by the self-improving inequality technique.

COROLLARY 2.10. Let m ∈ N and 0 <  < 1 . Then for any t > 0 ,

tv � · · · � t(1− 1
2m ) f

(
t

1
2m
)

� t

(
1− 1

2m−1

)

f
(
t

1
2m−1

)
� · · ·

� t(1− 1
4 ) f

(
t

1
4

)
� t


2 f
(
t

1
2

)
� f (t),

(20)

where the function f (t) is defined as in (7).
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Proof. It is sufficient to prove the third inequality in (20) for any m ∈ N . In the

process of the proof of Theorem 2.9, we found the inequality t

2 f
(
t

1
2

)
� f (t) for

t > 0 and 0 <  < 1. In this inequality, we put t = s
1

2m−1 . Then we have s


2m f
(
s

1
2m

)
�

f
(
s

1
2m−1

)
. Multiplying s

2m−1−1
2m−1  to both sides of this inequality, we get the third

inequality in (20). Taking m →  , we have t(1− 1
2m ) f

(
t

1
2m

)
→ tv , since fv(1) =

lim
t→1

fv(t) = 1. �

Before expressing the next result, we recall an interesting inequality for convex
functions [3]: If f is a convex function on the interval J ⊆ R , then for any x,y ∈ J ,

2r ( f (x) f (y)− f (xy)) � f (x)t f (y)− f (xt y) (21)

holds, where r = min{t,1− t} and 0 � t � 1. In the same paper, it has been shown
that

f (x)t f (y)− f (xt y) � 2R( f (x) f (y)− f (xy)) (22)

where R = max{t,1− t} .
The following theorem provides an improvement and a reverse for the first in-

equality in (5), with the help of (21) and (22).

THEOREM 2.11. Let f : [a,b]→R be a convex function. Then for any 0 �  � 1 ,

2r

1∫
0

((
f (ab) f

(
b(1−)a

))− f
(
a 1+(2−1)

2
b
))

d � C f , (a,b)− f (ab) ,

and

C f , (a,b)− f (ab) � 2R

1∫
0

((
f (ab) f

(
b(1−)a

))− f
(
a 1+(2−1)

2
b
))

d ,

where r = min{,1−} and R = max{,1−} .

Proof. By substituting x = ab and y = b(1−)a , in (21), we obtain

f
(
(ab)

(
b(1−)a

))
� f (ab) f

(
b(1−)a

)−2r
(
f (ab) f

(
b(1−)a

)
− f

(
(ab)

(
b(1−)a

)))
.

Since (ab)
(
b(1−)a

)
= (ab)

(
a1−(1−)b

)
= a(1−)+(1−(1−) )b

= ab , we have

f (ab) = f
(
(ab)

(
b(1−)a

))
.
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Consequently, we prove

f (ab) � f (ab) f
(
b(1−)a

)
−2r

(
f (ab) f

(
b(1−)a

)− f
(
a 1+(2−1)

2
b
)))

.

By taking integral over  ∈ [0,1] , we reach to

f (ab) �
1∫

0

(
f (ab) f

(
b(1−)a

))
d

−2r

1∫
0

(
f (ab) f

(
b(1−)a

)− f
(
a 1+(2−1)

2
b
)))

d ,

which is the first inequality. The second inequality follows likewise by employing
inequality (22) instead of inequality (21). �

REMARK 2.12. Note that

f (ab) f
(
b(1−)a

)− f
(
a 1+(2−1)

2
b
)

� 0, (0 � ,  � 1, a,b > 0)

by the convexity of f .

The following corollary gives a refinement and a reverse for the inequality a1−b �
L(a,b) .

COROLLARY 2.13. Let a,b > 0 and 0 <  < 1 with  �= 1/2 . Then

r
logb− loga

(
a�b−a


+

b−a�b
1−

− 4(a�b−a�b)
1−2

)
� L (a,b)−a�b, (23)

and

L (a,b)−a�b � R
logb− loga

(
a�b−a


+

b−a�b
1−

− 4(a�b−a�b)
1−2

)
, (24)

where r = min{,1−} and R = max{,1−} . In the limit of  → 1/2 , both sides
in inequalities (23) and (24) coincide.

Proof. Letting f (t) = et in Theorem 2.11. A simple calculation reveals that

1∫
0

ea bd =
eab − ea

 (b−a)
,

1∫
0

eb(1−) ad =
eb− eab

(1−)(b−a)
,

and
1∫

0

e
a 1+(2−1)

2
b
d =

2
(
eab− eab

)
(1−2)(b−a)

.
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Hence we have

r

(
eab− ea

 (b−a)
+

eb − eab

(1−)(b−a)
− 4

(
eab− eab

)
(1−2)(b−a)

)

�
(

eab− ea

 (b−a)

)


(
eb− eab

(1−)(b−a)

)
− eab,

and (
eab − ea

 (b−a)

)


(
eb− eab

(1−)(b−a)

)
− eab

� R

(
eab− ea

 (b−a)
+

eb− eab

(1−)(b−a)
− 4

(
eab− eab

)
(1−2)(b−a)

)
.

We obtain desired inequalities by replacing ea and eb by a and b in the above two
inequalities.

Finally, we quickly find that

lim
→1/2

4(a�b−a�b)
1−2

= lim
→1/2

4(a�b)(loga− logb)
−2

= 2(a�b)(logb− loga) ,

which implies the last statement by simple calculations. �

COROLLARY 2.14. Let f : [a,b] → R be a convex function. Then for any 0 �
 � 1 ,

f (ab)� f (a) f (b)−2r

1∫
0

((
f (ab) f

(
b(1−)a

))− f
(
a 1+(2−1)

2
b
))

d ,

where r = min{,1−} .

Proof. By the second inequality in (5), we understand that

C f , (a,b) � f (a) f (b) .

Combining this with Theorem 2.11 finishes the proof. �
The following result improves the second inequality in (4).

COROLLARY 2.15. Let f : [a,b]→ R be a convex function. Then

1∫
0

f (ab)d

� f (a) f (b)

−
1∫

0

⎛⎝(1−|2−1|)
1∫

0

((
f (ab) f

(
b(1−)a

))− f
(
a 1+(2−1)

2
b
))

d

⎞⎠d.
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Proof. Since 2min{,1−} = 1−|2−1| , we infer from Corollary 2.14 that

f (ab)
� f (a) f (b)

− (1−|2−1|)
1∫

0

((
f (ab) f

(
b(1−)a

))− f
(
a 1+(2−1)

2
b
))

d .

We obtain the desired result if we take integral over  ∈ [0,1] . �

REMARK 2.16. The case  = 1/2 in Corollary 2.14, recovers the second in-
equality of (4). Indeed,

f (ab) � f (a) f (b)−
⎛⎝ 1∫

0

(
f
(
a

2
b
)
 f
(
b

2
a
)
− f (ab)

)
d

⎞⎠
= f (a) f (b)−

1∫
0

(
f
(
a

2
b
)
 f
(
b

2
a
))

d + f (ab)

= f (a) f (b)−
1∫

0

(
f
(
a

2
b
)
 f
(
a1− 

2
b
))

d + f (ab) .

Equalities ∫ 1

0
f
(
a

2
b
)

d = 2
∫ 1/2

0
f (axb)dx

and ∫ 1

0
f
(
a1− 

2
b
)

d = 2
∫ 1

1/2
f (axb)dx

imply
1∫

0

(
f
(
a

2
b
)
 f
(
a1− 

2
b
))

d =
1∫

0

f (ab)d .

Thus we have
1∫

0

f (ab)d � f (a) f (b) .

The following result gives a refinement of the second inequality in (5).

THEOREM 2.17. Let f : [a,b]→R be a convex function. Then for any 0 �  � 1 ,

2r̃()( f (a) f (b)− f (ab)) � f (a) f (b)−C f , (a,b)

� 2R̃()( f (a) f (b)− f (ab))
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where

r̃() :=
1∫

0

(r1 r2)d , R̃() :=
1∫

0

(R1R2)d ,

r1 = min{ ,1−} , r2 = min{(1−) ,1− (1−)}, R1 = max{ ,1−} ,
and R2 = max{(1−) ,1− (1−)}.

Proof. If we take  = f (a) and  = f (b) , in the equality ( )
(
(1−)

)
= , we deduce ( f (a) f (b))

(
f (b)(1−) f (a)

)
= f (a) f (b) , which im-

plies the following:

f (a) f (b)− f (ab) f
(
b(1−)a

)
= ( f (a) f (b))

(
f (b)(1−) f (a)

)− f (ab) f
(
b(1−)a

)
= ( f (a) f (b)− f (ab))

(
f (b)(1−) f (a)− f

(
b(1−)a

))
.

(25)

If we replace t by  in (21) and (22), then we deduce

2r1 ( f (a) f (b)− f (ab)) � f (a) f (b)− f (ab)
� 2R1 ( f (a) f (b)− f (ab)) (26)

where r1 = min{ ,1−} and R1 = max{ ,1−} . In the same manner, if we
replace t by (1−) in (21) and (22), then we obtain

2r2 ( f (a) f (b)− f (ab)) � f (b)(1−) f (a)− f
(
b(1−)a

)
(27)

� 2R2 ( f (a) f (b)− f (ab)) (28)

where r2 = min{(1−) ,1− (1−)} and R2 = max{(1−) ,1− (1−)}. Us-
ing equality (25) and inequalities (26) and (27), we find the following inequality

2(r1 r2)( f (a) f (b)− f (ab))

� ( f (a) f (b)− f (ab))
(
f (b)(1−) f (a)− f

(
b(1−)a

))
� 2(R1R2)( f (a) f (b)− f (ab)) .

Therefore, we obtain

2(r1 r2)( f (a) f (b)− f (ab))

� f (a) f (b)− f (ab) f
(
b(1−)a

)
� 2(R1R2)( f (a) f (b)− f (ab)) .

By taking integral over  ∈ [0,1] , we deduce the inequalities of the statement. �

Finding a maximum value of r̃() and a minimum value of R̃() for 0 <  < 1,
we state the following corollary.
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COROLLARY 2.18. Let f : [a,b] → R be a convex function. Then for any 0 <
 < 1 ,

1
2

( f (a) f (b)− f (ab)) � f (a) f (b)−C f , (a,b) � 3
2

( f (a) f (b)− f (ab)) .

Proof. To calculate the constants r̃() and R̃() appeared in Theorem 2.17, no-
tice that

1∫
0

r1d =− (2−1) |2−1|−4+1
8

and

1∫
0

r2d =− (2−1) |2−1|−4+3
8(−1)

,

1∫
0

R1d =
(2−1) |2−1|+4+1

8
and

1∫
0

R2d =
(2−1) |2−1|+4−5

8(−1)
.

Accordingly,

r̃() =
(2−1)2 |2−1|+6 (1−)−1

8 (1−)
,

and for 0 <  < 1

R̃() =
1+2 (1−)− (2−1)2 |2−1|

8 (1−)
.

One can easily check that

dr̃ ()
d

= − (2−1)((2 (−1)−1) |2−1|+1)

82(1−)2

and for 0 <  < 1
r̃ ()
d

= 0 ⇐⇒  =
1
2
.

A direct computation shows that⎧⎪⎨⎪⎩
r̃′ () > 0; if 0 <  <

1
2
,

r̃′ () < 0; if
1
2

<  < 1.

Notice that max
0<<1

r̃ () = 1/4 , for  = 1/2 . Besides,

R̃()
d

=
(2−1)((2 (−1)−1) |2−1|+1)

82(1−)2

and
R̃()
d

= 0 ⇐⇒  =
1
2
.
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Direct calculations show that⎧⎪⎨⎪⎩
R̃′ () < 0; if 0 <  <

1
2
,

R̃′ () > 0; if
1
2

<  < 1.

Notice that min
0<<1

R̃() = 3/4 , for  = 1/2 . We thus have inequalities in this corol-

lary. �

REMARK 2.19. If we take  = 1/2 in Corollary 2.18, then we have

1
2

( f (a) f (b)− f (ab))� f (a) f (b)−
1∫

0

f (ab)d � 3
2

( f (a) f (b)− f (ab)) ,

which is equivalent to

3
2

f (ab)− 1
2

f (a) f (b) �
1∫

0

f (ab)d � 1
2

f (ab)+
1
2

f (a) f (b).

The second inequality above represents Bullen’s inequality (see, e.g., [14], [16]). Natu-
rally, the second inequality above improves the second inequality in (4), since Theorem
2.17 improves the second inequality of (5) in a more general form.

To state the following corollary, we review Kantorovich constant K(a,b) :=
(a+b)2

4ab
and the weighted identric mean introduced in [15]:

I(a,b) :=
1
e

(ab)
(1−2)(a b)
(1−)(b−a)

(
b

b
1−

a
(1−)a



) 1
b−a

.

COROLLARY 2.20. Let a,b > 0 and 0 <  < 1 . Then

r̃()
(√

a−
√

b
)2

� ab−L (a,b) � R̃()
(√

a−
√

b
)2

(29)

and
K(a,b)r̃()a�b � I (a,b) � K(a,b)R̃()a�b, (30)

where r̃() , R̃() , r1 , r2 , R1 , and R2 are defined as in Theorem 2.17.

Proof. The results follow from in Theorem 2.17, by take f (t) = et and f (t) =
− logt , respectively. We note that Cex,(loga, logb) = L(a,b) and C− logx, (a,b) =

log
1

I(a,b)
. The latter is due to

1∫
0

f
(
b(1−)(1− )a

)
d =

1∫
0

f
(
b(1−)a

)
d. �
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Note that r̃() � 0 and K(a,b) � 1. The first inequality and the second inequality
in (29) respectively give a refinement and reverse of the inequality L (a,b) � ab .
Also the first inequality and the second inequality in (30) respectively a refinement and
a reverse of the inequality a�b � I (a,b) .

We reach the following result by combining Theorems 2.11 and 2.17.

COROLLARY 2.21. Let f : [a,b] → R be a convex function. Then for any 0 �
 � 1 ,

2

(
r

1∫
0

((
f (ab) f

(
b(1−)a

))− f
(
a 1+(2−1)

2
b
))

d

+r̃()( f (a) f (b)− f (ab))

)
� f (a) f (b)− f (ab)

� 2

(
R

1∫
0

((
f (ab) f

(
b(1−)a

))− f
(
a 1+(2−1)

2
b
))

d

+R̃()( f (a) f (b)− f (ab))

)

where r = min{,1−} , R = max{,1−} , and r̃() , R̃() are defined as in The-
orem 2.17.

REMARK 2.22. Letting f (t) = − logt in Corollary 2.21. Simple calculations
reveal that

1∫
0

− log(ab)d = 1+ log

(
aa

(ab)ab

) 1
(b−a)

,

1∫
0

− log
(
b(1−)a

)
d = 1+ log

(
(ab)ab

bb

) 1
(1−)(b−a)

,

and

∫ 1

0
− log

(
a 1+(2−1)

2
b
)

d = 1+ log

(
(ab)ab

(ab)
ab

) 2
(2v−1)(b−a)

.
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Thus, we have ⎛⎝ 1∫
0

− log(ab)d

⎞⎠

⎛⎝ 1∫
0

− log
(
b(1−)a

)
d

⎞⎠
−

1∫
0

− log
(
a 1+(2−1)

2
b
)

d

= log

(
a

a


b
b

1−

) 1
2(b−a)

⎛⎝ (ab)
(a b)

(1−)(2v−1)

(ab)
4(ab)
(2v−1)

⎞⎠
1

2(b−a)

� 0.

The last inequality is due to Remark 2.12. Therefore, we obtain in terms of Kantorovich
constant

(a,b)rK(a,b)r̃() � ab
a�b

�  (a,b)RK(a,b)R̃() (31)

where r̃() , R̃() are defined as in Theorem2.17, r = min{,1−} , R = max{,1−} ,
and

(a,b) :=

⎛⎝ a
a


b
b

1−

(ab)
(a b)

(1−)(2v−1)

(ab)
4(ab)
(2v−1)

⎞⎠
1

b−a

� 1, (32)

where  ∈ (0,1/2)∪ (1/2,1) . We easily find that lim
b→a

 (a,b) = 1 and

lim
→ 1

2

 (a,b) =

(
e(ab)

(
aa

bb

) 1
b−a
)2

=
(

ab
I1/2(a,b)

)2

� 1. (33)

Thus, the first and the second inequalities of (31), respectively, give a refinement and a
reverse of the weighted arithmetic-geometric mean inequality.

In addition, (32) together with (33) give an upper bound for the weighted identric
mean:

I(a,b) � 1
e

⎛⎝aa

bb

(ab)
4(ab)
1−2

(ab)
4(a b)
1−2

⎞⎠
1

b−a

,

(
0 <  < 1,  �= 1

2

)
(34)

since

1 � (a,b) =
1

I(a,b)
1
e

⎛⎝aa

bb

(ab)
4(ab)
1−2

(ab)
4(ab)

1−2

⎞⎠
1

b−a

.

Taking the limit of  → 1/2 in (34), we have the bound of I1/2(a,b) in the following
way.

I1/2(a,b) � e(ab)2
(

aa

bb

) 1
b−a

=
(ab)2

I1/2(a,b)

which implies I1/2(a,b) � ab . This fits the inequality in (33), understandably.
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Nicuşor Minculete
Faculty of Mathematics and Computer Science

Transilvania University
Iuliu Maniu street 50, 500091 Braşov, Romania
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