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OPERATOR INEQUALITIES VIA THE TRIANGLE INEQUALITY

MOHAMMAD SABABHEH, SHIGERU FURUICHI AND HAMID REZA MORADI

(Communicated by M. Krnić)

Abstract. This article improves the triangle inequality for complex numbers, using the Hermite-
Hadamard inequality for convex functions. Then, applications of the obtained refinement are
presented to include some operator inequalities. The operator applications involve numerical
radius inequalities and operator mean inequalities.

1. Introduction

In the field of mathematical inequalities, interest in refining existing inequalities
or sharpening them has been at the center of researchers’ attention; see [6] for example.

One of the most powerful tools in obtaining new inequalities or sharpening existing
ones is the use of convex functions. Recall that a function f : J →R is said to be convex
on the interval J if it satisfies the basic inequality

f ((1− t)a+ tb) � (1− t)a+ tb, (1.1)

for all a,b ∈ J and 0 � t � 1. This inequality was refined in [5], where it has been
shown that

f ((1− t)a+ tb)+2rt

(
f (a)+ f (b)

2
− f

(
a+b

2

))
� (1− t) f (a)+ t f (b), (1.2)

for rt = min{t,1− t}. Applications of this inequality and related discussion can be
found in [16, 19, 20, 23].

One of the most useful inequalities in convex analysis is the so called Hermite-
Hadamard inequality, which states

f

(
a+b

2

)
� 1

b−a

∫ b

a
f (t)dt � f (a)+ f (b)

2
; (1.3)

as a refinement of (1.1) when t = 1
2 .

In this paper we employ the inequality (1.3) to refine the well known triangle
inequality

|c+d|� |c|+ |d|, c,d ∈ C.
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More precisely, we show that

|c+d|� 2

1∫
0

|sc+(1− s)d|ds � |c|+ |d| . (1.4)

This will enable us to present a refinement of the Cauchy-Schwarz inequality for the
inner product. Then applications that include refined forms for some numerical radius
inequalities and operator mean inequalities will be given.

For this, we need to recall some notions related to Hilbert space operators. Let H
be a complex Hilbert space with inner product 〈·, ·〉 :H×H→ C , and let B(H) be the
C∗ -algebra of all bounded linear operators on H . For A ∈ B(H) , the operator norm
and the numerical radius are defined respectively as

‖A‖ = sup
‖x‖=1

‖Ax‖ and w(A) = sup
‖x‖=1

|〈Ax,x〉| .

It is well known that

1
2
‖A‖ � w(A) � ‖A‖.

Refining these inequalities has occupied an adequate area of research in this field. For
example, in [14] Kittaneh showed that

w(A) � 1
2
‖ |A|+ |A∗| ‖ , (1.5)

where A∗ is the adjoint operator of A . The fact that this refines the inequality w(A) �
‖A‖ is due to the triangle inequality and the observation ‖ |A∗| ‖ = ‖ |A| ‖ = ‖A‖.

Using (1.4) we will be able to present a refined form of (1.5), where we find a
scalar  such that 1

2 �  � 1 and

w(A) � 
2
‖ |A|+ |A∗| ‖ ,

for a certain class of operators. We should remark that finding better bounds for the
numerical radius has received a renowned interest in the last few years, as one can see
in [2, 3, 4, 8, 10, 11, 14, 15, 18, 25].

Using the same approach, we will be able to find an inequality that relates the
geometric mean of |A|2v and |A|2(1−v) with the numerical radius. For this, we recall
that the weighted geometric mean of the two strictly positive operators A,B ∈ B(H) is
[1]

A�tB = A
1
2

(
A− 1

2 BA− 1
2

)t
A

1
2 ; 0 � t � 1.

When t = 1
2 , we write � instead of � 1

2
. Operator means and their inequalities have

received a considerable attention in the literature, as one can find in [7, 9, 17, 21, 22, 24].
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Our results will make use of the angle ∠x,y between two vectors x,y ∈ Cn or
x,y ∈ H. For such x,y, the Cauchy-Schwarz inequality states that | 〈x,y〉 | � ‖x‖ ‖y‖.
From this, the angle between the non-zero vectors x,y can be defined by

∠x,y = cos−1
( | 〈x,y〉 |
‖x‖ ‖y‖

)
.

The organization of the subsequent section will be as follows. In the first part, we
discuss possible refinement and reverse of the scalar triangle inequality, with a detailed
treatment. After that, applications towards the Cauchy-Schwarz inequality, numerical
radius and operator geometric mean will be presented.

2. Main results

In this section, we present our main results. We begin by showing the scalar in-
equalities, which will lead to the desired operator versions.

2.1. Scalar inequalities

To establish our results in this section, we need the following well-known refine-
ment of the triangle inequality. Notice that although this result can also be proven by
the Hermite-Hadamard inequality [13, p. 38], we consider another way to prove it.

THEOREM 2.1. Let c and d be two complex numbers. Then

∣∣∣∣c+d
2

∣∣∣∣ �
1∫

0

|sc+(1− s)d|ds � |c|+ |d|
2

.

Proof. Let a,b ∈ C, and define the function f : R → [0,) by f (t) = |a+ tb|.
Using the triangle inequality, it follows immediately that f is convex on R . By the
Hermite-Hadamard inequality (1.3), we have

∣∣∣∣a+
(

x+ y
2

)
b

∣∣∣∣ � 1
x− y

x∫
y

|a+ tb|dt � |a+ xb|+ |a+ yb|
2

,

for real numbers x > y . Now, if c,d ∈ C, let a =
dx− cy
x− y

and b =
c−d
x− y

. Then

c = a+ xb and d = a+ yb . This implies

∣∣∣∣c+d
2

∣∣∣∣ � 1
x− y

x∫
y

∣∣∣∣dx− cy+(c−d)t
x− y

∣∣∣∣dt � |c|+ |d|
2

.
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Now, if we set
dx− cy+(c−d)t

x− y
= sc+(1− s)d , then we have

1
x− y

dt = ds . So for

complex numbers c and d ,

∣∣∣∣c+d
2

∣∣∣∣ �
1∫

0

|sc+(1− s)d|ds � |c|+ |d|
2

,

as desired. �
As a direct consequence of Theorem 2.1, we can improve the celebrated Cauchy-

Schwarz inequality, as follows.

COROLLARY 2.1. Let x,y ∈H . Then

|〈x,y〉| �
1∫

0

∣∣∣tei +(1− t)e−i
∣∣∣dt ‖x‖‖y‖ � ‖x‖‖y‖ ,

where  = ∠x,y .

Proof. We have
|〈x,y〉| = |cos |‖x‖‖y‖ . (2.1)

Since

cos = R
(
ei

)
=

ei + e−i

2
,

Theorem 2.1 applied for c = ei and d = e−i implies that

|〈x,y〉| �
1∫

0

∣∣∣tei +(1− t)e−i
∣∣∣dt ‖x‖‖y‖ � ‖x‖‖y‖ ,

as desired. �

REMARK 2.1. Corollary 2.1 means

|cos | �
1∫

0

∣∣∣tei +(1− t)e−i
∣∣∣dt � 1.

To calculate the constant that appears in Corollary 2.1, notice that for an arbitrary
 ∈ R , ∣∣∣tei +(1− t)e−i

∣∣∣ = |t (cos + isin )+ (1− t)(cos − isin )|
= |cos + i(2t−1)sin |
=

√
cos2 +(2t−1)2sin2 .
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For the case sin = 0, we have
1∫
0

√
cos2 dt = |cos | = 1, because sin = 0. If

we assume sin 	= 0, then

∫ 1

0

√
cos2 +(2t−1)2sin2dt

=
|sin |

2

∫ 1

−1

√
s2 + cot2 ds

=
|sin |

4

[
s
√

s2 + cot2  + cot2  log
∣∣∣s+

√
s2 + cot2 

∣∣∣]1

−1

=
1
2

+
1
4
|sin |cot2  log

∣∣∣∣1+ |sin |
1−|sin |

∣∣∣∣ =: ( ).

Treating the cases sin > 0 or sin < 0 implies that

( ) =
1
2

+
1
4

sin cot2  log

∣∣∣∣1+ sin
1− sin

∣∣∣∣ .

Thus we have

( ) =
1
4

(
2+ cos cot log

1+ sin
1− sin

)
,  	= n , where n = 0,1,2, . . . .

Since ( ) → 1 when  → n and |cos | = 1 for  = n , where n = 0,1,2, . . . , we
have

( ) =
1
4

(
2+ cos cot log

1+ sin
1− sin

)
.

We study the properties of the function ( ) . It is sufficient to consider 0 �  <
 , since ( + ) = ( ) . Also, we notice that by definition of the angle ∠x,y , we
must have 0 � ∠x,y �  . For this purpose, we prepare the following lemma.

LEMMA 2.1. If 0 < x < 1 , then

2x
x2 +1

� log
1+ x
1− x

. (2.2)

If −1 < x < 0 , then the reversed inequality holds.

Proof. We firstly prove the first statement. Putting t :=
1+ x
1− x

for 0 < x < 1,

the inequality (2.2) is equivalent to the inequality
t2−1
t2 +1

� logt for t > 1. Letting

a := t2 > 1 and using the inequality
a−1
loga

� a+1
2

for a > 0, we get the first inequality.
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To prove the reversed inequality for −1 < x < 0, we set s := 1−x
1+x . Then the

desired inequality is equivalent to
s2 −1
s2 +1

� logs for 0 < s < 1. Letting s2 = a , this is

equivalent to
a−1
loga

� a+1
2

, 0 < a < 1. This completes the proof. �

Now we present the monotonicity of the function ( ). As we mentioned earlier,
this function has period  , so we study it only on the interval [0, ].

PROPOSITION 2.1. The function ( ) is decreasing on the interval
[
0, 2

]
and is

increasing in
[ 

2 ,
]
.

Proof. By elementary calculations, we have

 ′( ) =
cos

8sin2 
( ), where ( ) := 4sin −2(sin2  +1) log

1+ sin
1− sin

.

Since we have lim
→n/2

 ′( ) = 0 for n = 0,1,2, we consider the values  	= n/2,

where n = 0,1,2. Putting x := sin for 0 <  <  , we consider the function ̂(x) =

4x− 2(x2 + 1) log
1+ x
1− x

for 0 < x < 1. We have ̂(x) < 0 by Lemma 2.1. Therefore

we have ( ) � 0 for 0 �  �  .

Taking account that cos is positive when 0 <  <

2

and is negative when

2

<

 <  , we have  ′( ) � 0 when 0 �  � 
2

and  ′( ) � 0 when

2

�  �  . This

completes the proof. �

COROLLARY 2.2. The inequality
1
2

� ( ) � 1 holds for  � 0.

Proof. It suffices to consider the values 0 �  �  . We have lim
→0

( )= lim
→

( )

= 1 and lim
→/2

( ) =
1
2

. By Proposition 2.1, we infer that
1
2

� ( ) � 1. �

The following is a straightforward consequence from Proposition 2.1.

COROLLARY 2.3. The following holds.

(i) If 0 � 1 <  < 2 � 
2 , then

 ( ) �  (1) .

(ii) If 
2 � 1 <  < 2 �  , then

 ( ) �  (2) .



OPERATOR INEQUALITIES VIA THE TRIANGLE INEQUALITY 637

In the above discussion, we have treated certain refinements of the triangle in-
equality. In the following, we present a reverse of the triangle inequality. In the next
subsection, we present applications of both forms.

THEOREM 2.2. Let c and d be two complex numbers. Then for any 0 < t < 1 ,

|c|+ |d|
2

− 1
2rt

((1− t)|c|+ t |d|− |(1− t)c+ td|) �
∣∣∣∣c+d

2

∣∣∣∣ ,
where rt = min{t,1− t} .

Proof. We know that if f is a convex function on R , then for x,y ∈ R and any
0 < t < 1,

f ((1− t)x+ ty) � (1− t) f (x)+ t f (y)−2rt

(
f (x)+ f (y)

2
− f

(
x+ y

2

))
,

where rt = min{t,1− t}, see (1.2). Since for a,b ∈ C , f (t) = |a+ tb| is convex on
R , we get

|a+((1− t)x+ ty)b| � (1− t)|a+ xb|+ t |a+ yb|
−2rt

( |a+ xb|+ |a+ yb|
2

−
∣∣∣∣a+

x+ y
2

b

∣∣∣∣
)

.

Now, applying the same method as in Theorem 2.1, we infer

|(1− t)c+ td|� (1− t)|c|+ t |d|−2rt

( |c|+ |d|
2

−
∣∣∣∣c+d

2

∣∣∣∣
)

,

as desired �

REMARK 2.2. Let x,y ∈H , and let rt = min{t,1− t} with 0 < t < 1. By Theo-
rem 2.2,

0 � 1− 1
2rt

(
1−

∣∣∣tei +(1− t)e−i
∣∣∣)

�
∣∣∣∣e

i + e−i

2

∣∣∣∣
= |cos | ,

where  = ∠x,y . Thus we have

0 � t( )‖x‖‖y‖ � |〈x,y〉| , (2.3)

where

t( ) := 1− 1
2rt

(
1−

∣∣∣tei +(1− t)e−i
∣∣∣) = 1− 1

2rt

(
1−

√
cos2 +(2t−1)2 sin2

)
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for  ∈ [0, ] and rt = min{t,1− t} with 0 < t < 1. This provides a reverse of the
Cauchy-Schwarz inequality.

We notice that t( ) = 1−t( ) for 0 < t < 1. Also, since we have the Cauchy-
Schwarz inequality | 〈x,y〉 | � ‖x‖ ‖y‖ , we can use (2.3) to obtain sufficient conditions
on the equality | 〈x,y〉 |= ‖x‖ ‖y‖ , as follows. We notice that t( ) = 1 when  = 0, .
Thus, when ∠x,y = 0, , we have | 〈x,y〉 | = ‖x‖ ‖y‖ .
Further when  = 

2 , t( ) = 0.
Also, we notice that maxt t( ) = cos , which is evident because

〈x,y〉 = ‖x‖ ‖y‖cos .

Again, since t( ) is periodic in  with period  , it is sufficient to study it on the
interval [0, ].

PROPOSITION 2.2. Let 0 < t < 1 be fixed, and let t be as above. Then t ( ) is
decreasing on

[
0, 2

]
and increasing on

[
2 ,

]
. In addition, we have 0 � t( ) � 1.

Proof. Elementary calculations show that

dt( )
d

= − t(1− t)sin2

rt
√

cos2  +(2t−1)2 sin2 
.

This shows the assertion of monotonicity. Since we have lim
→n/2

t( ) = 1 for n = 0,2

and lim
→n/2

t( ) =
2rt −1+

√
(2t−1)2

2rt
= 0 for n = 1, we have 0 � t( ) � 1 by

monotonicity of t( ). �

2.2. Hilbert space operator inequalities

In this part of the paper, we present some applications of the above scalar inequal-
ities. These applications will treat operator inequalities, where numerical radius and
operator means are discussed.

In the first result, we improve the mixed Cauchy-Schwarz inequality, which states
that if A ∈ B(H) , then [12]

|〈Ax,y〉| �
√〈

|A|2vx,x
〉〈

|A∗|2(1−v)y,y
〉
, x,y ∈H, 0 � v � 1.

This inequality has been used extensively in the literature when dealing with numerical
radius inequalities, see [26] for example.

THEOREM 2.3. Let A ∈ B (H) with the the polar decomposition A = U |A| and
let x,y ∈H . Then for any 0 � v � 1 ,

|〈Ax,y〉| �  ( )
√〈

|A|2vx,x
〉〈

|A∗|2(1−v)y,y
〉
,

where  = ∠|A|vx,|A|1−vU∗y .
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Proof. According to the assumptions and by employing Corollary 2.1, we have

|〈Ax,y〉| = |〈U |A|x,y〉|
=

∣∣∣〈U |A|1−v|A|vx,y
〉∣∣∣

=
∣∣∣〈|A|vx, |A|1−vU∗y

〉∣∣∣
�  ( )‖|A|vx‖

∥∥∥|A|1−vU∗y
∥∥∥

=  ( )
√〈

|A|2vx,x
〉〈

U |A|2(1−v)U∗y,y
〉

=  ( )
√〈

|A|2vx,x
〉〈

|A∗|2(1−v)y,y
〉
,

as desired. �
Now we are ready to present a new bound for the numerical radius. This form

refines (1.5), when v = 1
2 for a certain class of operators.

COROLLARY 2.4. Let A ∈ B (H) have the polar decomposition A = U |A| , 0 �
v � 1 and let x = ∠|A|vx,|A|1−vU∗x where x ∈H with ‖x‖ = 1. If

(i) If 0 � 1 < x < 2 � 
2 for all unit vectors x ∈H , then

 (A) �  (1)
2

∥∥∥|A|2v + |A∗|2(1−v)
∥∥∥ .

(ii) If 
2 � 1 <  < 2 �  for all unit vectors x ∈H , then

 (A) �  (2)
2

∥∥∥|A|2v + |A∗|2(1−v)
∥∥∥ .

Proof. We prove the first inequality. Let x ∈H be a unit vector. By Theorem 2.3,

|〈Ax,x〉| �  (x)
√〈

|A|2vx,x
〉〈

|A∗|2(1−v)x,x
〉

�  (1)
√〈

|A|2vx,x
〉〈

|A∗|2(1−v)x,x
〉

�  (1)

⎛
⎝

〈
|A|2vx,x

〉
+

〈
|A∗|2(1−v)x,x

〉
2

⎞
⎠

=
 (1)

2

〈(
|A|2v + |A∗|2(1−v)

)
x,x

〉

�  (1)
2

∥∥∥|A|2v + |A∗|2(1−v)
∥∥∥ ,
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where the second inequality is obtained from Corollary 2.3, and the third inequality
follows from the arithmetic-geometric mean inequality. Therefore,

|〈Ax,x〉| �  (1)
2

∥∥∥|A|2v + |A∗|2(1−v)
∥∥∥ .

Now, we get the desired result by taking the supremum over all unit vector x ∈H . �
We conclude this work by presenting the following relation between the geometric

mean and the numerical radius of the operator A .

COROLLARY 2.5. Let A ∈ B (H) have the polar decomposition A = U |A| , 0 �
v � 1 and let x = ∠|A|vx,|A|1−vU∗x where x ∈H with ‖x‖ = 1.

(i) If 0 � 1 < x < 2 � 
2 , then

cos(2)
∥∥∥|A|2v�|A∗|2(1−v)

∥∥∥ �  (A) .

(ii) If 
2 � 1 < x < 2 �  , then

cos(1)
∥∥∥|A|2v�|A∗|2(1−v)

∥∥∥ �  (A) .

Proof. We prove case (i) since case (ii) can be proved similarly. In this case, by
Proposition 2.2, we have t (2) � t ( ) . Putting x = |A|1−t x , y = |A|1−vU∗x , where
x ∈H is a unit vector, in the inequality (2.3), we have

cos(2)
〈
|A|2v�|A∗|2(1−v)x,x

〉
� cos(2)

√〈
|A|2vx,x

〉〈
|A∗|2(1−v)x,x

〉

= cos(2)
√〈

|A|2vx,x
〉〈

U |A|2(1−v)U∗x,x
〉

= cos(2)‖|A|vx,x‖
∥∥∥|A|1−vU∗x,x

∥∥∥
�

∣∣∣〈|A|vx, |A|1−vU∗x
〉∣∣∣

= |〈Ax,x〉| .
Notice that the first inequality follows from the following fact for strictly positive oper-
ators A,B ,

〈A�Bx,x〉 �
√
〈Ax,x〉 〈Bx,x〉.

Thus,
cos(2)

〈
|A|2v�|A∗|2(1−v)x,x

〉
� |〈Ax,x〉| ,

and this implies

cos(2)
∥∥∥|A|2v�|A∗|2(1−v)

∥∥∥ �  (A) ,

as desired. �



OPERATOR INEQUALITIES VIA THE TRIANGLE INEQUALITY 641

RE F ER EN C ES

[1] T. ANDO AND F. HIAI, Operator log-convex functions and operator means, Math. Ann. 350 (2011),
611–630.

[2] M. BAKHERAD AND K. SHEBRAWI, Upper bounds for numerical radius inequalities involving off-
diagonal operator matrices, Ann. Funct. Anal. 9 (3) (2018), 297–309.

[3] P. BHUNIA, A. BHANJA, S. BAG, AND K. PAUL, Bounds for the Davis–Wielandt radius of bounded
linear operators, Ann. Funct. Anal. 12 (2021), Article 18.

[4] A. BOURHIM AND M. MABROUK, Numerical radius and product of elements in C∗ -algebras, Linear
Multilinear Algebra 65 (6) (2017), 1108–1116.
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