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MONOTONICITY PROPERTIES OF THE GAUSSIAN

HYPERGEOMETRIC FUNCTIONS WITH APPLICATIONS

XIAO-YAN MA, XING-HUA HE AND GEN-HONG ZHONG ∗

(Communicated by G. Nemes)

Abstract. This paper shows the monotonicity properties of combined functions involving the
Gaussian hypergeometric function with certain conditions satisfied by their parameters. These
results have important applications in the theories of quasiconformal mappings and Ramanujan’s
modular equations. By these results, several inequalities for the complete elliptic integrals and
the generalized elliptic integrals, the Grötzsch ring function and the generalized Grötzsch ring
function, the solutions of Ramanujan’s modular equation and Ramanujan’s generalized modular
equation are obtained.

1. Introduction

Throughout this paper, we let N = {1,2,3 · · ·} and N0 = N∪{0} . For a,b,c ∈ R

with c �= 0,−1,−2, · · · , the Gaussian hypergeometric function is defined by

F(a,b;c;x) = 2F1(a,b;c;x) =



n=0

(a,n)(b,n)
(c,n)

xn

n!
for |x| < 1, (1)

where (a,n) denotes the shifted factorial function

(a,n) = a(a+1)(a+2)(a+3) · · ·(a+n−1)

for n∈N , and (a,0)= 1 for a �= 0. F(a,b;c;x) is said to be zero-balanced if c = a+b .
It is well known that F(a,b;c;x) has many important applications in various fields

of the mathematical and natural sciences, and many other special functions in mathe-
matical physics are particular cases of this function (cf. [5, 9, 12, 13, 17, 19, 20, 24]).

One of the important special cases of F(a,b;c;x) is as follows

Fs(x) = F

(
1
2
− s,

1
2

+ s;1;x

)
=




n=0

(1/2− s,n)(1/2+ s,n)
(n!)2 xn, (2)
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for s ∈ (−1/2,1/2) and x ∈ (0,1) . It is interesting that some properties of the function
Fs can be directly applied to obtain properties of the compound means, and the elliptic
series for 1/ (see [7]).

There have been many studies of the properties of Fs for the special cases when
s = 0,1/6,1/4,1/3 ([5, 6, 8, 15, 18, 21, 22, 23]). Naturally, it would be more signif-
icant for us to show the monotonicity properties of combined functions involving the
Gaussian hypergeometric function with certain conditions satisfied by their parameters.

As particular cases of Gaussian hypergeometric functions, the generalized elliptic
integrals of the first and second kinds are defined by

Ka(r) =

2

F(a,1−a;1,r2), K ′
a (r) = Ka(r′) (3)

and

Ea(r) =

2

F(a−1,1−a;1,r2), E ′
a(r) = Ea(r′) (4)

for a,r ∈ (0,1) , respectively. In particular, K = K1/2 and K ′ = K ′
1/2 (E = E1/2

and E ′ = E ′
1/2) are the well-known complete elliptic integrals of the first (second, re-

spectively) kind. By the symmetry, we may assume that a ∈ (0,1/2] , without loss of
generality.

For x,y ∈ (0,) , the classical gamma, beta and psi functions are defined by

(x) =
∫ 

0
tx−1e−tdt, B(x,y) =

(x)(y)
(x+ y)

, (x) =
′(x)
(x)

, (5)

respectively (cf. [2, 5, 4, 17]). By [5, 6.1.15, 6.1.17, 6.1.30],

(z+1) = z(z), (6)

(z)(1− z) = /sin(z), (7)

(1/2+ z)(1/2− z) = /cos(z). (8)

Some important properties of F(a,b;c;x) are related to the Ramanujan constant
R(a,b) and its special case R(a) , defined by

R(a,b) = −2−(a)−(b) for a,b ∈ (0,),
R(a) = R(a,1−a) = −2−(a)−(1−a), R(1/2) = log16,

which are in fact functions of the parameters a and b in F(a,b;c;x) (cf. [16]).
For convenience, let

B(a) = B(a,1−a) = (a)(1−a) = /sin(a). (9)

As we know, many of the known results study the properties of certain combi-
nations defined mainly in terms of Ka(r) (or K (r)) and Ea(r) (or E (r)) such as
[Ea(r)− r′2Ka(r)]/[E (r)− r′2K (r)] and [Ka(r)− Ea(r)]/[K (r)− E (r)] (cf. [14,
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Theorm 3.6]). As the applications of our main results, the other purpose of this pa-
per is to reveal the monotonicity properties of certain combinations such as [Ea(r)−
r′2Ka(r)]/[E (r)− r′2K (r)] and Ka(r)/K (r) . Such kind of results can be applied to
obtain some properties of the generalized Grötzsch ring function and some other related
special functions (see [11, Corollary 2.12, Corollary 2.15]).

Throughout this paper, by the symmetry of the parameters a and b in the function
F(a,b;a + b;x) , we assume that a < b , without loss of generality. We denote r′ =√

1− r2 for each r ∈ [0,1] . For a,b ∈ (0,) with c = a+ b , and for r ∈ [0,1] , let
|s| < 1/2, and let

C =
c+1

2
,  =

4ab
C(1−4s2)

,  =
(1−4s2)sin(a)
4a(1−a)cos(s)

,

1 =
cos( a−b

2 )

cos( a+b
2 )

, 2 =
sin(a)



[
R(a)−R

(
1
2
− s

)]
,

F(r) = F(a,b;C;r), Fs(r) = F

(
1
2
− s,

1
2

+ s;1;r

)
,

F+(r) = F(a+1,b+1;C+1;r), Fs+(r) = F

(
3
2
− s,

3
2

+ s;2;r

)
.

Observe that the conditions a � b and c = a+b imply that

a � c/2 � b and ab = a(c−a) � c2/4. (10)

By (10), for a,b ∈ (0,) with c = a+b , we have the following simple relations

c � 1 ⇒ 11
16

− 7c
16

− c+3
4

s2 � 7
4
− 3c

2
− s2,

c � 1 ⇒ 7
4
− 3c

2
− s2 � 11

16
− 7c

16
− c+3

4
s2.

The following formulas are well-known

F(a,b;c;1) =
(c)(c−a−b)
(c−a)(c−b)

, c > a+b, (11)

d
dx

F(a,b;c;x) =
ab
c

F(a+1,b+1;c+1;x), (12)

F(a,b;c;x) = (1− x)c−a−bF(c−a,c−b;c;x), c < a+b, (13)

B(a,b)F(a,b;c;x) = R(a,b)− log(1− x)+O((1− x) log(1− x)), c = a+b (14)

as r → 1 (see [5, 15.1.20, 15.2.1, 15.3.3, 15.3.10]).



138 X.-Y. MA, X.-H. HE AND G.-H. ZHONG

2. Preliminaries

In this section, for readers’ convenience, we shall give two lemmas, which are
needed in the proofs of our main results proved in Section 3.

LEMMA 1. ([12, Lemma 2.1] and [16, Lemma 2.4]) For n ∈ N0 , let rn and
sn be real numbers, and let the power series R(x) = 

n=0 rnxn and S(x) = 
n=0 snxn

be convergent for |x| < 1 . If sn � 0 and not all vanish for n ∈ N0 , and if rn/sn is
strictly increasing (decreasing) in n ∈ N0 , then the function x 
→ R(x)/S(x) is strictly
increasing (decreasing, respectively) on (0,1) .

LEMMA 2. ([16, Lemma 2.4]) Suppose that r ∈ (0,) is the common radius
of convergence of the real power series A(x) = 

n=0 anxn and B(x) = 
n=0 bnxn with

bn > 0 , and {an/bn} is a non-constant sequence. Let (x) = A(x)/B(x) .

(1) If there is an n0 ∈ N such that the sequence {an/bn} is increasing (decreas-
ing) for 0 � n � n0 , and decreasing (increasing) for n � n0 , then  is increasing
(decreasing) on (0,r) if and only if  ′(r−) � 0 ( ′(r−) � 0) , respectively.

(2) If there is an n0 ∈ N such that the sequence {an/bn} is increasing (de-
creasing) for 0 � n � n0 , and decreasing (increasing) for n � n0 , and if  ′(r−) < 0
( ′(r−) > 0) , then there exists a number x0 ∈ (0,r) such that  is strictly increasing
(decreasing) on (0,x0] and decreasing (increasing, respectively) on [x0,r) .

For the convenience of proving the following theorems, we have made the follow-
ing preparations.

Since (C+2)− [(C−a)+(C−b)] >C+1− [(C−a)+(C−b)] =C > 0, it follows
from (11) that

F(C−a,C−b;C+1;1) =
C(C)2

ab(a)(b)
, (15)

F(C−a,C−b;C+2;1) =
(1+C)C2(C)2

ab(1+a)(1+b)(a)(b)
. (16)

By (8), (11) and 3− [( 1
2 − s)+ ( 1

2 + s)] > 2− [( 1
2 − s)+ ( 1

2 + s)] = 1 > 0, we have

F

(
1
2
− s,

1
2

+ s;2;1

)
=

4cos(s)
(1−4s2)

, (17)

F

(
1
2
− s,

1
2

+ s;3;1

)
=

32cos(s)
(1−4s2)(9−4s2)

. (18)

And if c < 1, then C− (a+b) = (1− c)/2 = 1−C > 0, by (11),

F(1) = F(a,b;C;1) =
(C)(1−C)

(C−a)(C−b)
. (19)
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If c > 1, then C− (a+b) = (1− c)/2 = 1−C < 0, by (13),

F(r) = F(a,b;C;r) =
1

(1− r)C−1 F(C−a,C−b;C;r), (20)

and C− [(C−a)+ (C−b)] = (c−1)/2 = C−1 > 0, then by (11),

F(C−a,C−b;C;1) =
(C)(C−1)
(a)(b)

. (21)

It follows from (12) that

F ′(r) =
d
dr

F(a,b;C;r) =
ab
C

F(a+1,b+1;C+1;r) =
ab
C

F+(r), (22)

F ′
s (r) =

d
dr

F

(
1
2
− s,

1
2

+ s;1;r

)
=

(
1
4
− s2

)
F

(
3
2
− s,

3
2

+ s;2;r

)

=
(

1
4
− s2

)
Fs+(r). (23)

Similarly, by (12), (13), we obtain

F ′
+(r) =

d
dr

F(a+1,b+1;C+1;r) =
(a+1)(b+1)

(C+1)(1− r)C+1 F(C−a,C−b;C+2;r),

(24)

F ′
s+(r) =

d
dr

F

(
3
2
− s,

3
2

+ s;2;r

)
=

9−4s2

8(1− r)2 F

(
1
2
− s,

1
2

+ s;3;r

)
. (25)

3. Main results

THEOREM 1. For a,b∈ (0,) with c = a+b, and |s|< 1/2 , C = (c+1)/2 , and
for r ∈ (0,1) , let f1(r) = F+(r)/Fs+(r) . Then f1(0+) = 1 and

f1(1−) =

⎧⎪⎨
⎪⎩

0, c < 1,

, c = 1,

, c > 1.

And we have the following conclusions:

(1) If c < 1 .

(i) ab � 11
16 − 7c

16 − c+3
4 s2 , then f1 is decreasing on (0,1) , with f1(0+) = 1 and

f1(1−) = 0 .

(ii) 11
16 − 7c

16 − c+3
4 s2 < ab < 7

4 − 3c2

2 −s2 , then there exists a number r1 = r1(a,b,s)∈
(0,1) such that f1 is increasing on (0,r1] and decreasing on [r1,1) .

(iii) ab � 7
4 − 3c2

2 − s2 , then there exists a number r2 = r2(a,b,s) ∈ (0,1) such
that f1 is increasing on (0,r2] and decreasing on [r2,1) .
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(2) If c = 1 .

(i) a(1− a) � 1/4− s2 , then f1 is decreasing on (0,1) , with f1(0+) = 1 and
f1(1−) =  .

(ii) a(1− a) � 1/4− s2 , then f1 is increasing on (0,1) , with f1(0+) = 1 and
f1(1−) =  .

(3) If c > 1 .

(i) ab � 7
4 − 3c2

2 − s2 , then there exists a number r3 = r3(a,b,s) ∈ (0,1) such that
f1 is decreasing on (0,r3) and increasing on [r3,1) .

(ii) 7
4 − 3c2

2 −s2 < ab < 11
16 − 7c

16 − c+3
4 s2 , then there exists a number r4 = r4(a,b,s)∈

(0,1) such that f1 is decreasing on (0,r4] and increasing on [r4,1) .
(iii) ab � 11

16 − 7c
16 − c+3

4 s2 , then f1 is increasing on (0,1) , with f1(0+) = 1 and
f1(1−) = .

Proof. Clearly, f1(0+) = 1. Since C + 1− [(a + 1) + (b + 1)] = −C < 0 and
2− [( 3

2 − s)+ ( 3
2 + s)] = −1 < 0, it follows from (13) that

F+(r) = F(a+1,b+1;C+1;r) =
1

(1− r)C
F(C−a,C−b;C+1;r), (26)

Fs+(r) = F

(
3
2
− s,

3
2

+ s;2;r

)
=

1
1− r

F

(
1
2
− s,

1
2

+ s;2;r

)
, (27)

and it follows from (7), (15) and (17) that we obtain the limiting value

f1(1−) = lim
r→1−

(1− r)−CF(C−a,C−b;C+1;r)
(1− r)−1F( 1

2 − s, 1
2 + s;2;r)

=
(1−4s2)C(C)2

4abcos(s)(a)(b)
· lim
r→1−

(1− r)1−C =

⎧⎪⎨
⎪⎩

0, c < 1,

, c = 1,

, c > 1.

(28)

By (24), (25), differentiation gives

f ′1(r) =
(a+1)(b+1)

(C+1)(1−r)C+1 F(C−a,C−b;C+2;r)Fs+(r)− 9−4s2

8(1−r)2 F
( 1

2 − s, 1
2 + s;3;r

)
F+(r)

F2
s+(r)

.

(29)

Clearly, f ′1(1
−) |C=1 = 0 by (15)–(18) and (29).

It follows from (26) and (27) that

f ′1(r) =

⎡
⎢⎢⎣

(a+1)(b+1)
C+1

F(C−a,C−b;C+2;r)F
(

1
2
− s,

1
2

+ s;2;r

)

−9−4s2

8
F(C−a,C−b;C+1;r)F

(
1
2
− s,

1
2

+ s;3;r

)
⎤
⎥⎥⎦

(1− r)CF
(

1
2 − s, 1

2 + s;2;r
)2 .
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Hence by (15)–(18),

f ′1(1
−) =

C(C−1)(C)2(1−4s2)
4ab(a)(b)cos(s)

· lim
r→1−

1
(1− r)C

=

{
−, C < 1,

, C > 1.
(30)

Next, for a,b ∈ (0,) with c = a+b , and for n ∈ N0 , let

an =
(a+1,n)(b+1,n)

(C+1,n)n!
, bn =

( 3
2 − s,n)( 3

2 + s,n)
(2,n)n!

, cn =
an

bn
,

1 = 1(n,a,b,s)

= 4(a+b−1)n2+[8ab+12(a+b)+8s2−14]n

+[16ab+7a+7b+4(a+b+3)s2−11]

= 4(c−1)n2 +8

[
ab−

(
7
4
− 3c

2
− s2

)]
n+16

[
ab−

(
11
16

− 7c
16

− c+3
4

s2
)]

.

(31)

Then by (1),

f1(r) =


n=0 anrn


n=0 bnrn ,

cn+1

cn
= 1+

1(n,a,b,s)
8n3 +4(c+9)n2+(12c−8s2 +54)n+(c+3)(9−4s2)

. (32)

Case 1. If c < 1.

Subcase (i). ab � 11
16 − 7c

16 − c+3
4 s2 , then 1(n,a,b,s) � 0, and cn is decreasing in

n ∈ N0 by (31) and (32). Hence f1 is decreasing on (0,1) by Lemma 1.

Subcase (ii). 11
16 − 7c

16 − c+3
4 s2 < ab < 7

4 − 3c
2 − s2 , then cn is increasing and then

decreasing in n ∈ N0 by (31) and (32), and f ′1(1
−) < 0 by (30). Hence there exists a

number r1 = r1(a,b,s) ∈ (0,1) such that f1 is increasing on (0,r1] and decreasing on
[r1,1) by Lemma 2(2).

Subcase (iii). ab� 7
4 − 3c

2 −s2 , then cn is increasing and then decreasing in n∈N0

by (32), and f ′1(1
−) < 0 by (30). Hence the piecewise monotonicity of f1 follows from

Lemma 2(2).

Case 2. If c = 1.
By (31), we obtain

1(n,a,b,s) = 8(n+2)[a(1−a)− (1/4− s2)]. (33)

Subcase (i). a(1−a) � 1/4− s2 , it follows from (33) that 1(n,a,b,s) � 0, and
cn is decreasing in n ∈ N0 by (32). Hence f1 is decreasing on (0,1) by Lemma 1.
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Subcase (ii). a(1−a) � 1/4− s2 , it follows from (33) that 1(n,a,b,s) � 0, and
cn is increasing in n ∈ N0 by (32). Hence f1 is increasing on (0,1) by Lemma 1.

Case 3. If c > 1.

Subcase (i). ab � 7
4 − 3c

2 − s2 , then cn is decreasing and then increasing in n∈ N0

by (32), and f ′1(1
−) > 0 by (30). Hence there exists a number r3 = r3(a,b,s) ∈ (0,1)

such that f1 is decreasing on (0,r3] and increasing on [r3,1) Lemma 2(2).

Subcase (ii). 7
4 − 3c

2 − s2 < ab < 11
16 − 7c

16 − c+3
4 s2 , then cn is decreasing and then

increasing in n∈N0 by (32), and f ′1(1
−) > 0 by (30). Hence the piecewise monotonic-

ity of f1 follows from Lemma 2(2).

Subcase (iii). ab � 11
16 − 7c

16 − c+3
4 s2 , then 1(n,a,b,s) � 0, and cn is increasing

in n ∈ N0 by (32). Hence f1 is increasing on (0,1) by Lemma 1. �

THEOREM 2. For (a,b) ∈ (0,) with c = a+ b, and |s| < 1/2 , C = (c+ 1)/2 ,

and for r ∈ (0,1) , let f2(r) = F(r)− F ′(r)
F ′

s (r)
·Fs(r) . Then f2(0+) = 1− , and

f2(1−) =

⎧⎪⎨
⎪⎩
1, c < 1,

2, c = 1,

−, c > 1.

And we have the following conclusions:

(1) If c < 1 .

(i) ab � 11
16 − 7c

16 − c+3
4 s2 , then f2 is increasing on (0,1) , with f2(0+) = 1− 

and f2(1−) = 1 .

(ii) 11
16 − 7c

16 − c+3
4 s2 < ab < 7

4 − 3c2

2 −s2 , then there exists a number r5 = r5(a,b,s)∈
(0,1) such that f2 is decreasing on (0,r5] and increasing on [r5,1) .

(iii) ab � 7
4 − 3c2

2 − s2 , then there exists a number r6 = r6(a,b,s) ∈ (0,1) such
that f2 is decreasing on (0,r6] and increasing on [r6,1) .

(2) If c = 1 .

(i) a(1−a) � 1/4− s2 , then f2 is increasing on (0,1) , with f2(0+) = 1− and
f2(1−) = 2 .

(ii) a(1−a) � 1/4− s2 , then f2 is decreasing on (0,1) , with f2(0+) = 1− and
f2(1−) = 2 .

(3) If c > 1 .

(i) ab � 7
4 − 3c2

2 − s2 , then there exists a number r7 = r7(a,b,s) ∈ (0,1) such that
f2 is increasing on (0,r7) and decreasing on [r7,1) .

(ii) 7
4 − 3c2

2 −s2 < ab < 11
16 − 7c

16 − c+3
4 s2 , then there exists a number r8 = r8(a,b,s)∈

(0,1) such that f2 is increasing on (0,r8] and decreasing on [r8,1) .
(iii) ab � 11

16 − 7c
16 − c+3

4 s2 , then f2 is decreasing on (0,1) , with f2(0+) = 1−
and f2(1−) = − .
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Proof. Let f1 be as in Theorem 1. Then by (22), (23),

F ′(r)
F ′

s (r)
=

4ab
(1−4s2)C

· F+(r)
Fs+(r)

=
4ab

(1−4s2)C
· f1(r), (34)

so that

f2(r) = F(r)− 4ab
(1−4s2)C

Fs(r) f1(r), (35)

f ′2(r) = − 4ab
(1−4s2)C

Fs(r) f ′1(r). (36)

Hence the monotonicity properties of f2 follow from (36) and Theorem 1. By (35), we
see that f2(0+) = 1− .

Next we show the limiting value f2(1−) .
• c < 1, then C < 1. By (26), (27) and (34), f2(r) can be written as

f2(r) = F(r)− (1− r)1−C 4ab
C(1−4s2)

· F(C−a,C−b;C+1;r)
F(1/2− s,1/2+ s;2;r)

·Fs(r). (37)

Hence by (15), (17), (19) and (14), we obtain

f2(1−) =
(C)(1−C)

(C−a)(C−b)
− (C)2

(a)(b)cos(s)B(1/2− s)
·

lim
r→1

(1− r)1−C {R(1/2− s)− log(1− r)+O[(1− r) log(1− r)]} .

It follows from (6), (7) and (9) that

f2(1−) =
(C)(1−C)

(C−a)(C−b)
− (C)2

(a)(b)
lim
r→1

(1− r)1−C·

{R(1/2− s)− log(1− r)+O[(1− r) log(1− r)]}

=
(C)(1−C)

(C−a)(C−b)
=

(C)(1−C)
(C−a)[1− (C−a)]

=


sin(C)
· sin[(C−a) ]



=
sin[(C−a) ]

sin(C)
=

sin( b−a+1
2 )

sin( a+b+1
2 )

=
cos( a−b

2 )

cos( a+b
2 )

= 1.

• c = 1. It follows from (9), (14) and (35) that

f2(1−) =
sin(a)


[R(a)−R(1/2− s)] = 2.

• c > 1. By (20) and (37), f2(r) can be written as

f2(r) =
1

(1−r)C−1

[
F(C−a,C−b;C;r)− 4ab

C(1−4s2)
· F(C−a,C−b;C+1;r)
F(1/2−s,1/2+ s;2;r)

·Fs(r)
]
.

It follows from (9), (14), (15), (17) and (21) that

f2(1−) =
(C)(C−1)
(a)(b)

· lim
r→1

1
(1− r)C−1 ·

{1− (C−1) [R(1/2− s)− log(1− r)+O[(1− r) log(1− r)]]} = −. �



144 X.-Y. MA, X.-H. HE AND G.-H. ZHONG

4. Applications

Our main results in section 3 not only present properties of Gaussian hypergeomet-
ric functions, but also have applications in some of mathematics such as the properties
of complete and generalized elliptic integrals and in the theory of Ramanujan’s modu-
lar equations. In this section, utilizing Theorem 1 and Theorem 2, we shall also derive
some results involving the complete elliptic integrals, the generalized elliptic integrals,
the Grötzsch ring function, the generalized Grötzsch ring function, the solutions of Ra-
manujan’s modular equation and Ramanujan’s generalized modular equation.

Indeed, by (12), (13) and [3, Theorem 4.1(1)],

dF(a,1−a;1;r2)
dr

=
2a(1−a)r

r′2
F(a,1−a;2;r2)

and
2


dKa(r)
dr

=
4(1−a)
rr′2

[
Ea(r)− r′2Ka(r)

]
,

yielding the following equality

F(a,1−a;2;r2) =
2
a

Ea(r)− r′2Ka(r)
r2 . (38)

In particular, for a = 1/2 and r ∈ (0,1) ,

F

(
1
2
,
1
2
;2;r2

)
=

4


E (r)− r′2K (r)
r2 . (39)

COROLLARY 1. For each a ∈ (0,1/2] , define the functions g1 , g2 and g3 on
(0,1) by

g1(r) =
Ea(r)− r′2Ka(r)
E (r)− r′2K (r)

,

g2(r) = Ka(r)−2(1−a)
Ea(r)− r′2Ka(r)
E (r)− r′2K (r)

K (r),

g3(r) =
Ka(r)
K (r)

,

respectively. Then we have the following conclusions:

(1) g1 is decreasing from (0,1) onto (sin(a)/[2(1− a)],2a) . In particular, for
a ∈ (0,1/2] and r ∈ (0,1) ,

sin(a)
2(1−a)

[
E (r)− r′2K (r)

]
� Ea(r)− r′2Ka(r) � 2a

[
E (r)− r′2K (r)

]
. (40)

(2) g2 is increasing from (0,1) onto ((1−2a)2/2,sin(a)[R(a)− log16]/2) . In
particular, for a ∈ (0,1/2] and r ∈ (0,1) ,

(1−2a)2

2
� Ka(r)−2(1−a)

Ea(r)− r′2Ka(r)
E (r)− r′2K (r)

K (r) � sin(a)
2

[R(a)− log16] .

(41)
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(3) g3 is decreasing from (0,1) onto (sin(a),1) . In particular, for a ∈ (0,1/2]
and r ∈ (0,1) ,

sin(a)K (r) � Ka(r) � K (r). (42)

Proof. (1) Let f1 be as in Theorem 1. Then by (26), (27), (38) and (39), g1(r)
can be written as

g1(r) = 2a
F(a,1−a;2;r2)

F( 1
2 , 1

2 ;2;r2)
= 2a f1(r2)

∣∣∣∣ c=1
s=0

,

which is decreasing on (0,1) by Theorem 1(2)(i), with

g1(0+) = 2a f1(0+)
∣∣∣∣ c=1
s=0

= 2a, and g1(1−) = 2a f1(1−)
∣∣∣∣ c=1
s=0

=
sin(a)
2(1−a)

.

(2) Let f2 be as in Theorem 2. Then by (3), (38) and (39), g2(r) can be written as

g2(r) =

2

f2(r2)
∣∣∣∣ c=1
s=0

,

which is increasing on (0,1) by Theorem 3.2(2)(i),with

g2(0+) =

2

f2(0+)
∣∣∣∣ c=1
s=0

=
(1−2a)2

2
, and

g2(1−) =

2

f2(1−)
∣∣∣∣ c=1
s=0

=
sin(a)[R(a)− log16]

2
.

(3) The limiting value g3(0+) = 1 is clear. By [3, Theorem 4.1(1)] and [4, 3.6],
we can obtain

rr′2K 2

E (r)− r′2K (r)
d (Ka/K )

dr
= −g2(r), (43)

which is negative by the part (2). Hence the monotoneity of g3 is obtained. By
l’Hôpital’s Rule (cf. [4, Theorem 1.25]) and [3, Theorem 4.1(1)], [4, 3.6], we have

lim
r→1−

g3(r) = 2(1−a)g1(1−) = sin(a).

The inequalities (40), (41) and (42) hold by the monotonicities of g1 , g2 and g3 ,
the equality cases of these inequalities are obvious. �

COROLLARY 2. For each r ∈ (0,1), |s| < 1/2 , the function

g4(r) =
E (r)− r′2K (r)

r2F
( 1

2 − s, 1
2 + s;2;r2

)
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is increasing from (0,1) onto (/4, [(1− 4s2) ]/[4cos(s)]) . In particular, for |s| <
1/2 and r ∈ (0,1) ,

r2

4
F

(
1
2
− s,

1
2

+ s;2;r2
)

� E (r)− r′2K (r) � (1−4s2)r2

4cos(s)
F

(
1
2
− s,

1
2

+ s;2;r2
)

.

(44)

Proof. Let f1 be as in Theorem 1. Then by (39), g4(r) can be written as

g4(r) =

4

f1(r2)
∣∣∣∣ c=1
a=b=1/2

,

which is increasing on (0,1) by Theorem 1(2)(ii), with

g4(0+) =

4

f1(0+)
∣∣∣∣ c=1
a=b=1/2

=

4

, and g4(1−) =

4

f1(1−)
∣∣∣∣ c=1
a=b=1/2

=
(1−4s2)
4cos(s)

.

The double inequaltiy (44) and its equality case are clear. �
Second, our main results have applications in the theory of Ramanujan’s modular

equations. Recall that for r ∈ (0,1) , the Grötzsch ring function  is defined as

(r) =

2

K ′(r)
K (r)

, (45)

which is the conformal modulus of the Grötzsch ring B
2 \ (0,r) and plays an essential

role in the theory of quasiconformal mappings (cf. [1, 4, 10]), and the generalized
Grötzsch ring function is defined by

a(r) =


2sin(a)
K ′

a (r)
Ka(r)

(46)

for a ∈ (0,1/2] and r ∈ (0,1) , and it is decreasing from (0,1) onto (0,) (cf. [3]).
Clearly, 1/2(r) = (r) . Ramanujan’s generalized modular equation with signature
1/a and order (or degree) p is as follows

F(a,1−a;1;1− v2)
F(a,1−a;1;v2)

= p
F(a,1−a;1;1− r2)

F(a,1−a;1;r2)
. (47)

By (46), (47) and its solution v can be rewritten as

a(v) = pa(r) and K(a,r) = −1
a (a(r)/K)(K = 1/p), (48)

respectively. Clearly, as a function of r , K(a,r) is an increasing homeomorphism
from [0,1] onto itself. In the case when a = 1/2, (47) is called Ramanujan’s classical
modular equation, and K(r) = K(1/2,r) is exactly the well-known Hersch-Pfluger
distortion function in the theory of quasiconformal mappings (cf. [3, 4, 8, 17]).

With the help of the above preliminary results, the following corollary gives rela-
tions between the generalized Grötzsch ring function a(r) , the solution of Ramanu-
jan’s generalized modular equation (47) K(a,r) and their corresponding classical
forms (r) , K(r) for a = 1/2.
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COROLLARY 3. For each a∈ (0,1/2] , r ∈ (0,1) and K ∈ (1,) , define the func-
tions g5,g6 and g7 on (0,1) by

g5(r) =
a(r)
(r)

, g6(r) =
K(a,r)
K(r)

, g7(r) =
1/K(a,r)
1/K(r)

,

respectively. Then g5(r) , g7(r) is increasing and g6(r) is decreasing on (0,1) , with

g5(0+) = g6(1−) = g7(1−) = 1, g5(1−) = 1/sin2(a),

g6(0+) = (eR(a)/2/4)1−1/K, g7(0+) = (eR(a)/2/4)1−K.

In particular, for a ∈ (0,1/2] , r ∈ (0,1) and K ∈ (1,) ,

(r) � a(r) � (r)/sin2(a), (49)

K(r) � K(a,r) � (eR(a)/2/4)1−1/KK(r), (50)

(eR(a)/2/4)1−K1/K(r) �1/K(a,r) � 1/K(r). (51)

Proof. By [3, Theorem4.1(5)], [4, (5.9)], we have

da(r)/dr
d(r)/dr

=
(

K (r)
Ka(r)

)2

=
(

1
g3(r)

)2

. (52)

So g5 is increasing by l’Hôpital’s Rule (cf. [4, Theorem 1.25]) and Corollary 1 (3).
For K > 1, let u = K(r) , v = K(a,r) , by (48),

u = K(r) ⇒ (u) = (r)/K < (r) ⇒ u > r.

It follows from the monotonicity of g5 that

g5(u) � g5(r) ⇒ a(u) � a(r)(u)/(r) = a(r)/K ⇒ u � −1
a (a(r)/K) = v.

By [3, Theorem 4.1(7)], differentiation gives

Kurr′2Ka(r)2

vu′2Ka(u)2 g′6(r) =
[

v′2Ka(v)2

u′2Ka(u)2 −1

]
+

[
1− g2

3(r)
g2

3(u)

]
,

which shows that g′6(r) < 0 by [3, Lemma 5.4(1)] and Corollary 1(3).
Similarly, the monotonicity of function g7 can be obtained.
By l’Hôpital’s Rule (cf. [4, Theorem 1.25]), the limits g5(0+) and g5(1−) follow

from (52) and Corollary 1(3). The limits g6(1−) and g7(1−) are trivial. The limits
g6(0+) and g7(0+) follow from [3, Theorem 6.7], [4, Theorem 10.9(1)].

The inequalities (49), (50) and (51) hold by the monotonicities of g5 , g6 and g7 ,
the equality cases of these inequalities are obvious. �

REMARK 1. Corollary 1(1), (3) and Corollary 3 have been proved in [11, Theo-
rem 2.11, Corollary 2.12].
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