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SOME INEQUALITIES RELATED TO HARMONICALLY CONVEXITY
WITH APPLICATIONS IN TSALLIS ENTROPY AND MEANS

YAMIN SAYYARI*, SHIGERU FURUICHI AND HASAN BARSAM

(Communicated by M. Sababheh)

Abstract. In this paper, we give some new inequalities related to harmonically convex functions.
In fact, we introduce a certain function F including a harmonically convex function and us-
ing Jensen and Jensen-Mercer inequalities to obtain some new inequalities. Finally, we give
some application for these inequalities in information theory, Tsallis entropy, mean theory and
approximation theory.

1. Introduction and preliminaries

Convexity is one of the fundamental concepts in convex analysis. In fact, due to its
simple understanding in terms of geometry, it has been of interest to many researchers.
The most basic simple function that is introduced with the help of the concept of con-
vexity is the convex function whose use goes back to the ancient Greeks [12]. The
convex function has many applications in various sciences such as information theory,
dynamic systems, physics, and probability theory (see [11, 17, 27, 28, 29, 30, 31, 32]).
In addition, many inequalities have their roots in the concept of inequality. Nowadays,
many authors have used this concept to construct and improve various inequalities (see
[1, 3, 18, 24, 33]). One of the most important inequalities is Hermite—Hadamard which
states that if ¢ : [a,b] — R is a convex function, then the following inequality holds:

a+b 1 b d(a)+ o (b)
¢< 2 )gb—a/a q)(x)dng (LD

which was first obtained Jaques Hadamard and Charles Hermite (see [14]). This in-
equality was used to approximate the average of convex functions and in fact, it says
that the average value of a convex function is a value between the value of the function
at the arithmetic mean of two points and the arithmetic mean of the value of the function
from two points. In general, the researchers study

¢(T (a,b)) < L(¢(a),9(b))
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for a suitable pair of means 7" and L also function ¢. Note that, a mean of two pos-
itive real numbers is defined as a function M : (0,4e0) x (0,4-e0) — (0,4-o0) with the
property

min{a,b} < M(a,b) < max{a,b}

for each a,b € (0,+<0). Hermite-Hadamard inequality in this case using convex func-
tions ¢ when 7 and L are arithmetic mean is obtained. We mention here the arithmetic,
geometric, harmonic and identric means of two numbers a,b > 0 as

1
b 2ab 1 [bP e
, G(a,b)=+ab, H(a,b) > and I(a,b) ; (aa>

Alab) ="

with I(a,a) :=a (see [21, 23]). Also, we use the symbol S(a,b) for the adojoint of
I(a,b):

L

ab b—a
S(a,b):=1(a"',p~1)! :e<b_“) .

Among other inequalities, Jensen’s inequality was introduced in 1906 by Danish
mathematician Johan Jensen, relates the value of a convex function which states that:
If ¢ is convex on I, then

(0 (2 Pixi> < Y pid(xi),
=1 i=1

where x; € I and YL, pi =1 (see [20]).
Let ¢ be a harmonically convex functionon I, 0 ¢ I; x; € I; i=1,...,n. Then
the following Jensen type inequality holds (see [9]):

-1
¢ (Ztt’xi_l> < Y1 (x) (1.2)
i=1 i=1

where Y fi=1and t; > 0.

Also, it has been used in the approximation of the expected value as well as the
approximation of entropy. Various modifications have also been presented in [2, 5,
34]. Jensen-Mercer’s inequality was introduced in 2003 by A. A. Mercer (see [22])
as follows. If & is a convex function on an interval [ := [a,b], x; €I, 1 <i<n and
Yiipi=1, pi >0, then

h (a—kb—ipixi) +ip,-h(x,-) < h(a)+h(b). (1.3)

i=1 i=1

Generalizations for convex functions in operator form are also seen in the refer-
ences [10, 13]. Therefore, due to the importance of convexity, the authors are inter-
ested in introducing various categories of functions that are related to the concept of
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convexity, for example, m-convex functions, harmonically convex, uniformly convex,
p-convex, s-convex, logarithmic convex and etc. (see [3, 4, 15, 16, 19, 24, 35]).

In [26], Rooin proved some aspects of convex functions and some practical in-
equalities using the following function:

G:[0,]]—-R
B Y18 <2?:10ij(t)x.f>

n

G(1)

where a;; : [0,1] — R are affine mappings for every i,j (1 <i,j<n), xy,---,x, are
elements in a vector space X and g: X — R is a convex function.

In this article, the goal is to obtain new inequalities with the help of harmonically
convex functions, and finally, with the help of these results, we approximated some val-
ues such as the Napier number, as well as the approximation of arithmetic averages and
harmonic averages, and the relationship between them, along with other applications of
them.

The following definition is well known in the literature.

DEFINITION 1.1. [19] Let f:[a,b] — R be a function and 0 ¢ [a,b]. Then f
is harmonically convex, if

Xy
— ) < (1—¢ t 1.4
f<(1_t>x+ty> (1=0)f(y)+1f(x) (1.4)
for every ¢ € [0,1] and x,y € [a,b]. If the inequality is reversed, f is harmonically

concave.

THEOREM 1.2. [7] Assume that f : [a,b] — R is a harmonically convex function
then

f (%) < fla)+ f(b) - zn:lt,-f(a,-)

1I_ L
b i=1 a;
forall a; € a,b); 0 & [a,b]; t; € [0,1]; I t; =1.

2. Main results

In the following we begin the definition of F related to harmonically convex func-
tion.

DEFINITION 2.1. Assume that [a,b] is an interval such that 0 ¢ [a,b], f is a
harmonically convex and a < x; < b; i = 1,---,n. We define the function F : [0,1] — R

by
1
i=1 Xit +xn+tl—i

F(t):=

S| =
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THEOREM 2.2. Let f :[a,b] — R be a harmonically function, and F (t) be as in
Definition 2.1. Then

f( nn1><F<t><if(x") 2.1
i=1 % i=1

forevery a<x;<b;i=1,---,n.

Proof. Since f is harmonically convex,

f (%) <tf(np1-i) + (1 =) f(x;).

Xi Xn+1—i

Also,

n

2 xn-‘rl z (Xi)} =0.

Using definition F(¢) and (1.2), we have

2f<n+ﬂﬁ>

nl 1
n n
= n 1—t t :f< n L)’
ey R

i Xnt1—i

because 2 (

On the other hand, in view of harmonically convex f, we have

) = 0, which implies the right-hand side of inequality (2.1).

Xi X)Hrl i

F)= %Zlf (i)
<3 (1= 1))+ 51 0)
i=1
= %Zn:f(xt%

Il
—_

since 'Elf(Xi) = _Elf(xn+17i)~ g
i= i=
Another bound related to the function F as follows.

THEOREM 2.3. If f: [a,b] — R is a harmonically convex function, then

F(t)gf __2f<l+ll_L>
a b x
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Proof. Using Theorem 1.2, we get

1 1
f<%“wﬁﬁ>_f<h¢—u—ﬂ©+%—a—waﬁ— 1))

<f(a)+f(b)—(1—t)f<7

Q=
J’_
S| =
|
=
N——
|
~
\H
VR
Q=
J’_
S =
| [
K
g
N————

for each 1 <i < n, we use this fact that

g ( +1i- _>:§f<l+b%>

Xnt1—i

With summing on inequalities (2.2) from i = 1 to i = n and by division n we get

H0<ﬂ@+ﬂ@—%if<————

which completes the proof. [

COROLLARY 2.4. Inview of Theorems 2.2, 2.3, we arrive at

(l)f< ) Jo F()d < 3y 152,

@ P < f@+10) - 151 (11 ).

In the next theorem we obtain some lower bounds for F(r) and fol F(r)dt

THEOREM 2.5. Assume that f is a harmonically convex function then

(1) F(t) > xlf(———J
(2) [y F(t)dt > Zf1f<i)

Proof. (1): Foreach 0 <7 < 1 we have

2 1
f<1 1 )Zf
o %(L‘i‘ l_t>-l-%( L4 1y

Xi Xn+1—i Xn+1—i Xi

1 1
|~ th + XnJrlii Xnthlfi + x_tt
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Now, with summing above inequalities from i = 1 to i = n, we obtain

_Zf (xlt +Xn+l l) >F(t)

n;

n
Note that, Y, f <7, ) Z f <7> .
Xi+ n+1—i R

i=1
(2): It is clear from (1). D

In the next, we give some properties of the function F.

THEOREM 2.6. Assume that f is a harmonically convex function then
(1) F(t) is a convex function on [0, 1].

(2) max F(t)=F(0)=F(1).
r€[0,1]

(3) min F(r)= F(%>=%,§f<%>-
=1 X Xpl—i

IG[O 5] i

Proof. (1) Let x,y € [0,1], t € [0,1]. Then

1
Fltx+(1—1)y an tx+(1 Ny | 1—tx—(1—1)y
=1 + Kn4+-1—i

_ 1 En:f 1
T n- x —x -

n5 t<)7,-+xnl+14> +(1—1) <%+X’M{i>

1 & 1 1
<= |tf| ——— 1-0)f| ————

" f(gn—,};ﬂ)” ”(%n:y.ﬂ

tF(x)+ (1—=1)F(y)

which implies that F' is convex.
(2) In view of Theorem 2.2, we have
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(3)If £ € [0, 4] then

1 1 & 1
Fl=—t)=-

(2 t) nl.:zif 3=t gt
Xi Xn+1—i

1 & 1
:;Zf T, 1

i=1 2_+ 2

Xi Xn+1—i

“r(e).

Let us proceed by contradiction and assume that % is not minimum of F(¢) on [0, %] .
So, there exists a ¢ € (0, 1] such that

()-r (e ()

Also, F is convex hence we have

()

which is a contradiction. So, min F(r) = F (). O
ZE[Ov f]
Using Hermite-Hadamard inequality we obtain the following result.

COROLLARY 2.7. From Theorem 2.6 and Hermite-Hadamard inequality, we get

) < [ roa <t $ 0

Using Mercer inequality we obtain the following result.

n

==

X)Hrl i

COROLLARY 2.8. From convexity F(t) on [0,1] and Mercer inequality we have

n 1 n

2 Xj)—n I EEE——
i;f Spjti | Zigpi(-1)) Zf ! lzlzlpff =ty 4
N Xi Xpp1—i J Xi Xn+1—i

forevery 0<t; <1, 1<j<m, 0<p; <1, 1<j<m, 30 pj=1.
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COROLLARY 2.9. By the use of convexity F on [0,1] and

1
min £(0) (2) max F(0) = F(0) = F(1

we conclude that F is decreasing on [0, 1] and increasing on [5,1].

3. Applications

In this section, we give some applications in information theory, entropy bounds,
mean theory and approximation theory. In this section, we treat the function log as the
logarithmic function of base e.

3.1. Applications in information theory

r

—1

, (x>0, r#£0) in this
subsection. The function log, x uniformly converges to the usual logarithmic function
logx in the limit r — 0.

We use r-logarithmic function defined by log,.x := il

DEFINITION 3.1. For a probability distribution P = {p;}? | the Tsallis entropy
T,(P) is defined by (see [36])

n
T,(P):=—Y p; "log,pi, (r#0)
i=1
and the Shannon entropy of P is defined by
n
H(P):=— Zpilogp,-.
i=1

Itis standard to use the convention 0log(0 = 0 in information theory [8]. However,
to avoid such a case, we consider the positive probability distribution P := {py,---,p,}

such that p; >0 forall i=1,---,n and Y, p; =1 in the sequel.
i=1

DEFINITION 3.2. For a positive probability distribution P = {p;}! |, we define
another positive probability distribution Q,(P) = {g;}""_, by

gi = (1—=t)pi+tppr1-i

forevery ¢ € [0, 1]. In the special case we have

Q. (P) = {Pﬁ;;ﬁli}.

S
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1
LEMMA 3.3. Let a,b >0 and f,(x) := T log, . If 0% r < 1, then the func-

tion f,(x) is harmonically convex. If r > 1, then Sfr(x) lS harmonically concave.

1
Proof. Let gr(t,a,b) = (1 —t)fr(b)—l-tfr(a) _fr (m

1 1
0, r<1and 0<7<1 where f(x):= e log, —. Since g,(0,a,b) = g,(1,a,b) =0
X

d’g,(t,a,b)
dr?

) for a,b >

it is sufficient to show < 0. Indeed it is calculated in the following:

Pg(tab) @) () o

arr ab{(1—t)a+tb}
d*g/(1,a,b o
which implies g,(r,a,b) > 0. If 7 > 1, then % >0 which implies g,(t,a,b) <
0. O
1
COROLLARY 3.4. Let a,b > 0. Then the function f(x) = ——logx is harmoni-
X

cally convex on [a,b].

Proof. Since log, x uniformely convergencesto logx when r — 0, we see lin(l) fr(x)
r—

1 1

= ——logx. Thus, by Lemma 3.3, we conclude that f(x) = ——logx is harmonically
X X

convex. [J

THEOREM 3.5. Let 0 # r < 1 and P = {p;}! | be a positive probability distri-
bution. Then

T.(P) < T, (Q(P)) < log,n
forevery t €[0,1].

1 1
Proof. If f(x) := fr(x )_ log,; and x; ;= 1%; i=1,...,n,then

lzn“ [p,(l +pn+1 zt} —1
nl:l r[pt(l_t)+pn+l lt] -
-1
7). G

Set f(x) = fr(x) and x; := I%_; i=1,...,n in Theorem 2.2, we get

. (Q(P) _ —T:(P)

\
n n

n' llogr

forevery ¢ € [0,1] and 0 # r < 1. This completes the proof. [J
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COROLLARY 3.6. Let P = {p;}! | be a positive probability distribution. Then

H(P) < H (Q(P)) < logn
forevery 1 €[0,1].

Proof. An immediate consequence of Theorem 3.5, since

lim 7;(P) = H(P)

r—0
for every positive probability distribution P. [

This corollary has the following useful proposition:

PROPOSITION 3.7. Let P = {p;}!_, be a positive probability distribution. Then

szlog<

) < logn
Di+ Pnt1-i

forevery 1 €[0,1].

Proof. A consequence of Corollary 3.6 with ¢ = %, because
% i T Pnt1—i % i + Pnt1-i
3 pilog <%) =Y puiiilog (%) .
i=1 i=1

This completes the proof of the proposition. [

1 1 1
EXAMPLE 3.8. LetP:{—

2 1
-, = H(P)=-log2+ =1 . he oth
3 2}and (P) 3 log +2 0g3. On the other

hand, we have

Thus

Qe = (2 Jioe (52 ) + (22 )oe (525 ) + 1o

Therefore, by Proposition 3.7

2 1 241 6 3.2 6 2
Zlog2+ ~log3 < I I < Zlog3
3 ogstglos 6 0g<2¢+1>+ 6 °g<3 2t> 3 %8

forevery ¢ € [0,1].

Figure [ illustrates the relations among H(P), H(Q¢(P)) and logn for the above
example. The dashed line, the solid curve and the dotted line represent H(P), H(Q(P))
and logn, respectively.
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H(Qt(P))
1121

100 Fr ettt
1.08
1.06
1.04-
1.02],

1.00 -

0.0 0.2 04 0.6 0.8 1.0

Figure 1: H(P), H(Q,(P)) and logn in Example 3.8.

THEOREM 3.9. Let P = {p;} | be a positive probability distribution, t € [0,1]
and r < 1; r#0. Then

T.(Q(P) < T, (Qy(P)).

2

1 1
Proof. Set f(x) = fr(x) = = log, - and x; := %; i=1,...,n in Theorem 2.5
x x i
by (3.1), we get

1
n n i=1 5 [ PitPnsi1-i =1 n 2
r 2

l+’1 l
c (F 3 ) -1 L (Ppi+Pnyi-i
S Ly (et

forevery ¢ € [0, 1]. This completes the proof. [J
COROLLARY 3.10. Let P ={p;}" | be a positive probability distribution. Then
H(Q(P) <H(Q,(P))
forevery t €[0,1].

Proof. Tt follows from Theorem 3.9 as r — 0. [

Theorems 3.5 and 3.9, yield the following result.

COROLLARY 3.11. Let r <1, r#0 and P = {p;}!_ | be a positive probability
distribution. Then

max {7, (Q:(P))} =7; (Qy(P)) and  min (T, (Qu(P))} =T (P).

0<r<1
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Corollaries 3.6 and 3.10, yield the following result.

COROLLARY 3.12. If P={p;}} | is a positive probability distribution, then

0<r<1

max (H (Q:(P))} = H Q) (P)) and  min {H (Q:(P))} =H (P).

3.2. Applications in analysis

In this subsection, we apply the harmonically convexity of logx to obtain some
inequalities for some means.

PROPOSITION 3.13. Let 0 <a < x; <b.

(1) The following extension of GH -inequality holds:

H XiXp41—i (/ﬁxi. (3.2)
i=1

(I —1)Xpr1—i+1x

llxl

(2) For every positive integer n, we have

" XiXpi1_i < in+1 i ) e p,
<Il i < {1 (3.3)
i=1 Tl i=1
<Xn++11—i )
Proof. (1) In Theorem 2.2 put f(x) = logx, we obtain

210g< ! ) log H il iard
+ 1= T

(L —1)xp11— iFixi
By the use of Theorem 2.2, we obtain the desired inequality.

llx’

X)Hrl i

(2) In view of Corollary 2.4 (part (1)) with f(x) =logx, we have

1 1 & XiXpt1—
F(t / i‘n+1—i )dl‘
/0 (r)d nlz1 (tx, + (L —1)xpg1—i

1 n
= ;lzzl {log(xixnﬂ,-)

1

- Xp+1—i —Xi
1 . XiXpi1_i <xin+l i X e)
=—Y log (3.4)

- At l—i ?
nig i
n+1—i

(Xn1-ilogx, 11— — Xpp1-i — xilogx; + x;)
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which completes the proof. [

The following extensions of AM—GM-HM inequality hold.

PROPOSITION 3.14. Let x; > 0; i =1,...,n. Then we have the following

n
H XiXn+1—i " Hx'
1
i=1

(1 —1)xps1— l—|—tx,

1 n
> (35)

i=1

S |

\/H 1—l‘xz—|-txn+1 i <

forevery t €[0,1].

Proof. By replacing x; by xlfl in (3.2), we obtain

1

n n n
(/H)Ci < (/H(l — )X F X1 < p Y xi. (3.6)
i=1 i=1 '

i=1
Combine (3.2) and (3.6), we get (3.5). U

PROPOSITION 3.15. Let x; >0; i =1,...,n. Then we have the following

- X

i i
. i XiXns 1 (xz:erliXi) e ~
ﬁg, S < "Hxi
i=1 x; i=1 (x;,j:ll ; x,) =1
M Yntl—i n
. XiXp1—i <xixan+li) ; '
< Zin1ti (3.7)

X; X n
N 10
(xn+ 1—i ) e

Proof. Replace x; by x;l in (3.3), we arrive at

nt1—i

Xt 1

n n | XiXn+1- l<x'l " l) zn X

i—1Xi

(<] - <= (3.8)
i=1 i=1 XX 1—i

Xn1—i €

Combine (3.3) and (3.8), we conclude (3.7). [

Il
-

==
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COROLLARY 3.16. If a,b >0, then

forevery 1 €[0,1].
Proof. Put n =2, x1 :=a and x; := b in Proposition 3.14. [

COROLLARY 3.17. If b#a > 0, then

G*(a,b)
I(a,b)

H(a,b) < < G(a,b)

N

where

z(a,b):1<b—b)bl“ and  S(a,b) ;:e<"b>“.

e \ a“ b4

Proof. Put n =2, x1 :=a and x, := b in Proposition 3.15, we obtain

1 1

2a \ 2 2a \ 2

2ab b-a b [ bp-a b
a \abe aT < \/Clb S a— 5 é at .
a-+b bia e \ gr= 2

N

This completes the proof. [l

Note that the second and third inequalities in Corollary 3.17 revocer the known
relation [6, Corollary 13 in Section 5 of Chapter II]:

S(a,b) < G(a,b) < I(a,b).

PROPOSITION 3.18. Assume that 0 < a < x; < b. Then

W XiXni1—i (xixnﬂi)ci % 6) ; | | |
— <avT[(-+--——).
:il]l ntl—i = H a b X

Xp1—i —i i=1
n+1—i

Proof. In view of Corollary 2.4 (part (2)) with f(x) = logx and using (3.4), we
have

Xi

fn+1—i =X

n | XiXn+1—i (Xl-

Xe) n n1 1 17
I1 i <abi1:[l<g+g——.) )

i=1 Xt 1—i—Xi Xi
X 1—i

which completes the proof. [
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PROPOSITION 3.19. Assume that 0 < a < x; < b. Then

L Xn+1—iXi nin n 1 1 1
<d'b —F———.
H(l—t)anrlfi—f—lxi “ H<a+b )

i=1 i=1 Xi

Proof. Put f(x) =logx in Theorem 2.3. [J

If we take n:=2, x| :=a and x; := b in Proposition 3.19, then we have
G(a,b)* <A,(b,a)A(a,b),

where A;(a,b) := (1 —t)a+1tb, (0 <t < 1) is the weighted arithmetic mean of two
positive numbers @ and b.

COROLLARY 3.20. Let 0 < a < x1,xp < b. Then

(S(x1,x2))% < <a+b— %) <a+b— %) .

Proof. Set n =2 in Proposition 3.18. [J

We give a result related to e.

COROLLARY 3.21. Let n € N. Then,
1\ 1 1 n+1/2
1+ - I+ —— ) <e< | 1+- .
n 2n+1 n
1
Proof. Setting a:=1 and b:= 1+ . in G(a,b) < I(a,b) < A(a,b), we obtain

the inequalities:
\" 1 1 n+1/2
I+- 1+ e | 1+- .
n 2n+1 n

The equalities’ conditions of the inequalities G(a,b) < I(a,b) < A(a,b) are a = b.

. .. . 1
However it never occurs such a condition since a:=1and b:=1+-. O
n

It is known that [25] and [37, Eq. (2)]:

1\" 1 1\" 1
14— 14+ — 14— 1+— .
() (emgn) <e< (143) ()

1/2

1
Since it is not difficult to show (1 + - < (1 + n for n € N, Corollary 3.21
n n

gives same lower bound and a tighter upper bound of e, compared to the above.
In the following proposition, we further approximate the number e.
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PROPOSITION 3.22. Let n,m € N. Then,

1 mn 1 1 mn+1/2
14+ — l+—<e< |14+ — .
mn 2mn—+1 mn

Proof. The desired inequality follows from Corollary 3.17 by putting a := m,

1
b :=m+ —, because we have
n

2m(mn+1)  G*(a,b)  em™'n™
2mn+1 " I(a,b)  (mn+1)m

G(a,b) = /m(m+1/n).

In this case, the equalities never occur. [

H(a,b) =

REMARK 3.23. If we take m := n in Proposition 3.22, then we have

2(n2+1)" ! (2 +1)"
n2n? (2n2 +1) < n2n*+1

, (neN).
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